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Abstract

This thesis delves into scheduling approaches for 5G networks based on Cloud
Radio Access Network (C-RAN) architecture, addressing limitations in existing so-
lutions through the introduction of a novel hierarchical scheduling framework. Mo-
tivated by the critical challenge of fronthaul delay in C-RAN, the proposed solution
strategically distributes radio resource scheduling tasks among centralized and dis-
tributed units. The first part of the thesis focuses on mitigating the impact of fron-
thaul delay, resulting in a significant enhancement in network throughput of up to
26%. The second part introduces a dynamic hierarchical scheduler for individual User
Equipments (UEs), effectively adjusting scheduling periods based on Channel State
Information (CSI) and fronthaul delay. Comparative analysis reveals the dynamic
schedulers outperform centralized and partially distributed counterparts, achieving
a remarkable 30% and 27% increase in network throughput, respectively. The final
part addresses resource scheduling for delay-sensitive services, proposing a dynamic
resource pre-allocation framework within the hierarchical scheduling paradigm. Sim-
ulation results demonstrate a 39% increase in goodput while minimizing transport
block loss rate and mean absolute percentage error in pre-allocated resources for Hy-
brid Automatic Repeat reQuest (HARQ) by 38% and 57%, respectively. This thesis
contributes valuable insights into overcoming scheduling challenges in C-RAN-based
5G networks, paving the way for more adaptive, efficient, and self-optimized mobile
networks.

Keywords: 5G, NR, C-RAN, RRH, BBU, resource allocation, ARIMA, function
splitting, hierarchical scheduling, channel prediction, HARQ.
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Abstrakt

Tato práce se zabývá principy pro plánovańı přenosu dat v śıt́ıch 5G založených
na ”cloudové” architektuře v rámci př́ıstupové śıtě (Cloud Radio Access Network, C-
RAN). Práce konkrétně řeš́ı problémy existuj́ıćıch řešeńı spojené se zpožděńım na tzv.
fronthaulu a navrhuje hierarchické řešeńı jak strategicky alokovat rádiové prostředky
na centralizovaných a distribuovaných jednotkách. Prvńı část práce se zaměřuje
na zmı́rněńı negativńıho dopadu zpožděńı na fronthaulu, což vede k významnému
zvýšeńı propustnosti śıtě až o 26%. Druhá část pak představuje dynamické hier-
archické plánováńı přenosu dat pro jednotlivá uživatelská zař́ızeńı, které efektivně
adaptuje plánováńı přenosu na základě informaćı o stavu kanálu (Channel State In-
formation, CSI) a na konkrétńım zpožděńım na fronthaulu. Komparativńı analýza
ukazuje, že návrh je schopný zvýšit propustnost v̊uči plně centralizovanému a částečně
distribuovanému řešeńı o 30%, respektive a 27%. Závěrečná část práce se věnuje
plánováńı prostředk̊u pro služby citlivé na zpožděńı a navrhuje metodu pro dynam-
ické alokováńı prostředk̊u založené na hierarchickém plánovači přenosu dat. Výsledky
simulaćı ukazuj́ı až 39% nár̊ust tzv. goodputu při minimalizaci ztrát transportńıch
blok̊u (až o 38%) a minimalizaci pr̊uměrné absolutńı procentuálńı chyby (až o 57%)
při před-alokaci rádiových prostředk̊u pro potřeby HARQ (Hybrid Automatic Re-
peat reQuest). Tato práce přináš́ı cenné poznatky při řešeńı problému jak plánovat
přenosy v śıt́ıch C-RAN založenýCH na 5G, a t́ım otev́ıraj́ıćı cestu k adaptivněǰśım,
efektivněǰśım a samo-optimalizuj́ıćım se mobilńım śıt́ım.

Kĺıčová slova: 5G, NR, C-RAN, RRH, BBU, alokace zdroj̊u, ARIMA, rozděleńı
funkćı, hierarchické plánováńı, predikce kanálu, HARQ.
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Chapter 1

Introduction

The fifth generation New Radio (5G NR) of mobile networks is expected to sup-
port various traffic patterns and unlock numerous applications for low latency and
reliable communication [1] [2] [3] [4]. The various applications imply a broad range
of requirements on radio resource management [5]. However, meeting such stringent
requirements is challenging, as it requires efficient radio resource management. The
radio resource management encompasses many functionalities with various complex-
ity and operating at different timescales [6]. Some of these functionalities, such as
resource allocation, can be centralized (see, e.g., [7] [8]). The centralization of the
radio resource management functionalities can be efficiently accomplished through
the Cloud-Radio Access Network (C-RAN) architecture.

The C-RAN is a novel concept of mobile network architecture enabling centralized
baseband processing to meet 5G network multiple challenges, including a reduction in
cost and energy consumption [9] [10] [11]. The typical C-RAN network architecture
comprises a centralized baseband unit (BBU) and multiple distributed remote radio
heads (RRHs). The BBU is interconnected with different RRHs via fronthaul links [9]
[12] [13]. The C-RAN architecture brings low power consumption and cost reduction
benefits. At the same time, C-RAN enables an elastic network structure and large-
scale coordination [14]. However, C-RAN introduces several challenges related to
delay [15] and splitting of management functions between the BBU and the RRHs
(also referred to as a “functional split” [16]).

The functional split is suggested mainly to relax the requirements on the fron-
thaul, where the control functionalities (i.e., protocol layers) can be split among
the BBU and RRHs as defined by the 3rd Generation Partnership Project (3GPP),
see [17] [18]. The functional split determines which functions are carried out locally
at the RRHs and which are performed centrally at the BBU [16]. The local pro-
cessing in RRH relaxes requirements on the fronthaul and reduces the delay. On
the contrary, the centralized processing in the BBU facilitates the cost and energy
consumption benefits of C-RAN. Hence, the more functions are carried out in the
BBU, the higher the amount of data is transmitted over the fronthaul. Note that
the more functions are carried out in the BBU, the higher the amount of data is
transmitted over the fronthaul [19]. The functional split different options in the 5G
NR are shown in Fig. 1.

Each split of the control functions is preferable for different network conditions
and requirements of the supported services [17]. Thus, in [16], the RAN-as-a-Service
(RANaaS) concept is proposed to allow centralized management and processing to
adapt according to the actual service demands. Still, a flexible and fully dynamic
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Chapter 1 Introduction

Figure 1. The functional split options in 5G NR [20]

change of the deployed functional split, according to the user’s requirements and
network status while reflecting capabilities and current load of the fronthaul, is an
ongoing problem, as pointed out in [21]. With the control functions carried out in
the centralized BBU, a low-quality fronthaul negatively affects the overall network
performance and users’ quality of service. Hence, the data transmission over the
radio interface can be impaired as the radio channel changes over time. For example,
the channel quality information (exploited, e.g., for scheduling of radio resources)
might be outdated and might not correspond to the actual channel quality at the
time of data transmission if the fronthaul with non-zero delay is deployed.

In this thesis, we focus on dynamic functional splitting in the context of 5G.
Dynamic functional splitting typically refers to the ability to allocate and configure
the processing functions between the BBU and RRHs dynamically. The functional
split allows for flexibility and optimization in terms of resource utilization and net-
work performance. In this regard, the objective of this thesis is to develop a solution
that can handle the scheduling of radio resources efficiently in the C-RAN-based
architecture.

In the rest of this chapter, we present the motivation for the research work carried
out in the thesis and provide an outline of the thesis.

{2}



Chapter 1 Introduction

1.1 Motivation

The advent of 5G technology has ushered in a new era of connectivity, promising
unprecedented speed, capacity, and versatility to support a wide array of applications.
Cloud Radio Access Network (C-RAN) [9] has emerged as a cornerstone for 5G
infrastructure, providing centralized processing capabilities [14]. However, as the
demand for diverse services grows, the static nature of traditional functional splitting
in C-RAN proves to be a limiting factor in optimizing resource utilization. This thesis
is motivated by the exploration of resource allocation strategies within the context
of Dynamic Functional Splitting (DFS) in C-RAN for 5G, with a specific focus on
mitigating challenges associated with fronthaul delay.

Traditional C-RAN architectures often struggle to adapt to the dynamic nature
of 5G applications due to static resource allocation strategies. The lack of flexibil-
ity hinders the efficient utilization of resources, especially in scenarios with varying
traffic loads and diverse service requirements. In this context, dynamic functional
splitting offers a promising solution by enabling the dynamic allocation of processing
functions between the centralized BBU and RRH. However, the dynamic nature of
this allocation introduces challenges, particularly in the form of fronthaul delay. DFS
introduces a paradigm shift by allowing the dynamic allocation of processing func-
tions based on real-time network conditions. This dynamic adaptability promises
improved resource utilization, scalability, and responsiveness. The flexibility offered
by DFS aligns with the dynamic requirements of 5G, making it a compelling avenue
for research. This thesis aims to delve into the intersection of resource allocation
strategies and dynamic functional splitting, mainly focusing on the challenges pre-
sented by fronthaul delay.

Fronthaul, the link connecting the centralized BBU to distributed RRHs, poses
inherent latency challenges. The dynamic allocation of processing functions may
introduce additional signaling overhead and data exchange, impacting fronthaul de-
lay. This becomes particularly critical for applications with stringent latency re-
quirements, such as autonomous vehicles, smart grids, and augmented reality. The
varying traffic loads and synchronization constraints further compound the challenge
of minimizing fronthaul delay while optimizing resource allocation.

The motivation for this thesis lies in addressing the critical need for efficient re-
source allocation within the dynamic framework of DFS in C-RAN for 5G networks.
By investigating innovative resource allocation strategies, adaptive algorithms, and
compression techniques, this research aims to strike a balance between dynamic func-
tionality and minimal fronthaul delay. The outcomes are expected to not only con-
tribute to the theoretical understanding of resource allocation in C-RAN but also
provide practical insights for implementing responsive and resource-efficient 5G net-
works.

In conclusion, this thesis is motivated by the imperative to optimize resource
allocation strategies within the evolving landscape of 5G networks, particularly within
the context of dynamic functional splitting in C-RAN. By addressing the challenges
associated with fronthaul delay, this research aims to contribute to the development of
resource-efficient and responsive C-RAN architectures. The outcomes are anticipated
to play a pivotal role in advancing the capabilities of 5G networks, ensuring they are
well-equipped to handle the diverse and dynamic demands of the modern era.

{3}



Chapter 1 Introduction

1.2 Organization of the thesis

In this section, organization of the thesis is described.

� Chapter 2 - State of the art: provides a deep insight into the related topics
to the subject of the thesis.

� Chapter 3 - Thesis objectives: defines thesis objectives based on the state
of the art and the stated motivation.

� Chapter 4 - Hierarchical Scheduler Framework: outlines a general con-
cept of the proposed hierarchical scheduler. This chapter illustrates how the
proposed hierarchical scheduler concept enables flexibility of resource schedul-
ing in the RRHs and the BBU.

� Chapter 5 - Dynamic Approach of the Hierarchical Scheduler: pro-
poses a novel solution that enables dynamic adjustment of the scheduling period
individually for each UE to maximize the sum throughput of the UEs.

� Chapter 6 - HARQ Retransmission in Hierarchical Scheduler: illus-
trates a comprehensive framework for the HARQ resource pre-allocation in the
C-RAN, considering the hierarchical scheduling scheme.

� Chapter 7 - Conclusions: states the main thesis’s contributions, summarizes
all achieved results and outlines the future research directions.

{4}



Chapter 2

State of Art

This chapter overviews the recent up-to-date information about the fundamental
principles and functionalities that interact with or influence the proposed thesis re-
source scheduler’s design (i.e., the Hierarchical Scheduler). First, the chapter briefly
explains the concept of C-RAN, the thesis proposed network architecture, in sec-
tion 2.1. Since Functional Splitting introduces a flexible approach for overcoming
the negative influence of the fronthaul delay in C-RAN by dynamically distributing
processing functions between the BBU and RRHs in C-RAN, section 2.2 explains
the functional splitting and its protocol layers in more detail. Section 2.3 compre-
hensively introduces wireless resource scheduling, including the scheduling algorithm
and the main standard competitive resource schedulers, as the central theme of the
thesis is resource scheduling. Part of the thesis’s proposed solution is related to the
Hierarchical Scheduler behavior with erroneous data retransmission in the context of
Hybrid Automatic Repeat Request (HARQ), which is why section 2.4 explains the
HARQ main challenges in C-RAN and different HARQ types.

2.1 Cloud-RAN in 5G

A Cloud Radio Access Network (C-RAN) is a network architecture that central-
izes the processing of radio resources in a cloud or data center, rather than distribut-
ing them across traditional base stations (BTS) [9]. The C-RAN is an architecture
that has been employed in the context of mobile communication networks, including
5G. C-RAN is a virtualized and centralized network architecture designed to enhance
the efficiency and flexibility of radio access network operations. A typical network C-
RAN architecture consists of a centralized BBU and distributed RRHs interconnected
with a fronthaul, typically represented by a high-quality wired or wireless transport
link as is shown in Fig. 2. While the RRHs perform digital signal processing, digital-
to-analog conversion, power amplification, filtering, etc., the BBU centrally manages
baseband processing for the RRHs. The BBUs’ computation power is combined into
a virtualized BBU pool that serves the RRHs.

The benefits provided by C-RAN are not limited just to the low energy consump-
tion and the cost reduction, but C-RAN also enables elasticity of the network and
large-scale coordination of network control and management [14]. For example, cen-
tralized control in BBU can efficiently facilitate interference mitigation techniques,
e.g., coordinated multipoint (CoMP), as the BBU contains information about the
whole network (or at least about a larger area covered by the BBU). On the other
hand, moving some control functionalities from the RRHs to the BBU inevitably
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Chapter 2 State of Art

Figure 2. C-RAN architecture overview

introduces some challenges due to high requirements on the fronthaul capacity and
latency to transport huge amounts of the baseband signals. The complexity of 5G
C-RAN networks, coupled with the diverse requirements of different applications and
services, demands intelligent and adaptive resource scheduling algorithms. Ongoing
research and development continue to refine these strategies to address the challenges
and opportunities presented by next-generation wireless networks. The main aspects
and strategies that are taken into consideration in this thesis are listed as follows:

� Dynamic Resource Allocation: 5G C-RAN requires dynamic allocation of
resources to adapt to varying traffic patterns and user demands.

� Fronthaul Capacity Management: Efficient scheduling of fronthaul re-
sources is essential for ensuring low-latency communication between RRHs and
BBU.

� Interference Management: Centralized coordination in C-RAN enables ef-
fective interference management.

� Fault Tolerance and Redundancy: Resource scheduling strategies need to
account for fault tolerance (i.e., HARQ) and redundancy. Redundant resources
can be allocated to handle failures, ensuring the continuity of services.

{6}



Chapter 2 State of Art

2.2 Functional Split in 5G based on C-RAN

In 5G, the functional split is often discussed in the context of the radio access
network (RAN), which is responsible for connecting user devices (UEs) to the core
network. Functional split in the context of 5G mobile networks refers to the division
of network functions between different network elements or entities [7]. This func-
tional splitting is a fundamental aspect of the architecture of 5G networks, enabling
flexibility, scalability, and efficient resource utilization. Practically, the separation of
the base station characterizes the functional split in 5G RAN functions into different
components, typically known as the BBU and the RRH. The functional split between
the BBU and the RRH allows for more distributed and centralized processing, offering
advantages in terms of resource optimization, latency reduction, and scalability. The
specific functions assigned to BBU and RRH may vary based on the 5G deployment
scenario [7].

As a part of the study item for 5G New Radio (5G NR), 3GPP started studying
different functional splits between BBU and RRHs [17]. They have presented roughly
eight various split options, which are depicted in Fig.??. Basically, each functional
split determines how many functions are carried out locally at the RRHs (with the
benefit of relaxing requirements on the fronthaul and with lower latency) and how
many functions are centralized at the BBU, thus exploiting the benefits offered by C-
RAN. While the RRH performs digital processing, digital to analog conversion, power
amplification, filtering, etc., the BBU centrally manages all baseband processing for
the RRHs. The BBUs’ computation power is combined together into a virtualized
BBU pool that is able to serve tens, hundreds, or even thousands of RRHs. Several
options for how to split functions between the BBU and RRHs depending on latency
and capacity requirement of fronthaul links are defined (for more details see, e.g., [19]
and [22]). An example of the individual options currently investigated within the 3rd
Generation Partnership Project (3GPP) is depicted in Fig. 1 [17].

In general, the more functions are carried out in the BBU, the higher the amount
of data is transmitted over the fronthaul. Consequently, the highest requirements
on fronthaul capacity are observed for Option 8, where all protocol layers are moved
from the RRHs into the BBU. On the other hand, in the case of Option 1, only radio
resource control (RRC) layer functions are carried out in the BBU, while the rest
of the functions are still performed in the RRH as in conventional mobile networks.
To better understand each split option, we should start by explaining the protocols
layer in 5G [17]. The 5G wireless communication system is designed with a layered
architecture similar to its predecessors in cellular networks. The architecture consists
of several protocol layers, each responsible for specific functions. The protocol layers
are presented as follows [17]:

� RRC layer: The Radio Resource Control (RRC) layer is a crucial component
in the control plane of cellular communication systems, including 3G, 4G LTE,
and 5G networks. The RRC layer’s primary responsibility is to manage the
establishment, maintenance, and release of radio connections between a user
device (such as a mobile phone or IoT device, i.e., UE) and the cellular network
infrastructure (base station or eNodeB in LTE/5G networks, i.e., RRH). RRC
is involved in managing the radio link and controlling the transition between
different states (e.g., idle, connected).
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� PDCP layer: The Packet Data Convergence Protocol (PDCP) layer is respon-
sible for the compression and decompression of IP packets and the handling of
packet-related functionalities. PDCP is involved in functions such as header
compression, ciphering/deciphering, and reordering of packets. It is particu-
larly important for optimizing the transmission of IP packets over the radio
interface.

� RLC layer: The Radio Link Control (RLC) layer is responsible for tasks
related to the segmentation, reassembly, and error correction of data packets.
It manages the reliable and efficient transfer of data between the transmitting
and receiving ends. RLC provides functionalities such as segmentation and
concatenation of data packets and error detection and correction.

� MAC layer: The Medium Access Control (MAC) layer is responsible for
managing access to the communication channel, especially in shared and wire-
less environments. It controls how devices contend for and access the shared
medium. MAC layer multiplexes data from different higher-layer connections
into frames for transmission and demultiplexes received frames to the appro-
priate higher-layer connections. The MAC layer maps logical channels, defined
by higher-layer protocols, to the physical channels of the radio interface. This
involves associating different types of traffic (voice, data, control signaling) with
appropriate channels.

MAC layer creates and parses headers in data frames. These headers con-
tain information necessary for channel access, frame identification, addressing,
and other control information. In some cases, the MAC layer can concatenate
smaller frames into larger ones for more efficient transmission. Conversely, it
can segment larger frames into smaller ones if needed. The MAC layer manages
random access procedures and contention resolution mechanisms in scenarios
where multiple devices compete for access to the channel. This is particularly
relevant in wireless environments with shared communication channels.

In 4G LTE and 5G networks, the MAC layer often includes Hybrid Automatic
Repeat reQuest (HARQ) mechanisms. HARQ is used to enhance reliability
by combining error detection and correction with retransmission strategies.
The MAC layer supports QoS management, ensuring that different types of
traffic receive appropriate levels of service based on their requirements (e.g.,
latency, reliability). In advanced wireless networks like LTE and 5G, the MAC
layer participates in scheduling resources, determining when and how devices
can access the channel based on factors like priority and resource availability.
The MAC layer may be involved in power control mechanisms, optimizing the
transmission power levels of devices to conserve energy and improve overall
network efficiency.

� PHY layer: The Physical Layer (PHY) is responsible for modulating digital
data into analog signals for transmission and demodulating received analog
signals back into digital data at the receiver. Common modulation techniques
include QPSK (Quadrature Phase Shift Keying), QAM (Quadrature Amplitude
Modulation), and OFDM (Orthogonal Frequency Division Multiplexing).

The Physical Layer may include channel encoding to add redundancy to trans-
mitted data, aiding in error detection and correction. At the receiver, decoding
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is performed to recover the original data. PHY determines the bit rate and
symbol rate of the transmitted signals. The bit rate is the rate at which bits
are transmitted, while the symbol rate represents the rate at which symbols
(modulated forms of bits) are transmitted. PHY manages multiplexing tech-
niques to allow multiple signals to share the same channel efficiently. In wireless
networks, multiple access schemes like FDMA (Frequency Division Multiple Ac-
cess), TDMA (Time Division Multiple Access), CDMA (Code Division Multi-
ple Access), and OFDMA (Orthogonal Frequency Division Multiple Access) are
used. PHY adapts to the characteristics of the transmission medium, whether
it is guided (e.g., copper or fibre-optic cables) or unguided (e.g., air interface
in wireless communication).

In wireless networks, the PHY layer may include mechanisms for controlling
the transmission power of devices to optimize coverage, minimize interference,
and conserve energy. PHY layer performs basic error detection and, in some
cases, error correction to ensure the integrity of transmitted data. The PHY
layer may include mechanisms for estimating channel conditions and applying
equalization techniques to mitigate the effects of channel impairments. PHY
ensures synchronization between the transmitter and receiver, including timing
synchronization and frequency synchronization, to facilitate reliable communi-
cation. PHY manages carrier frequencies, ensuring that different communica-
tion channels operate on distinct frequencies to avoid interference.

As a part of the 3GPP framework, the main features of each split option are
briefly described as follows [17]:

� Option 1 (RRC/PCDP split): This split allows for flexibility in deploying
and scaling RRC and PDCP functions independently. By separating RRC and
PDCP functions, it is possible to optimize the allocation of resources, leading to
more efficient network operation. The split can contribute to reducing latency
in the network, especially in scenarios where specific functions need to be pro-
cessed more quickly. RRC, being responsible for radio resource management,
can more effectively control and adapt to changes in radio conditions. The
separation of RRC and PDCP functions aligns with the principles of Network
functions virtualization (NFV), making it easier to virtualize and deploy these
functions on cloud infrastructure.

� Option 2 (PDCP/RLC Split): This split allows for the independent scaling
and optimization of the PDCP and RLC functions based on specific predefined
service requirements. This split enables the efficient use of network resources
and adaptability to varying conditions. The separation of responsibilities be-
tween PDCP and RLC can contribute to reducing latency in data transmission.
This split allows for specific optimizations in each layer, enhancing overall sys-
tem performance. This split also provides flexibility in the deployment of PDCP
and RLC functions, catering to different network architectures and deployment
scenarios. The functional split aligns with the principles of network function
virtualization (NFV), facilitating the virtualization and deployment of PDCP
and RLC functions on cloud infrastructure.

� Option 3 (High RLC/Low RLC split, Intra RLC split): This option
splits the RLC sublayer into High RLC and Low RLC sublayers such that for
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RLC Acknowledge Mode operation, all RLC functions may be performed at the
High RLC sublayer residing in the central unit (i.e., BBU), while the segmen-
tation may be performed at the Low RLC sublayer residing in the distributed
unit (i.e., RRH).

� Option 4 (RLC-MAC split): The split in this option allows for flexibil-
ity in deploying and scaling RLC and MAC functions independently based on
specific network requirements and conditions. By separating RLC and MAC
functionalities, it is possible to optimize the allocation of resources, leading to
more efficient network operation. The split can contribute to reducing latency
in the network, especially in scenarios where specific functions need to be pro-
cessed more quickly. The separation aligns with the principles of NFV, making
it easier to virtualize and deploy these functions on cloud infrastructure.

� Option 5 (Intra MAC split): By splitting the MAC layer in this split into 2
entities (e.g., High-MAC and Low-MAC), the services and functions provided
by the MAC layer will be located in the BBU, in the RRH, or in both. In
this split, an overall scheduler is centralized in the BBU, and a MAC sublayer
is local in each RRH to handle time-critical processing. From this split and
below, the time-critical procedures in the HARQ are performed locally in the
RRH, as well as the functions where performance is proportional to latency.

In split option 5, the BBU communicates with the RRH through scheduling
commands and HARQ reports. The reduced delay requirements on the fron-
thaul interface ensure that the distance to the BBU can be longer. The latency
requirements depend highly on the realization and interaction of the scheduling
functions carried out locally and centrally.

On the other hand, much of the processing must be performed locally, limiting
the benefits of shared processing. The high MAC sublayer controls the low
MAC sublayers and manages Inter-Cell Interference Coordination (ICIC) [23].
On the other hand, using this split might lead to fronthaul delays due to the
centralized scheduling decisions, which will have limitations for the Coordinated
Multi-Point transmission/reception (CoMP) scheme [24].

� Option 6 (MAC-PHY split): The MAC-PHY split allows for the centraliza-
tion of certain functions in a network, enabling more efficient resource utiliza-
tion and management. This split also facilitates the virtualization of network
functions, allowing them to be run on cloud infrastructure. By decoupling the
MAC and PHY layers, network operators can scale and upgrade each layer inde-
pendently. This flexibility is particularly important as networks evolve and new
technologies are introduced. The split typically involves well-defined and open
interfaces between the MAC and PHY layers [25]. Open interfaces promote
interoperability, allowing equipment from different vendors to work together
seamlessly. The MAC-PHY split aligns with NFV principles, allowing network
functions traditionally implemented in dedicated hardware to be virtualized
and run as software on general-purpose hardware [25].

In scenarios where certain MAC functions are centralized, processing can be
done in a more centralized and powerful entity (e.g., cloud data center), leading
to improved efficiency and coordination [25]. Software updates and upgrades
for the MAC layer and PHY layer can be performed independently, simplify-
ing the upgrade process and allowing for faster adoption of new features or
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improvements. With a more flexible architecture, dynamic resource allocation
becomes more feasible. Resources can be allocated based on real-time network
conditions and demand. Centralized or coordinated control over both MAC
and PHY layers allows for better optimization of resources, interference man-
agement, and overall network performance [25].

� Option 7 (Intra PHY split): In this split, the precoding and resource el-
ement mapper are included in the RRH. The fronthaul link is responsible for
transporting subframe symbols. This results in a slightly lower fronthaul link
bitrate but also a more complicated RRH and less shared processing in the
BBU [27]. Because the Fast Fourier Transform (FFT), the main algorithm used
in Orthogonal Frequency-Division Multiplexing, which is the primary method
for combining signals on modern digital radio standards, and resource element
mapper are included in the RRH, the fronthaul connection has a variable bitrate
starting with this split and all splits below [26].

As a result, they may be transferred utilizing a specialized transport interface.
This split option provides CoMP functions without sacrificing performance [27].
Due to the large separation in the physical layer, an in-band protocol is required
to facilitate Physical Resource Block (PRB) allocation in this split option.

� Option 8 (PHY-RF split): This option allows the separation of the RF and
the PHY layer. This split permits the centralization of processes at all protocol
layer levels, resulting in very tight coordination of the RAN. This allows efficient
support of functions such as CoMP, MIMO, load balancing and mobility [27].

Each split of the control functions is preferable for different network conditions
and requirements of the supported services [28]. The functional split in 5G RAN al-
lows for more flexibility in deploying and managing network resources. The functional
split facilitates the use of virtualization technologies and cloud-native architectures,
making it easier to scale, upgrade, and adapt the network to different deployment
scenarios and service requirements. The specific functional split configurations can
vary based on the deployment model and the goals of the network operator [28].
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2.3 Wireless Resource Scheduling

Resource scheduling in wireless networks is a crucial aspect of network manage-
ment that involves allocating and managing resources such as frequency spectrum,
time slots, and transmit power among competing users or devices. Effective resource
scheduling is essential to optimize network performance, enhance user experience,
and ensure fair resource access. In this subsection, we discuss the main scheduling
algorithms and common competitive schedulers.

2.3.1 Scheduling Algorithms

Resource scheduling algorithms in wireless networks play a crucial role in ef-
ficiently managing the available resources such as frequency spectrum, time slots,
and transmit power to meet the demands of various users and applications. Re-
source scheduling algorithms commonly used in wireless networks are expressed as
follows [29]:

� Proportional Fairness: The Proportional Fairness (PF) scheduling algorithm
is a widely used approach in wireless communication systems, particularly in
cellular networks, to allocate radio resources among users. Its goal is to achieve
a balance between maximizing system throughput and ensuring fairness among
users. The Proportional Fairness scheduling algorithm strikes a balance be-
tween maximizing system throughput and ensuring fairness among users. Its
adaptability to changing conditions makes it suitable for dynamic wireless en-
vironments, and it is commonly employed in cellular networks to allocate re-
sources to users efficiently with varying data rate requirements.

� Round Robin: The Round Robin (RR) scheduling algorithm is a simple and
widely used approach for process or task scheduling in operating systems, par-
ticularly in time-sharing systems. A preemptive scheduling algorithm allocates
a fixed time slice or quantum to each process in a circular order, allowing each
process to execute for a specified time before moving on to the next process
in the queue. Round Robin is a straightforward scheduling algorithm suitable
for systems where simplicity is prioritized. While it provides fairness, it may
not be the most efficient choice for all scenarios, and the choice of the time
quantum is crucial in balancing fairness and system performance.

� Max C/I (Carrier-to-Interference): The Max C/I (Carrier-to-Interference)
scheduling algorithm is a resource allocation strategy commonly used in wireless
communication systems, particularly in cellular networks. The primary goal of
this algorithm is to maximize the Carrier-to-Interference ratio for each user or
device, optimizing spectral efficiency and overall system performance. The Max
C/I scheduling algorithm is a valuable strategy for optimizing spectral efficiency
in wireless communication systems. It is commonly used in cellular networks to
allocate resources based on the quality of communication links. However, it is
important to consider the trade-offs and limitations, and the algorithm may be
used in conjunction with other scheduling strategies to address diverse network
conditions and requirements.
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2.3.2 Schedulers in C-RAN

This subsection overviews key aspects of distributed, centralized, and partially
distributed scheduling. Compared to the thesis proposed schedulers, these three
schedulers are being represented as competitive schedulers.

Distributed Scheduling

Distributed scheduling is an analogy to traditional scheduling in 4G networks,
where each base station schedules the radio resources for the users individually with-
out interacting with other base stations. In C-RAN, the distributed scheduling corre-
sponds to the case when the scheduling is carried out in the RRHs (i.e., the function
split options 1-4) [17]. This solution benefits from a fast response to any changes in
the user’s channel quality and a fast retransmission of erroneous packets. However,
the scheduling performed individually by each RRH without any coordination with
neighbouring RRHs results in strong mutual interference, and the performance of the
cell-edge users is degraded. To mitigate the interference, the RRHs can coordinate
their transmission to the cell-edge users, for example, by means of ICIC or CoMP.
Then, several neighbouring RRHs interact with each other and perform scheduling,
considering the interference of other RRHs on the users. However, such a solution im-
plies a mutual signaling exchange among the coordinated neighbouring RRHs and,
consequently, a significant load of the direct connections among the RRHs and a
high complexity of the network management. Thus, the coordination is not easy and
significantly increases the network deployment cost.

Centralized Scheduling

The centralized scheduling is performed solely in the centralized unit. This case
is represented by the function split options 5-8 [17], where the scheduling-related
functionalities are located in the centralized BBU. On the one hand, such a solution
can efficiently facilitate interference mitigation techniques, as the centralized unit
contains information about the whole network or at least about the more extensive
area covered by this unit. The centralized scheduling also preserves C-RAN benefits
of a lower cost and energy consumption. On the other hand, centralized scheduling
requires delivering the scheduling-related information (channel quality, buffer status,
etc.) from the RRHs to the centralized unit. In such cases, the fronthaul quality
plays a substantial role. The fronthaul with a high delay can heavily degrade the
overall network performance and outweighs the gains introduced by the interference
mitigation techniques because the scheduling is performed with outdated channel
state information. The fronthaul delay also impairs and prolongs the retransmissions
of erroneous packets.

Partially Distributed Scheduling

A scheduling combining both centralized and distributed approaches is intro-
duced in [30], where the scheduling functions are split between the centralized BBU
and partially distributed radio aggregation units (RAUs). The RAU is a new semi-
distributed entity concentrating the control functions for several underlying RRHs.
Hence, multiple RAUs are deployed in the network, and each RAU performs the
scheduling for the several underlying RRHs so that each is under the control of just
one RAU. In parallel to the scheduling in the RAUs, the BBU performs its own
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scheduling for the whole network. The decision of whether the scheduling derived
in the BBU or the RAUs is exploited depends on the fronthaul delay. Suppose the
fronthaul delay prevents timely scheduling delivery from the BBU to the RAUs. In
that case, the scheduling done by the RAUs is exploited. On the contrary, if the
scheduling from the BBU arrives on time, the scheduling by the RAUs is overruled
by the one from the BBU. From the function split perspective, the scheduling is
not done in the RRHs; thus, the partially distributed scheduling corresponds to the
centralized scheduling and the split options 5-8 [17].
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2.4 Hybrid Automatic Repeat request (HARQ) in 5G
based on C-RAN

HARQ is a communication protocol widely used in wireless communication sys-
tems and combines automatic repeat request (ARQ) and error correction coding to
improve data transmission reliability. The idea behind the HARQ is to model a
system that detects the received erroneous data transport block and then requests
a retransmission of the erroneous blocks. HARQ is particularly important in the
context of C-RAN, where centralized processing (i.e., BBU) is employed to enhance
the efficiency of radio access networks. However, the fronthaul in C-RAN introduces
challenges related to high goodput and low latency requirements to ensure a swift
exchange of the baseband signals over the fronthaul links between the BBU and
the RRHs [9]. The high latency at the fronthaul would negatively impact the data
transmissions and time-critical radio resource management protocols, such as error
correction via HARQ [31]. The whole retransmission process should be accomplished
in up to 8 Time Transmission Intervals (TTIs) [32]. Thus, the TTI duration, which is
ranging from 62.5µs to 1 ms [33] [34] in 5G, imposes challenges on the HARQ process
in C-RAN [34] [35].

There are several works addressing the problem of the HARQ targeting the aspect
of low latency for ultra-reliable and low latency communications (URLLC) in 5G, see,
e.g., [36] [37] [38] [39]. In [36], the authors present a semi-persistent scheduling of
resources for the UEs’ retransmissions. To this end, for any potential retransmissions,
a pre-defined amount of resources is shared by a pre-defined group of UEs based on the
Block Error Rate (BLER) of the UEs’ first transmission. In [37] and its extension in
[38], a periodic radio resource allocation is proposed for retransmissions of individual
UEs to meet latency and reliability requirements. The solution is based on selecting
an optimal modulation and coding scheme (MCS) and subsequent allocation of the
required resources. The paper [39] exploits the queuing model to optimize the HARQ
resource requirement in URLLC. However, none of the works presented in [36] [37]
[38] [39] assume the C-RAN architecture with the realistic fronthaul with non-zero
delay for the HARQ and resource allocation.

Since the main theme of this thesis is resource scheduling, many works in the
literature investigate resource allocation in 5G based on C-RAN. For instance, the
resource allocation for C-RAN, considering strict HARQ requirements, is assumed
in [40]. The HARQ itself is, however, not optimized in any way. The optimization
of HARQ tailored for C-RAN is assumed in [41], [42], [43], [44]. The authors in [41]
propose a centralized low-complexity packet scheduling scheme to reduce communi-
cation delay. Nevertheless, the inter-cell interference (ICI) among the deployed UEs
is neglected, and this work is limited only to URLLC traffic. In [42], the authors
consider sharing computing resources among multiple RRHs for the uplink in the
C-RAN architecture to improve the HARQ retransmission process. However, the
work considers only a single-user scenario, and extension toward a practical multi-
user scenario is not straightforward. In [43] and [44], the authors focus on a proactive
HARQ, which transmits proactively redundancy versions until the receiver indicates
correct reception with ACK. This leads to reduced latency of HARQ, but, at the
same time, it also lowers spectral efficiency notably. To this end, the authors in [43]
propose a feedback prediction scheme for C-RAN to reduce the redundancy in proac-
tive HARQ. The paper is further extended in [44], where machine-learning-assisted
HARQ prediction schemes for C-RAN are proposed in order to decrease the maxi-
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mum transmission latency. Still, neither [43] nor [44] deals with the pre-allocation
of resources for HARQ in C-RAN; thus, this thesis can be seen as complementary
to these. In this thesis, we examine our proposed scheduler (i.e., the Hierarchical
Scheduler) with different types of HARQ that are listed as follows:

2.4.1 Adaptive HARQ (Type I HARQ):

In adaptive HARQ, the transmission parameters, such as modulation and coding
scheme, can be adjusted dynamically based on the channel conditions. If a transmis-
sion is unsuccessful, the receiver sends a negative acknowledgment (NACK) to the
transmitter, indicating that the received data contains errors. The transmitter, upon
receiving a NACK, can adapt its transmission parameters to improve the chances of
successful retransmission [35]. This adaptation may involve using a different mod-
ulation scheme, changing the coding rate, or adjusting other parameters. Adaptive
HARQ is more flexible and can adapt to varying channel conditions, providing better
performance in dynamic and changing environments.

2.4.2 Non-adaptive HARQ (Type II HARQ):

In non-adaptive HARQ, the transmission parameters are fixed and do not change
based on the channel conditions. If a transmission is unsuccessful, the receiver sends
a NACK to the transmitter. The transmitter, upon receiving a NACK, retransmits
the same data using the same transmission parameters without any adaptation. Non-
adaptive HARQ is simpler and has lower signaling overhead compared to adaptive
HARQ [35]. However, it may not perform as well in environments with varying chan-
nel conditions.

The choice between adaptive and non-adaptive HARQ depends on the specific
requirements of the communication system and the characteristics of the channel.
Adaptive HARQ is often used in wireless communication systems, such as cellular
networks, where channel conditions can change rapidly. Non-adaptive HARQ may
be sufficient for more stable communication channels or when simplicity and low
overhead are crucial.

However, the HARQ Process can also be classified based on the timing relation-
ship between the original transmission and its retransmissions. This classification re-
sults in two types: synchronous HARQ and asynchronous (non-synchronous) HARQ.

2.4.3 Synchronous HARQ:

In synchronous HARQ, the retransmissions are closely synchronized with the
original transmission in terms of timing [35]. The retransmissions are sent in prede-
fined time intervals or slots that are synchronized with the communication system’s
frame structure. This synchronization simplifies the receiver’s task in managing and
decoding the retransmitted data, as it knows when to expect the retransmissions.

2.4.4 Asynchronous (Non-synchronous) HARQ:

In asynchronous HARQ, there is no strict synchronization between the original
transmission and its retransmissions [35]. The retransmissions can occur at arbitrary
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time instances, not necessarily aligned with predefined time slots. Asynchronous
HARQ is more flexible in handling variable delays and may be suitable for commu-
nication systems with less stringent timing requirements.

The choice between synchronous and asynchronous HARQ depends on the charac-
teristics of the communication system and the nature of the transmission medium [35].
Synchronous HARQ is often used in systems with well-defined frame structures and
timing, such as cellular networks with time division multiple access (TDMA) or
orthogonal frequency-division multiple access (OFDMA) schemes. Asynchronous
HARQ may be employed in scenarios where the timing is less predictable or where the
flexibility of not adhering to a strict schedule is beneficial, such as in packet-switched
networks [35].
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Thesis Objectives

Based on the motivation and state of the art mentioned earlier, we can specify
many objectives to optimize resource allocation strategies and address the challenges
posed by fronthaul delay in the quest for responsive and efficient 5G networks. The
thesis objectives are defined as:

� Objective 1: Propose a novel approach for scheduling in C-RAN-based mobile
networks, i.e., Hierarchical Scheduler. The new solution is based on splitting
the MAC scheduler into a centralized scheduler (C-Sc) located at the BBU and
a distributed scheduler (D-Sc) located in the RRHs to suppress the negative
impact of the fronthaul delay on the network throughput.

� Objective 2: Enable a dynamic adjustment of the scheduling period individu-
ally for each UE in the Hierarchical Scheduler to maximize the sum throughput
of the UEs.

� Objective 3: Propose a comprehensive framework for the HARQ resource pre-
allocation in the C-RAN, considering the hierarchical scheduling to maximize
the goodput of UEs via minimizing the transport block loss rate and maximizing
the resource pre-allocation accuracy.
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Hierarchical Scheduler
Framework

In this chapter, we outline the general concept of the proposed hierarchical sched-
uler. This chapter focuses on demonstrating how the proposed hierarchical scheduler
suppresses the negative impact of the non-ideal fronthaul. Additionally, we elucidate
the adaptability of the proposed hierarchical scheduler in allocating resources based
on the varying availability of processing resources within both RRHs and BBU. Fur-
thermore, we showcase the efficient management of HARQ retransmissions by the
proposed hierarchical scheduler.

This chapter is organized as follows: a high-level overview of the proposed
concept is shown in section 4.1 before the definition of a centralized scheduler (C-
Sc) running in the BBU, and a distributed scheduler (D-Sc) located in the RRH is
defined in section 4.2. The thesis’s proposed way for UEs’ classification is explained
in Section 4.3, and the resource preallocation method for retransmission of erroneous
packets is detailed in Section 4.4. The dynamic deployment of scheduling-related
functionalities is presented in section 4.5, where section 4.6 shows the competitive
scheduling algorithms. Section 4.7 outlines the chapter’s main findings and outcomes.
Finally, section 4.8 provides a brief Conclusions of the chapter.

4.1 High-level overview of the concept

In this thesis, we propose a new framework for hierarchical scheduling, based
on C-RAN architecture, combining the benefits of both a centralized scheduling in
the BBU and a distributed scheduling in the RRHs to suppress the negative impact
of the fronthaul’s latency. The centralized scheduler is responsible for long-term
scheduling, especially for the cell edge UEs, as these can benefit from interference
mitigation techniques. The distributed scheduler mitigates a negative impact of
the fronthaul delay on the non-cell edge UEs and enables efficient retransmission
of erroneous blocks. The proposed hierarchal scheduler is composed of two tiers: a
centralized scheduler (C-Sc) running in the BBU and a distributed scheduler (D-Sc)
located in the RRH (see Fig. 3).

The objective of the C-Sc is to provide high-level and long-term scheduling
with awareness of the mutual interference among the cells. The D-Sc then adjusts
scheduling in real time according to the local needs of the UEs belonging to individual
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Figure 3. Overview of the Hierarchical Scheduler.

RRHs. As the interference among cells is critical mainly for the UEs at the cell
edge, the C-Sc primarily schedules data transmission for these cell edge users (CE
UEs), which suffer the most from interference due to proximity to neighbouring cells
(in downlink) and to the UEs in adjacent cells (in uplink). The C-Sc can exploit
knowledge of these mutual interferences; thus, the C-Sc can handle resource allocation
for CoMP or any other advanced intercell interference cancellation technique and
schedule the resources with awareness of the global interference relations. In contrast
to the C-Sc, the D-Sc schedules data transmission only for non-cell edge UEs (nCE
UEs), which are not influenced by interference from the other cells, and, thus, there
is no need to keep awareness of the interferences.

4.2 Scheduling interval of C-Sc and D-Sc

As we mentioned earlier, The C-Sc in the BBU makes long-term scheduling for
the CE UEs’ data transmission while considering, at the same time, the needs of the
nCE UEs. Long-term scheduling is understood as a scheduling decision not only for
one-time transmission interval (TTI) but for N consecutive TTIs (i.e., N xTTI). In
contrast, the D-Sc schedules resources for the nCE UEs on a short-term basis for each
TTI (see Fig. 4). The long-term scheduling reduces requirements on the processing
power of the C-Sc and lowers the amount of signaling overhead between the RRHs
and the BBU as the resources are allocated for the CE UEs in a semi-persistent-like
manner over NxTTI interval. Unfortunately, a high value of N may lead to potential
performance degradation as the scheduling does not reflect actual radio conditions
(i.e., channel information used for scheduling may not be valid anymore in later
TTIs [50]).

To cope with the potential performance degradation of the CE UEs due to the high
N, we suggest scheduling the transmissions to the CE UEs in the early TTIs followed
just after the centralized scheduling decision is made, as shown in Fig. 4. In an
extreme case, all TTIs at the beginning of N can be dedicated solely to the CE UEs,
while the nCE UEs are not scheduled whatsoever at these. Then, progressively, more
resources are allocated to the nCE UEs. Since the RRHs are able to dynamically
adapt long-term scheduling for the nCE UEs in each TTI according to the actual
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Figure 4. Example of different scheduling intervals for C-Sc (scheduling is done for
four consecutive TTIs) and D-Sc (conventional single TTI).

channel information, there is no negative impact on the nCE UEs. Of course, the
ratio between the resources for the CE and nCE UEs in each TTI should consider
standard quality of service requirements, such as packet delay or priority.

Please note that the hierarchical scheduling enables to adapt N for individual cell-
edge users according to their channel statistics. More specifically, the actual value
of N is individually and dynamically set for each user according to the magnitude
and frequency of the users’ channel fluctuation over time. Thus, the negative effect
of the outdated channel quality information is suppressed via a low N if the channel
fluctuates significantly. On the contrary, the amount of signaling overhead is reduced
by setting a larger N if the channel is stable.

4.3 Classification of UEs

Classification of the UEs to the CE and nCE UEs is crucial for the performance
of the hierarchical scheduler. The classification process is done solely in the BBU,
which has the global information needed to perform the classification efficiently. The
UE’s classification to the CE and nCE UEs can be done according to several criteria
such as signal-to-interference plus noise ratio (SINR) (UEs that experience SINR
below some threshold are considered to be CE UEs while the UEs with SINR above
this threshold are classified as nCE UEs) or CoMP gain (UEs for which the CoMP
improves the performance are assumed to be the CE UEs while the rest of them are
considered to be the nCE UEs).

The classification of the users to the cell-edge and non-cell-edge can also be done
based on the channel quality, interference level, total number of occupied resources,
etc. As the hierarchical scheduling supports the cooperative interference mitigation
techniques, the classification based on the benefit of the RRHs’ cooperation for the
interference mitigation is suggested. Hence, the user is classified as the cell-edge if the
cooperation of at least two RRHs on the transmission to this user reduces the number
of resources required to serve this user. Otherwise, the user is labeled as the non-
cell-edge. The (re-)classification process should be updated either proactively (on a
regular or irregular basis) or reactively if the network’s performance is degraded, and
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a re-classification of the UEs would improve network performance.
Hence, we further classify the UEs into KCE CE UEs and KnCE nCE UEs so

that K = KCE+ KnCE . This classification is based on the experienced SINR via
individual UEs. Since, intuitively, the CE UEs experience more substantial inter-
cell interference from adjacent RRHs than the nCE UEs, an Inter-Cell Interference
Coordination (ICIC) technique [51] is adopted to mitigate such interference.

Figure 5. The ICIC in the hierarchical scheduler.

In the ICIC (see Fig. 5), a set of RRHs (i.e., ICIC set, LICICk ) cooperates
together to mitigate the ICI of individual CE UEs. More specifically, each CE UE
is served via orthogonal resource blocks (RBs) with respect to the transmission of
other RRHs in the same ICIC set. The ICIC set encompasses LICICk RRHs that are
involved in the cooperation to improve the k-th CE UE’s SINR. The new RRH is
added to the ICIC set for the k-th CE UE (i.e., to the LICICk ) if and only if the CE
UE communication goodput is improved by adding such RRH(s). Hence, the RRH
is included in the UE’s ICIC set if the RRH satisfies the following condition:

Γk < αC
nSk

nICICk

(1)

where Γk defines the number of RRHs in LICICk (i.e, Γk ¿ 1), nSk represents the
number of RBs required for the transmission of data to the k-th CE UE without
ICIC (i.e., single RRH), nICICk corresponds to the number of RBs allocated for the
data transmission to the k-th CE UE from each RRH in the ICIC set, and αC is the
ICIC threshold (i.e., αC>1). The parameter αC indicates the transmission efficiency
with the ICIC utilization so that the RRH is added to the ICIC set if the ratio of
the number of required RBs without the ICIC to the amount of the required RBs
with the ICIC is αC times higher than the number of RRHs in the ICIC set. This
way, we can guarantee that the ICIC is exploited if and only if the ICIC increases the
communication goodput of the CE UE. Considering the ICIC is used, the CE UE’s
SINR between the l-th RRH and the k-th CE UE (γCEk,l ) is calculated as:

γCEl,k =
pl.hl,k

σn +
∑

i/∈LICICk
pigi,k

(2)

where pl is the transmission power of l-th RRH, hl,k is the channel gain between the
l-th RRH and the k-th CE UE, σn is the noise power, and the term

∑
i/∈LICICk

pi.hi,k
represents the inter-cell interference from all the RRHs except those included in
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LICICk . Likewise, since the UEs’ classification depends on individual UEs’ SINR, the
nCE UE’s SINR between the l-th RRH and the k-th nCE UE is calculated as:

γnCEl,k =
pl.hl,k

σn +
∑i=L

i=1,i 6=l pihi,k
(3)

where the term
∑i=L

i=1,i 6=l pihi,k represents the inter-cell interference from all but the
serving RRHs.

4.4 Retransmission of Erroneous Packets

The hierarchical scheduling enables a fast and efficient handling of erroneous
packets’ retransmissions. The hybrid automatic repeat request procedure provides
the fast error correction that combines retransmission of the erroneous packets with
forward error correction, see [67]. For the non-cell-edge users, the retransmission
process follows a standard hybrid automatic repeat request procedure in the mobile
networks, i.e., the distributed unit schedules the resources for the retransmission if
the packet is received with errors by the user (indicated by a request for retransmis-
sion). For the retransmissions of erroneous data, the distributed unit selects the most
suitable resources, which are not dedicated to the cell-edge users at the scheduling
moment.

Figure 6. Allocation of resources for potential retransmission (HARQ) to CE UEs
scheduled by C-Sc; nCE UEs retransmission is scheduled by D-Sc on per TTI bases
according to ACK/NACK.

The retransmission of erroneous data is more complicated for cell-edge users.
Handling the retransmissions by the centralized unit would lead to a high packet
delay as the requests for retransmission should be delivered to the centralized unit,
and then, a new scheduling decision for the retransmission should be sent back to the
distributed unit. To avoid this long-lasting process, the centralized unit pre-allocates
specific radio resources for potential retransmissions of the erroneous packets for the
cell-edge users during each scheduling period N (see Fig. 6 with two retransmission
opportunities for the scheduling done in TTI 0 and TTI 4).

The retransmission for the cell-edge users is handled solely by the distributed
units at the pre-allocated radio resources with no intervention from the centralized
unit. Thus, the retransmission process is shortened, and the fronthaul delay does not
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affect the retransmissions at all. To avoid wasting the radio resources pre-allocated
for the retransmission, the distributed unit arbitrarily assigns unused pre-allocated
resources to any non-cell-edge user(s) since the interference from other neighboring
cells is low.

4.5 Dynamic Deployment of Scheduling Related Func-
tionalities

A deployment of the hierarchical scheduler functionalities is critical as it directly
impacts the network performance. Except the scheduling for the nCE UEs (done by
the D-Sc), all other functionalities are supposed to be performed by the C-Sc.

In general, all the functionalities located in the BBU can also be carried out (com-
puted) by any other entity (such as MEC server or RAU in [30]) with a sufficient
computing power, if the C-Sc would not be able to perform the computing, e.g., due
to a heavy computing load of the BBU. Examples of such entities are mobile edge
computing servers or neighboring RRHs with sufficient computing capabilities. This
assumes that the communication link between the entity performing the computa-
tion and the BBU is of a high quality and close-to-zero delay in order to avoid the
throughput degradation.

The computing load of the C-Sc and the D-Scs related to the scheduling is bal-
anced, if needed, by a dynamic adjustment of the ratio of the CE and nCE UEs and
by an appropriate setting of the centralized scheduling period N . Consequently, we
can dynamically control and balance the scheduling-related computing load of the
D-Scs and improve the quality of service offered to the UEs depending on the current
network status including fronthaul quality, radio channel quality, etc.

The dynamic split that changes allocation of the scheduling functions over time is
implemented by a continuous and periodic re-classification of the UEs to the CE and
nCE UEs. This re-classification process considers the network load, which influences
the fronthaul delay. With a high fronthaul delay, more UEs are scheduled directly by
the D-Sc to overcome the low quality fronthaul and the ratio of nCE UEs is increased.
Contrary, with a low fronthaul delay, more UEs are scheduled by the C-Sc. Hence,
the ratio of nCE UEs is lowered.

4.6 The Hierarchical scheduler Versus Competitive
Scheduling algorithms

This section overviews the pros and cons of each competitive scheduling algo-
rithm to identify the challenges for scheduling in C-RAN. To distinguish the dif-
ference among the competitive scheduling approaches in C-RAN, Fig. 7 presents a
brief overview of the proposed HS scheduler (green color) in comparison with the
competitive scheduling approaches. The competitive scheduling approach includes
distributed scheduling (orange color), centralized scheduling (red color), and par-
tially distributed scheduling (violet color). The main features of each competitive
scheduling approach are explained as follows:
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Figure 7. Overview of various scheduling options for C-RAN. Individual colors indi-
cate nodes involved in the scheduling for each scheduling type.

4.6.1 Distributed scheduling

In C-RAN, the distributed scheduling corresponds to the case when the scheduling
is carried out in the RRHs (i.e., the function split options 1-4) as indicated in Fig. 7
(orange color).

Summary of the distributed scheduling :

� Pros: low packet delay and easy management of the erroneous packets retrans-
mission as the fronthaul does not impair scheduling.

� Cons: complex implementation resulting in a high cost (more features included
in the RRHs); high amount of signaling for the coordinated interference miti-
gation.

4.6.2 Centralized scheduling

The centralized scheduling is performed solely in the centralized unit as shown in
Fig. 7 (red color). This case is represented by the function split options 5-8, where
the scheduling-related functionalities are located in the centralized BBU.

Summary of the centralized scheduling :

� Pros: low cost; easy coordination of scheduling among RRHs to suppress in-
terference.

� Cons: performance potentially degraded due to the fronthaul delay; compli-
cated management of erroneous packet retransmission leading to a high delay.

4.6.3 Partially distributed scheduling

A scheduling combining both centralized and distributed approaches is introduced
in [30], where the scheduling functions are split between the centralized BBU and
partially distributed radio aggregation units (RAUs), see Fig. 7 (violet color). The
RAU is a new semi-distributed entity concentrating the control functions for several
underlying RRHs. Hence, multiple RAUs are deployed in the network and each RAU
performs the scheduling for the several underlying RRHs so that each is under the
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control of just one RAU. In parallel to the scheduling in the RAUs, the BBU performs
own scheduling for the whole network.

Summary of the partially distributed scheduling :

� Pros: reduced impact of the fronthaul delay comparing to the centralized ap-
proach; possible coordination among RRHs to suppress interference.

� Cons: higher cost than the centralized approach, as every scheduling is per-
formed twice (in the BBU and the RAU) and the new entity is required; per-
formance still limited by the actual status of the fronthaul and its parts (RRH
to RAU and RAU to BBU).

4.7 Performance Evaluation

In this section, the proposed hierarchical scheduler performance is evaluated in
MATLAB system-level simulator. To this end, simulation scenarios, parameters, and
competitive algorithms are presented in the next subsection. Then, the simulation
results are described and discussed.

4.7.1 Simulation scenario and models

We consider a square area with a size of 1x1 km encompassing a single BBU
with C-Sc located in the middle of the area. Furthermore, 100 RRHs with D-Scs
and 200 UEs are deployed randomly with the uniform distribution. Each UE is
associated with the RRH providing the highest received signal strength. The channel
between the UE and the RRH follows Urban Microcell model [62] with Rayleigh and
Rician fading to model shadowing and fast fading, respectively, according to [63].
The performance is analyzed for the fronthaul delay from 0 ms (ideal fronthaul) to
30 ms, which encompasses ideal, near-ideal, sub-ideal, and non-ideal fronthaul delay
ranges, as described in [64].

The modulation and coding scheme for transmission is determined according to
reported channel quality indicator (CQI) in line with [67]. We consider a dynamic
ICIC scheme based on [51] handled in the BBU. Note that the proposed concept is
suitable also for any other techniques, such as CoMP. We demonstrate performance
for ICIC as it implies less strict requirements on implementation in real networks
comparing to CoMP. The HARQ retransmission process is implemented in line with
HARQ defined by 3GPP in [67].

The performance of the proposed hierarchical scheduler is compared with: i) cen-
tralized scheduler deployed in the BBU (split options 6-8 according to 3GPP [17]),
and ii) partially distributed scheduler proposed in [30]. Since [30] does not specify
deployment of the RAUs, we consider a realistic case, where the RAUs are collocated
with the underlying RRH that is closest to the center of the cluster of all under-
lying RRHs to avoid additional cost related to the RAUs’ deployment. The BBU
communicates directly with all RAUs and each RAU is connected to all underlying
RRHs. As the performance of partially distributed scheduler depends on the number
of RAUs and setting of the threshold, we depicts several realistic and well-performing
options. All compared solutions (centralized, partially distributed, and hierarchical
schedulers) exploit the same implementation of ICIC based on [51] for a fair com-
parison. Moreover, all solutions consider a conventional proportional fair scheduling,
where the sum of logarithmic average of the UEs’ throughput is maximized.
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4.7.2 Simulation results

In this section, we present and discuss the simulation results to demonstrate the
benefits of the proposed dynamic scheduling period with respect to other state-of-
the-art solutions. Fig. 8 investigates the impact of the fronthaul delay on network
throughput, defined as a sum throughput of all UEs per second. Regardless of the
type of scheduler, the network throughput decreases with increasing fronthaul delay.
This behavior is unsurprising as the fronthaul delay leads to a delay of information
required for scheduling (channel quality reports) and delivery of the scheduling de-
cision to the RRH and its application to transmitted data. However, the fronthaul
delay impairs both centralized and partially distributed solutions significantly more
than the proposed hierarchical scheduler.

Figure 8. Impact of fronthaul delay on the network throughput for centralized (with
N=1), partially distributed and hierarchical schedulers.

The proposed hierarchical scheduler improves the network throughput, especially
for a lower quality fronthaul (i.e., with higher delay). Thus, for a 50 ms fronthaul
delay, the hierarchical scheduler outperforms the centralized and partially distributed
solutions by 19% and 17%, respectively. The gain of the hierarchical scheduler is
achieved via an efficient suppression of the negative impact of fronthaul delay, as
the centralized scheduling can be adjusted in the RRHs for the nCE UEs if the
fronthaul delay is considerably significant. At the same time, the CE UEs can still
benefit from well-coordinated CoMP as these are scheduled solely from the BBU.
Note that the rapid drops in the network throughput of the partially distributed
scheduler correspond to the threshold setting, determining whether the scheduling
is done centrally in the BBU or in a distributed way in the RAUs. If the fronthaul
delay exceeds this threshold, the centralized unit takes over the whole scheduling, and
intermediate schedulers in the RAUs are not exploited. The drop appears at double
the threshold value as the fronthaul delay applies twice (in uplink and downlink).

Furthermore, we investigate the impact of the prolonged scheduling period in the
C-Sc in the BBU. The longer the scheduling period is, the less computation power is
needed for the scheduling, and less signaling is required in the network. In Fig. 9,
we can see that the network throughput is decreasing with N because the channel
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Figure 9. Impact of the scheduling period of the centralized scheduler C-Sc, N, on
network throughput for fronhaul delay of 0 ms subplot (upper), 5 ms (middle), and
20 ms (bottom).
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quality can change during the longer scheduling period, and the scheduling might
not be accurate. However, as the hierarchical scheduler allows an adjustment of the
scheduling in the RRHs for the nCE UEs. Thus, the network throughput degradation
is suppressed (below 6% if N changes from 1 to 20) with respect to the conventional
centralized scheduling, which leads to a drop of 15% (if N changes from 1 to 20).

Note that the hierarchical scheduler does not allow scheduling adjustments for CE
UEs as these are served by multiple RRHs, and uncoordinated scheduling updates by
these RRHs would lead to the elimination of coordinated multipoint gain. Comparing
subplots in Fig.9, representing the impact of N for different fronthaul delays, we can
see that the impact of N is less notable if the fronthaul delay increases. This is
because N becomes overwhelmed with the fronthaul delay as the fronthaul delay
increases and, the scheduling is anyway done too much in advance (fronthaul delay
plus N), and channel state information for scheduling is too outdated.

Figure 10. Ratio of transport blocks received with error and retransmitted by means
of HARQ.

Fig. 10 shows the ratio of transport blocks received with error at the physi-
cal layer, i.e., the ratio of transport blocks that require retransmission by means of
HARQ. The transport block error rate of all schedulers increases with the fronthaul
delay and saturates when the fronthaul delay reaches about 30 ms. The saturation
takes place because channel variation for this fronhaul delay is so significant that any
impact of fast fading is random, and the difference between the real and reported
value of CQI is statistically the same for any fronthaul delay above 30 ms. Also, the
higher number of RRHs leads to a lower error rate as more opportunities for CoMP
appear with a higher density of the RRHs. The proposed hierarchical scheduler re-
duces the error rate by about 60% and 46% compared to the centralized and partially
distributed schedulers, respectively, for all investigated densities of RRHs. We can
also see that a significant improvement is present even if we increase the scheduling
period of the C-Sc in the BBU to N=20. The superiority of the hierarchical sched-
uler comes from its ability to suppress the negative impact of a fronthaul delay by
scheduling a part of the UEs (nCEUEs) at the RRH.
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4.8 Conclusions

In this chapter, we have outlined a new framework for the hierarchical scheduling
in networks based on C-RAN architecture. The hierarchical scheduler encompasses
distributed schedulers in the RRHs and centralized scheduler in the BBU. While
the BBU performs long-term scheduling especially for the cell edge UEs that can
benefit from the interference mitigation techniques, the distributed schedulers in the
RRHs eliminates a negative impact of the fronthaul delay on the non-cell edge UEs
and enables efficient handling of HARQ retransmissions. We also show that the
hierarchical scheduler improves the network throughput as a result of suppression of
the fronthaul delay. Also, error rate are reduced comparing to existing solutions of
the scheduler.
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Dynamic Approach in the
Hierarchical Scheduler

This chapter presents the dynamic approach of hierarchical scheduling in mobile
networks with C-RAN architecture in vivid detail. Practically, to address the problem
of the fronthaul delay, the hierarchical scheduler is proposed in chapter 4. In the
mentioned hierarchical scheduler proposed version, the length of the scheduling period
is set to a fixed value for all UEs. While the hierarchical scheduler is able to suppress
the problem of a non-ideal fronthaul (i.e., the fronthaul with a non-zero delay) for
scheduling in C-RAN, it also introduces some challenges. One of these challenges
is the dynamicity setting of the scheduling period, N , for each UE to improve the
individual UEs’ throughput.

Thus, in this chapter, we propose a novel solution that enables an individual
adjustment of the scheduling period for each UE to maximize the sum throughput
of the UEs. We propose two approaches to derive N for individual UEs based on
the UE’s channel state information (CSI). The first approach derives the value of N
for each UE solely from the UEs’ CSI observed in the past. The second approach
predicts a future evolution of the UE’s CSI and, then, estimates N based on the
predicted CSI.

This chapter is organized as follows: the system model is shown in section
5.1 before the chapter’s problem is formulated in section 5.2. Section 5.3 presents the
chapter’s proposed solution, and section 5.4 summarizes the chapter’s findings and
primary outcomes. Finally, section 5.5 provides a brief Conclusions of the chapter.

5.1 System model

In this section, we describe the system model. We consider an area with a single
BBU, L RRHs, and K UEs. We focus on the downlink, where the RRHs transmit
data to the UEs. The RRHs are connected to the BBU via the fronthaul. Each UE is
associated with the RRH, which provides the highest received signal to interference
and noise ratio (SINR). Basically, the SINR between the l-th RRH and the k-th UE
is calculated as:

γl,k =
pl.gl,k

Wn +
∑i=L

i=1,i 6=l pi.gi,k
(4)

where pl is the transmission power of the l-th RRH, gl,k is the channel gain between
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the l-th RRH and the k-th UE, Wn is the noise power, and
∑i=L

i=1,i 6=l pi.gi,k represents
the inter-cell interference from all but serving RRHs.

The CE UEs usually experience a strong inter-cell interference from adjacent
RRHs. Thus, we adopt the Inter-Cell Interference Coordination (ICIC) [51] to mit-
igate the interference from other RRHs. In the ICIC, a set of RRHs cooperates
together to mitigate the inter-cell interference for individual CE UEs. To suppress
the negative effect of the inter-cell interference, the CE UEs are served via orthogonal
Physical Resource Blocks (PRBs) with respect to the transmission of other RRHs
in the same ICIC set. The ICIC set encompasses LK RRHs that involved in the
cooperation towards improving the k -th UE’s SINR. To this end, a certain number
of PRBs is allocated in each RRH from the ICIC set to serve the individual CE UEs.
If the ICIC is exploited, the SINR of the CE UE is calculated as:

γ∗l,k =
pl.gl,k

Wn +
∑i=L

i=1,i/∈Rk pi.gi,k
(5)

where Rk is the ICIC set of the k -th UE and the Rk includes the k-the UE’s serving
RRH plus all other RRHs coordinating their transmission to the k-th UE.

In our paper, we classify the UEs to the CE UEs and the nCE UEs based on the
Rk. The UE is classified as the CE UE if Rk > 1 and as the nCE UEs if Rk = 1. The
new RRH is added to the ICIC set for each UE if and only if the UE communication
throughput is improved by adding the given RRH. Otherwise, the UE is classified as
nCE UE (i.e., Rk = 1). In other words, the RRH is added to the ICIC set if the ratio
of the number of required PRBs without the ICIC to the amount of the required
PRBs with the ICIC is higher than the number of RRHs in the ICIC set. This way
we guarantee that the ICIC is exploited only if the communication throughput of the
UE is increased by the ICIC. Note that the UE SINR is calculated via (4) in case the
UE is classified as the nCE UE and via (5) for the CE UE.

Now, let’s define the amount of overhead consumed for scheduling. The channel
is split into Transmission Time Intervals (TTI). In 3GPP-based mobile networks, the
Physical Downlink Control Channel (PDCCH) and the Physical Downlink Shared
Channel (PDSCH) are carried in each TTI. The PDCCH carries the control and
scheduling information while the PDSCH carries the UEs’ data. The amount of
signaling overhead in PDCCH is related to the network configuration including the
following factors: i) the number of scheduled UEs, ii) the CSI of individual UEs, and
iii) the frequency of an update of the scheduling decision (i.e., scheduling period) [52].
Note that, in general, the amount of signaling overhead increases with an increasing
number of UEs and with a decreasing UE’s channel quality [52] [53]. At the same
time, the amount of the signaling overhead decreases with an increasing scheduling
period [54].

The signaling overhead is quantified as a number of symbols occupied by the
PDCCH in the downlink subframe. The PDCCH can occupy from 1 to 3 symbols [55].
There is no standard format in 3GPP to deduce the exact PDCCH size based on the
channel quality indicator (CQI) index, as there is a range of possible PDCCH sizes
to be selected for any given CQI index [56]. We derive the PDCCH size and, thus,
the amount of the signaling overhead, based on the CQI index. More specifically, the
amount of PDCCH symbols, Sk, required at a specific CQI index is determined as:

Sk =

{
2 if 1 ≤ CQI index ≤ 6, (a)

1 if 7 ≤ CQI index ≤ 15 (b)
(6)
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If the UE’s scheduled data is transmitted over more than one TTI (i.e. Nk >
1), the PDCCH is not included at every TTI (see [57]). The PDCCH indicates the
allocation of the PRBs for individual UEs’ for the whole scheduling period. It means
that for the k-th UE with a scheduling period Nk, the first TTI carries the UE’s
PDCCH. This PDCCH includes the signaling and control information not only for
the first TTI, but for the whole scheduling period of the k-th UE (i.e., Nk). Thus,
from the 2nd TTI till the Nk-th TTI, the PDCCH size for the k-th UE is equal to
zero.

The network throughput calculation depends on the number of scheduled PRBs
and the selected modulation and coding scheme (MCS) of each UE, as detailed in
3GPP [67]. The number of scheduled PRBs is allocated to the UE during one trans-
mission time interval (TTI). The MCS is defined by channel quality indicator (CQI)
based on UE signal to noise and interference ratio (SINR). The mapping of UE CQI
to UE MCS and UE MCS to UE TBS are both defined and derived in line with
3GPP [67].

5.2 Problem Formulation

The objective of this chapter is to maximize the throughput of individual UEs
by enabling a dynamic adjustment of the scheduling period, N , for each CE UE. To
this end, we determine the scheduling period Nk of the k-th CE UE maximizing the
UE throughput Ck and, thus, the problem is formulated as:

Nk = argmax
N

Ck,N,tf ∀ k ∈ {1, 2, . . . ,K} (7)

s.t. N ∈ Z+ (a)
Nmin ≤ N ≤ Nmax (b)
Ck,N,tf ≥ Cmin (c)

where Ck,N is the throughput of the k-th UE when the scheduling period length is
N and the fronthual delay is tf , the constraint (a) defines that N is a set of all
positive integers, (b) defines the lower limit and the upper limits of N , Nmin and
Nmax, respectively, and (c) defines that there is no CE UEs with zero PRB. The
Cmin equivelent to the Ck,N,tf when the number of PRB is equal to one. Note that
the setting of Nk is done independently for each CE UE to maximize the individual
UEs throughput. It means that the sum throughput of UEs is also maximized due
to the independence of Ck,N,tf as a function of N among UEs.
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5.3 Proposed dynamic setting of the scheduling period

This section explains two approaches for determining the UE’s scheduling period.
The motivation behind the dynamic scheduling period is to cope with the delay
between the time when the channel quality (i.e., CSI) is reported and the time when
individual UEs receive the data. Hence, the length of the scheduling period, N, should
depend on 1) individual UEs’ radio channel dynamicity and 2) the fronthaul delay.
The length of N is determined by the C-Sc at the BBU. Therefore, the scheduling
requires less computation (processing) power and the amount of signaling overhead
between the BBU and the RRHs is reduced. Since the radio channel dynamicity
is different for individual UEs, the value of N for each k-th UE (i.e. Nk) is also
set individually. Generally, for highly dynamic radio channels with frequent and
significant changes in the channel quality over time, the Nk should be set to lower
values to keep the inputs to the scheduling decisions up to date. On the contrary,
for the radio channels with a low dynamicity, i.e., with only rare and less significant
changes in the channel quality, the value of Nk can be set to higher values as the
channel characteristics remain almost the same for longer time intervals. The value
of Nk is set for a future period of time denoted as T ∗f , which is expressed as:

T ∗f = tf +Nmax (8)

In this chapter, we propose and compare two approaches for the setting ofNk. The
first one, denoted as history-based setting of N, derives Nk solely from the individual
UEs’ CSI observed in the past. The second one, denoted as prediction-based setting of N,
predicts a future evolution of the individual UEs’ CSI and, then, estimates Nk based
on the predicted future UE’s CSI.

5.3.1 History-based setting of N

In the history-based solution, the actual value of Nk is derived solely from the
k-th UEs’ past CSI. The UEs’ past CSI is understood as the CSI values in the time
interval that is just prior to the time of the estimation (tn), and is of a length equal
to T (see Fig. 11).

Figure 11. Evaluation of the number of changes in CQI for estimation of N .

We define the UE radio channel dynamicity via a number of CQI changes (U)
resulting from the UE’s channel fluctuation within an observation period. The ob-
servation period is defined as T consecutive TTIs. The U is estimated by calculating
the sum of absolute values of the differences in the CQI between every two consecu-
tive TTI within the observation period. To calculate U, the CQI difference for two
consecutive TTIs is estimated, which is expressed as:
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uk,t = |CQIt−1 − CQIt|, ∀ t ∈ {2, 3, . . . , T} (9)

where uk,t is the CQI difference for the k-th UE for two consecutive TTIs within the
observation period [tn−T tn−1] (see Fig. 11). Thus, the U is calculated independently
for individual UEs as follows:

Uk,t =
∑
T

uk,t, ∀ k ∈ {1, 2, . . . ,K} (10)

Then, for a future period of time, T ∗f , we rescale the Nk to the range of allowed
values from Nmin to Nmax by the following equation:

Nk =
Nmin + [Uk − Uk,min]

[Uk,max − Uk,min]
(Nmax −Nmin) (11)

where Nmin is set, by default, to 1 representing the lower limit of the UE’s radio
channel dynamicity, Nmax is set up dynamically by the network operator and it
depends on the overall average UEs’ radio channel dynamicity. Note that the average
UEs’ channel dynamicity is updated regularly depending on the UEs’ environmental
conditions. The Uk,max and Uk,min are the maximum and minimum numbers of Uk,
respectively and these are defined as:

Uk,max = max{Uk,t, Uk,t+1, . . . , Uk,Ts} (12)

Uk,min = min{Uk,t, Uk,t+1, . . . , Uk,Ts} (13)

where Ts is the communication session period. In real world applications, the Uk,max
and Uk,min can be set based on the experienced Uk values over a long period of time.

5.3.2 Prediction-based setting of N

The second approach for determination of the scheduling period is based on
prediction of the number of CQI changes in the future. In this approach, the value
of Nk for a future period of time, T ∗f , is selected based on the predicted future CSI of
the UE. First, we predict the future UE CSI for a period of time equal to T ∗f based
on the UE CSI history. The UE CSI history is defined as a set of the CSI values
in the time interval that is just prior to the time of the prediction (ts), and is of a
length equal to Tp (see Fig. 12).

Figure 12. Evaluation of CQI prediction for estimation of N .

The CSI history is then exploited for the channel prediction. For the prediction,
we choose the Auto-regressive Integrated Moving Average (ARIMA) model [58], as it
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makes the prediction process flexible and reliable more than other statistical models
such as the exponential smoothing model or the moving average algorithm [59]. The
ARIMA model is defined by a combination of coefficients p, d, and q representing
the order of the autoregressive model, the degree of differencing, and the order of the
moving-average model, respectively. The ARIMA model of the input signal of the
k-th UE, Yk,t, is defined as:

(1−
p∑
i=1

ϕiB
i)(1−B)dYk,t = (1 +

q∑
j=1

θjB
j)εt (14)

where ϕi is the coefficient of the auto-regressive component of ARIMA, θj is the
coefficient of the Moving Average (MA) component of ARIMA, εt is the white noise,
i is the index for lags of Y (up to p lags), j is the index for lagged forecast errors
(up to q lags), and B is the lag operator. The combination of ARIMA coefficients
is set individually per UE based on extensive experiments. We define the Bayesian
information criterion (BIC) [60] for assessing the combinations of coefficients pk, dk,
and qk for the k-th UE. The combination of coefficients achieving the lowest BIC is
considered for the UE’s CSI prediction process. The lowest BIC is selected as the
BIC contains the Maximum Likelihood Estimation, which penalizes free parameters
to combat overfitting. Hence, the ARIMA-based prediction for the input Yk targets:

Y ′k,t = arg min
p,d,q

BIC(ARIMA(Yk,t)) (15)

where Y ′k is the k-th UE predicted CSI (see Fig. 12). Note that the UE CSI is
presented in Fig.12 by UE CQI levels for sake of simplicity as the UE CQI is one of
the major components of the UE CSI. After the ARIMA predicts the UE’s future
CSI, the Nk is determined based on Y ′k. The Nk calculation is done by examining the
impact of each possible scheduling period fromNmin toNmax on the UE’s throughput.
Intuitively, the resulting throughput of individual UEs for each option of N is different
based on individual UEs’ predicted radio channel dynamicity (i.e, UEs’ CSI). Hence,
the value of N yielding the maximum throughput is selected as Nk, i.e.,:

Nk = argmax
N∈{Nmin,...,Nmax}

Ck(Y
′
k,t, N, tf ) ∀ k ∈ {1, 2, . . . ,K} (16)

where Ck is the k-th UE’s throughput when the scheduling period is equal to N and
the fronthual delay is equal to tf .
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5.4 Performance evaluation

In this section, the proposed dynamic hierarchical scheduler is evaluated in MAT-
LAB system-level simulator. To this end, simulation scenarios, parameters, and com-
petitive algorithms are presented in the next subsection. Then, the simulation results
are described and discussed.

5.4.1 Simulation scenario and models

In our proposal, we implement the 3GPP LTE-A compliant model, which is
based on LTE-A physical layer as described in [61]. In the downlink transmission, we
assume the orthogonal frequency division multiple access. The propagation model
between the RRHs and the UEs follows the Urban Microcell model [62] with Rayleigh
and Rician fadings (see [63]) to model shadowing and fast fading, respectively. We
consider the fronthaul delay to be within the range from 0 ms to 30 ms, which
encompasses ideal, near-ideal, sub-ideal, and non-ideal fronthaul delay ranges, as
described in [64].

We adopt the proportional fair scheduler [65] as the basis for the resource schedul-
ing among the UEs. This scheduler provides a good trade-off between scheduling
fairness and network throughput [66]. Furthermore, we assume the full buffer traffic
model to investigate the performance of our proposal under heavy load conditions.
Transmission errors and subsequent retransmissions are handled by HARQ process,
as specified in 3GPP [67]. The simulation scenarios and parameters are listed in
Table 5.1.

Table 5.1. Parameters and sitting for the chapter simulation.

Parameters and Assumptions Value

Simulation case 3GPP Urban Micro Scenario [62]

Carrier frequency 2 GHz

System bandwidth 20 MHz (100 PRBs)

Number of BBU 1

Number of RRH up to 100

Number of RAUs up to 15

RRH transmit power 27 dBm

Fading model Rayleigh and Rician

Lognormal shadowing std. dev. 4 dB (LOS), 7.82 dB (NLOS) [62]

Scheduler Proportional fair

Traffic model Full buffer

Fronthaul delay 0; 2; 5; 10; 20; 30 ms

{37}



Chapter 5 Dynamic Approach in the Hierarchical Scheduler

5.4.2 Competitive algorithms and performance metrics

Our proposed history-based (denoted as proposal-history) and prediction-based
(denoted as proposal-prediction) determination of the scheduling period Nk are com-
pared with the following three competitive approaches: i) static hierarchical sched-
uler (denoted as static hierarchical), where the N is set to a fixed value for all UEs
regardless of the individual UEs’ radio channel state, ii) static centralized sched-
uler (denoted as static centralized), where the scheduling process takes place only at
the BBU, iii) partially distributed static scheduler (denoted as partially distributed),
where the scheduling process is performed at either the BBU or the RAU depending
on the individual RRHs’ fronthaul delay, as described in [30].

We also depict maximum throughput achieved under a perfect prediction of the
channel for determination of Nk. This upper bound is denoted as proposal-optimum
in the figures. The optimal N is determined based on a perfect prediction of individual
UEs’ CSI, i.e., the optimal N corresponds to selection of Nk for each UE assuming
perfect knowledge of future UE CSI. Even if the optimum cannot be determined in
real world networks, it illustrates the upper bound of the throughput and allows us
to demonstrate an efficiency of both proposed solutions.

The performance of the proposed algorithms and all competitive solutions are as-
sessed by means of two performance metrics. The first metric is the network through-
put which is understood as the sum throughputs of all UEs. The second metric is the
mean absolute percentage error (ε), which is a measure of the prediction accuracy of
ARIMA (see, e.g., [58]). The purpose of the prediction error analysis is to evaluate
the UEs’ CSI prediction accuracy and to assess the hierarchical dynamic prediction
performance in comparison to other counterparts. The mean absolute percentage
error is expressed as:

ε =
1

Nmax

Nmax∑
t=1

|OPt − Y
′
t

OPt
| (17)

where OPt and Y ′t are the optimum value of UE CSI and predicted value of UE CSI
at time t, respectively.

5.4.3 Simulation results

In this section, we present and discuss the simulation results to demonstrate the
benefits of the proposed dynamic scheduling period with respect to other state-of-the-
art solutions. The impact of the fronthaul delay on the network throughput is shown
in Fig. 13. In general, the network throughput is decreasing with the increasing of the
fronthaul delay for all investigated schedulers. This performance degradation with
the fronthaul delay occurs, as the fronthaul delay leads to an outdated CSI, which
directly negatively impacts the scheduling decision and, thus, a decrease in the net-
work throughput is observed. If the fronthaul delay is increased from 0 to 30 ms, the
network throughput of static centralized scheduler and partially distributed scheduler
are decreased in comparison with the proposal-prediction scheduler by roughly up to
30% and 27%, respectively.

Both proposed dynamic approaches (i.e., proposal-history and proposal-prediction)
suppress the negative impact of the outdated CSI. Thus, the network throughput is
declined only by around 9%, if the fronthaul delay is increased from 0 ms to 30 ms.
The reason for this behavior is that the scheduling at the BBU can be set in RRHs for
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Figure 13. Impact of the fronthaul delay on the network throughput for individual
scheduling approaches.

the nCE UEs if the fronthaul delay leads to a notable change in the channel quality.
However, CE UEs are scheduled solely in the BBU and still benefit from the ICIC
gain, as the RRHs are not allowed to change the scheduling decision to protect the
ICIC gains. With respect to the static hierarchical scheduler, both proposal-history
and proposal-prediction approaches improve the network throughput by around 6%.
This gain is due to the fact as the scheduling period is dynamically set based on
individual UE CSI to minimize the negative impact of the outdated CSI.

Another dimension of the performance is interpreted in Fig. 14, where the impact
of the scheduling period (i.e., N for the static scheduling period and Nmax for the
dynamic scheduling period) on the network throughput is investigated. Fig. 14 shows
that the network throughput initially increases with N for all presented solutions.
The reason behind this increase is that the scheduling control information is sent
only every N-th TTI instead of each TTI as in the case with N = 1. Then, the
network throughput starts gradually decreasing for N > 2, with different slopes for
individual scheduling options. With respect to the static centralized and partially
distributed solutions, the static hierarchical, proposal-history and proposal-prediction
approaches suppress the network throughput degradation for a longer duration of N.
The hierarchical scheduler allows an adjustment of the scheduling in both BBU and
RRH, and the benefit of the reduced overhead is preserved.

Generally, the dynamic scheduling approaches (i.e., proposal-history, proposal-
prediction) outperform the static scheduler solutions (i.e., static hierarchical, static
centralized and partially distributed). For instance, the proposal-prediction approach
outperforms the static hierarchical, the static centralized, and the partially distributed
solutions by approximately 6%, 17%, and 11%, respectively. The proposed solutions’
outstanding performance is because the actual value of N for each UE is dynami-
cally set according to the channel dynamicity over time reflecting the stability of the
communication channel. Furthermore, the proposal-prediction option outperforms
the proposal-history approach by around 2%. This small gain is at a cost of an ad-
ditional computational complexity. The superior behavior of the proposal-prediction
approach is not surprising as the proposal-prediction approach estimates the values
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Figure 14. Impact of the scheduling period of centralized scheduler on the network
throughput for different scheduling options.

of N for individual UE based on the predicted future of UE CSI instead of the history
of UE CSI as in the proposal-history solution. The maximum network throughput
achieved by the proposal-optimum solution is roughly only 2.3% and 3.2% above the
maximum achieved by proposal-prediction approach and proposal-history approach
for the ideal fronthaul with zero delay, respectively.

Figure 15. Impact of the fronthaul delay on the mean absolute percentage error, ε,
of the proposal-prediction scheduler and the static hierarchical scheduler for different
values of the scheduling period.

Fig. 15 illustrates the mean absolute percentage error, ε, of selection of N over
the fronthaul delay. In general, the ε for all presented scenarios is below 8% and starts
increasing with the fronthaul delay, because of the outdated CSI negative impact. The
proposal-prediction approaches reach a lower values of the ε by up to around 24% in
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comparison with the static hierarchical solutions. The reason is that the actual value
of N is adapted based on the UE CSI instead of keeping it static for all deployed
UEs. Furthermore, the values of ε go up with the increasing of the scheduling period
(i.e., N, Nmax) for all presented approaches as the scheduling information is not up
to date for the later TTIs within the scheduling period. The values of ε of individual
static hierarchical solutions are saturated after approximately 20 ms fronthaul delay.
This saturation takes place as the channel variations at this fronthaul delay (∼20 ms)
are so large in such that the impact of the fast-fading is random and the probability
of the channel information that utilized for scheduling being outdated is increased
considerably.

5.5 Conclusions

In this chapter, we have presented a dynamic hierarchical scheduling in mobile
networks with C-RAN architecture. The dynamic hierarchical scheduler estimates
the UE’s scheduling period via two proposed approaches: i) history-based and ii)
prediction-based. The simulations confirm that the proposed dynamic schedulers
increases the network throughput and notably outperforms the centralized scheduler
and the partially distributed scheduler by around 30% and 27%, respectively.

In the next chapter, this work will be complemented with a profound resources
allocation analysis of the proposed scheduler solution considering a dynamic resource
allocation of erroneous packets retransmission. Furthermore, the proposed hierarchi-
cal scheduler will be evaluated in further realistic scenarios with a variety of mobility
patterns.
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Chapter 6

HARQ Retransmission in the
Hierarchical Scheduler

This chapter proposes a framework for the HARQ resource pre-allocation in the
hierarchical scheduler based on the C-RAN. One of the key challenges in the proposed
hierarchical scheduler in the previous chapters (i.e., chapter 4 and chapter 5) is de-
termining the amount of resources to be pre-allocated for the HARQ process. Since
we allocate the resources for the HARQ in advance for multiple upcoming TTIs (i.e.,
in relatively long-term compared to traditional scheduling), we use the term “pre-
allocation” in this chapter.

For the proposed hierarchical scheduler in the previous two chapters, the number
of pre-allocated RBs for the HARQ process is set to a fixed amount regardless of
the actual required retransmissions. Unfortunately, this fixed resource pre-allocation
degrades the performance of the proposed hierarchical scheduler. Therefore, this
chapter presents a dynamic resource pre-allocation scheme to cope with HARQ re-
transmissions. The chapter’s objective, in other words, is to determine the required
amount of resources to be pre-allocated for HARQ retransmissions depending on the
individual UEs’ actual needs. Our contributions in this chapter are summarized as
follows:

� We propose a comprehensive framework for the HARQ resource pre-allocation
in the C-RAN, considering the hierarchical scheduling to maximize the goodput
of UEs via minimizing the transport block loss rate and maximizing the resource
pre-allocation accuracy.

� We develop two distinct approaches to determine the required amount of pre-
allocated resources for the HARQ and optimize them jointly to improve the
resource pre-allocation accuracy.

� We also show that the idea of resource pre-allocation is not limited to hierar-
chical scheduling only, but it is extended to be applicable also to other existing
types of schedulers, such as centralized and partially distributed schedulers.

This chapter is organized as follows: the system model is shown in section
6.1 before the chapter’s problem is formulated in section 6.2. Section 6.3 presents the
chapter’s proposed solution, and section 6.4 summarizes the chapter’s findings and
primary outcomes. Finally, section 6.5 provides a brief Conclusions of the chapter.
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6.1 System model

This section describes the system model based on the C-RAN architecture, the
background on the hierarchical scheduler, and the HARQ process. Each part is
described in the following subsections.

6.1.1 C-RAN based architecture

We assume a single BBU interconnected with L RRHs via the fronthaul. In our
study, we consider the fronthaul from the perspective of fronthaul latency for data
retransmissions, and we do not expect any errors to be originated at the fronthaul.
Furthermore, K UEs are deployed randomly over an area covered by the RRHs.
The UEs are individually associated with the RRH, providing the highest Signal to
Interference and Noise Ratio (SINR). We further classify the UEs into KCE CE UEs
and KnCE nCE UEs so that K = KCE+ KnCE . This classification is based on the
experienced SINR via individual UEs. Since, intuitively, the CE UEs experience
more substantial inter-cell interference from adjacent RRHs than the nCE UEs, an
Inter-Cell Interference Coordination (ICIC) technique [51] is adopted to mitigate such
interference as been explained in chapter 2.

6.1.2 The hierarchical scheduler

The hierarchical scheduler, the basis of this work, splits the scheduling process
into two tiers: a centralized scheduler (C-Sc) and a distributed scheduler (D-Sc), as
described in chapter 4. The C-Sc runs in the BBU and D-Sc in the RRH. The D-Sc
handles data transmission and manages the allocation of resources for the nCE UEs,
as these UEs suffer less from inter-cell interference. However, the C-Sc schedules
data transmission for the CE UEs, enabling a high level and long-term scheduling,
reinforced by an awareness of the mutual interference among individual RRHs. The
long-term scheduling is understood as a scheduling decision not only for a single TTI
but for N consecutive TTI (i.e., NxTTI). The N is set individually for each k-th CE
UE (i.e., Nk) as considered in our previous work [90] to maximize the sum goodput
of the UEs. The value of the scheduling period, Nk, is set based on: i) the individual
predicted future CSI of the individual CE UEs’ radio channel dynamicity and ii) the
fronthaul delay. Using one channel prediction tool, we predict the future UE CSI
based on the UE CSI history record. The UE CSI history record is understood as
CSI values in the time interval just before the time of the prediction and is presented
as the input of the channel prediction tool, as explained in [90].

6.1.3 HARQ process

The idea behind the HARQ is to model a system that detects the received erro-
neous data transport block and then requests the needed retransmissions in case of
the erroneous data transport block. As we explained in chapter 2, the retransmissions
can be classified as adaptive and non-adaptive, where we have two ways to imple-
ment HARQ for downlink: synchronous HARQ and asynchronous HARQ [68]. In the
adaptive HARQ, the MCS and other transmission attributes (such as the redundancy
version and sub-carrier) have the option to be updated for each retransmission, where
the transmission attributes are fixed or pre-defined in the non-adaptive context.
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In practice, the HARQ course of action for the CE UEs and nCE UEs in the
hierarchical scheduler are quite different. For the nCE UEs, the HARQ process is
handled in a standard way at the RRH, as the nCE UEs are scheduled directly by
the D-Sc in the RRH, and the fronthaul does not have any direct negative impact
on the HARQ process. The standard way is understood so that the resources for
the HARQ retransmissions are scheduled directly by the D-Sc at the RRH based on
ACKs/NACKs received from individual nCE UEs served by the given RRH. In the
case of the NACK, the D-Sc allocates any available RB(s) that are not dedicated
to CE UEs at the moment of the retransmission (see [90] for more details). The
HARQ process is being more complicated for the CE UEs due to the fronthaul delay
intervention. The HARQ process would be significantly prolonged due to the trans-
missions taking place over the fronthaul in case the HARQ would be processed in the
BBU.

To understand our proposal for pre-allocating resources for CE UEs’ HARQ, de-
scribed in the following sections, let us first define R∗k,n and Rk,n as the estimated and
actual numbers of the required RBs for the k-th CE UE’s potential retransmissions
in the n-th TTI within Nk, respectively. Based on that, we introduce a new perfor-
mance evaluation parameter; the resource pre-allocation efficiency of individual CE
UEs, ζk. This parameter is defined as the mean absolute percentage error (MAPE)
of the amount of pre-allocated resources for the HARQ to estimate how far the R∗k,n
value from Rk,n value and is expressed as:

ζk =
1

Nk

∑Nk

n=1

|R∗k,n −Rk,n|
Rk,n

∗ 100 (18)

Then, considering also retransmissions due to HARQ, we can define the goodput
experienced by the k-th UE as:

Gk = NSymNSC

(∑RBk

l=1
CRl,klog2Ml,k −

∑Rk

r=1
CRr,klog2Mr,k

)
(1−OHk) (19)

where NSym represents the number of OFDM symbols per one RB, NSC stands for
the number of subcarriers per RB, CRl,k is the coding rate applied at the l-th RB
allocated to the k-th UE, Ml,k corresponds to the number of possible modulation
states based on the modulation used for data transmission at the l-th RB allocated
for the k-th UE, RBk is the number of all RBs allocated to the k-th UE per second,
Rk represents the number of RBs allocated only for retransmissions of the k-th UE
per one second, and finally OHk stands for the overhead due to various signaling and
control messages to serve the k-the UE (expressed as a ratio between the amount of
resources allocated for signaling to the resources allocated for data transmissions).

6.2 Problem formulation

This chapter aims to maximize the sum goodput of the CE UEs in the hierar-
chical scheduler architecture based on the C-RAN. This objective can be attained by
optimizing the resource scheduling efficiency for the CE UEs’ potential retransmis-
sions. The main challenge in such optimization is estimating the required scheduling
resources for any potential CE UEs’ data retransmissions. One way to address this
challenge is to perform a dynamic adjustment of the pre-allocated amount of RBs
instead of pre-allocating a fixed amount of resources for the CE UEs’ HARQ require-
ments, which is suggested in our earlier works in chapter 4 and chapter 5.
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Basically, the individual CE UEs’ HARQ resource requirements depend on many
factors, including i) the CE UE radio channel condition, ii) the fronthaul delay, and
iii) the scheduling period, Nk. The motivation behind presenting this work is to
fulfill the varied resources needed to be pre-allocated for individual CE UEs’ HARQ.
Thus, the problem is formally formulated as:

max
R∗
k

∑KCE

k=1
Gk

s.t. a) 0 ≤ R∗k ≤ Rmax
b) 0 ≤ Nk ≤ Nmax

(20)

where R∗k is the amount of RBs pre-allocated for the HARQ of the k-th CE UE, Rmax
represents the maximum affordable RBs depending on the system bandwidth and the
number of served UEs, and Nmax stands for the maximum length of centralized period
set up dynamically by the network operator based on the overall average CE UEs’
radio channel dynamicity. The constraint a) in (20) limits the possible values of R∗k
to be pre-allocated to each k-th CE UE while constraint b) gives the lower and upper
limits on the scheduling period Nk. Note that the calculation of the R∗k is made
independently for each CE UE to maximize the individual CE UEs’ goodput and,
hence, also to maximize the sum goodput of all UEs. The dynamic setting of the
amount of the HARQ pre-allocated RBs also minimizes the unexploited pre-allocated
resource in case of free-error delivery data.

The formulated problem can be classified as a non-linear integer programming
problem. The reason is that the dependence of goodput on the amount of pre-
allocated resources is non-linear with respect to the channel quality experienced by
individual UEs. Moreover, both the objective function and the constraints are in-
teger (discreet) variables as: i) the goodput in objective function strictly depends
on selected coding rate and modulation and is limited to several discreet values (see
(19)), and ii) constraints on the scheduling period N and the number of pre-allocated
resource blocks for HARQ are also integer variables.

In general, the resource allocation formulated as non-linear integer problem is
usually solved by various deterministic algorithms [69] [70] [71] [72] [73] or evolution-
ary algorithms [34] [74] [75] [76]. The main limitation of the deterministic algorithms
is an enormous complexity since finding the optimal solution in an ample search space
is infeasible while limiting the search to only a subset of the search space results in
a poor and far from optimal solution [77]. Moreover, the uncertainty in the channel
quality in the future (several TTIs for which the pre-allocation of resources for HARQ
is done) adds another dimension to the complexity. Hence, utilizing such determinis-
tic algorithms would make our proposal computationally complex, time-consuming,
and impractical, especially for large-scale problems with multiple UEs. Therefore,
the deterministic algorithms would not be a good fit for our problem, which demands
swift and instantaneous pre-allocation scheduling decisions for the available resources
in a horizon of milliseconds. Along similar lines, the evolutionary algorithms are not
suitable for our problem as these are known to suffer from slow convergence [78].

In contrast to these traditional tools, the heuristic algorithms can be designed
to be fast because they do not require a complete search in the search space [77].
Thus, the heuristic algorithms are practical, serving as fast and feasible solutions for
planning and scheduling problems (i.e., see [77]) as targeted in our work (i.e., finding
the R∗k). Therefore, we adopt the heuristic approach to solve the defined optimization
problem. The proposal is described in detail in the following section.

{45}



Chapter 6 HARQ Retransmission in the Hierarchical Scheduler

6.3 Dynamic resource pre-allocation for the HARQ

This section describes the proposed approach for the HARQ resource pre-allocation
in the C-RAN based on the hierarchical scheduler. We tackle in this work the re-
source pre-allocation problem precisely for the CE UEs, since the retransmissions
for the nCE UEs are handled directly by the RRHs, as explained in chapter 4 and
chapter 5. Furthermore, the resource scheduling decision for the nCE UEs is not
negatively impacted by the fronthaul delay. We first outline a high-level principle
of the resource pre-allocation for the CE UEs’ HARQ retransmissions. Then, we
describe two proposed approaches for determining the number of pre-allocated RBs
for the CE UEs’ HARQ retransmissions.

6.3.1 High-level principle

Let us first illustrate the possible scenarios that can occur during the pre-
allocation of resources for the CE UEs’ HARQ and discuss the motivation behind
the proposed work. To cope with the fronthaul delay affecting the HARQ process of
the CE UEs, a part of RBs is pre-allocated in the BBU for any retransmission needs
of all CE UEs transmitting data at any given TTI.

Figure 16. High-level overview of the HARQ resource pre-allocation when the number
of pre-allocated RBs is equal to, lower than, and larger than the actual number of
RBs required by the HARQ process.

Based on the amount of pre-allocated RBs in comparison with the actual required
RBs for the HARQ retransmissions, we can distinguish three scenarios (see Fig.16):

� 1. scenario: The pre-allocated amount of RBs is precisely equal to the amount
of actually required RBs. Thus, there are no further actions to be taken since
the number of pre-allocated RBs exactly matches the required RBs.

� 2. scenario: The C-Sc at the BBU pre-allocates an insufficient number of RBs
for retransmitting all erroneous data transport blocks. Consequently, some of
the retransmitted data is delivered with an additional delay due to the fron-
thaul. In this scenario, the HARQ process is performed in the C-Sc at the
BBU instead of the D-Sc in the RRHs. This additional delay postpones the
retransmission process to later TTIs and increases the overall delay. The situa-
tion is getting even more critical for delay-sensitive services, such as URLLC in
5G mobile networks [79]. For such services, the retransmitted data transport
blocks might even get rejected once the data retransmission deadline is expired
due to the introduced additional delay in the HARQ process.
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� 3. scenario: The C-Sc pre-allocates too many RBs for CE UEs’ HARQ retrans-
missions. This scenario alleviates the bottleneck of additional HARQ delay and
reduces the probability that some retransmitted data transport blocks are not
delivered in time. However, relatively, a lower number of RBs remains available
for the new data transmission of UEs (both CE UEs and nCE UEs) due to the
over-booking of scheduling resources for the CE UEs’ HARQ retransmissions.

In order to rectify the problem of the HARQ resource pre-allocation and estimate
a proper number of RBs in the C-RAN with the hierarchical scheduler, we propose
a flexible and dynamic resource pre-allocation approach based on the estimated re-
transmission requirements of individual CE UEs. The following subsection illustrates
the proposed framework and details the resource pre-allocation principle.

6.3.2 The proposed pre-allocation of resources for HARQ retrans-
missions

This section describes the proposed solution for estimating the number of pre-
allocated RBs for any possible retransmissions of the k-th CE UE, R∗k. The value of
R∗k is set independently for each CE UE based on the individual CE UEs’ retrans-
mission needs. The number of retransmissions is set up to a pre-defined maximum
limit, δmax. Note that the value of R∗k is not set only for a single TTI but for Nk

consecutive TTIs (i.e., for the whole scheduling period of the k-th CE UE).
In order to estimate the R∗k, part of our proposal is to predict the evolution of in-

dividual CE UEs’ CSI. This prediction is exploited via the Auto-regressive Integrated
Moving Average model (ARIMA) [58]. Compared with other statistical models, such
as the exponential smoothing model and the moving average algorithm, the ARIMA
makes the prediction process more reliable and flexible [59]. Fundamentally, the
ARIMA model is defined by a combination of coefficients p, d, and q representing
the order of the autoregressive model, the degree of differencing, and the order of
the moving-average model, respectively. This combination of ARIMA coefficients is
adjusted individually for each CE UE based on extensive experiments on CE UE’s
CSI (see [90] for more details).

To assess the combinations of coefficients for individual CE UEs (i.e., pk, dk, and
qk), we exploit the Bayesian information criterion (BIC) [60]. The combination of
coefficients achieving the lowest BIC is selected for the CE UE’s CSI prediction pro-
cess [60]. Note that the selected BIC (lowest BIC) contains the maximum likelihood
estimation, which penalizes free parameters to combat overfitting. After individ-
ual CE UEs’ CSI is predicted, the block error rate (BLER) and then the required
resources for any retransmission at any given TTI (i.e., R∗k) can be estimated.

The value of the R∗k depends on three distinct parameters: i) the length of the
scheduling period of the k-th CE UE, Nk, ii) the number of required retransmissions
for the k-th CE UEs, δk, where 0 ≤ δk ≤ δmax, and iii) the number of pre-allocated
RBs for each retransmission (i.e., τ retransmission) at the n-th TTI, Rτk,n, where

R∗k,n =
∑δk

τ=1R
τ
k,n ∀ τ ∈ (1, 2, . . . , δk).

Let us investigate these three parameters in more detail. First is the scheduling
period’s length Nk, which is determined according to the individual CE UEs’ channel
quality information, as introduced in our prior work [90]. Second, the number of
required retransmissions, δk, which depends on the loss rate of the data transport
blocks. The loss rate is calculated based on the CE UE’s MCS, which is set to keep

{47}



Chapter 6 HARQ Retransmission in the Hierarchical Scheduler

the BLER below a certain threshold. Third and lastly, the number of pre-allocated
RBs for each retransmission, Rτk,n. The Rτk,n can be variant for each retransmission
since the adaptive HARQ retransmission is assumed in our proposal, as explained in
the system model.

Based on the parameters mentioned above for estimating the R∗k (i.e., Nk, δk, and
Rτk,n), we can categorize our proposed solution into two distinct aspects: 1) the CE
UE’s error rate, and 2) the CE UE’s scheduling period. Both aspects are described
vividly in the following sub-sections. Then, both aspects are combined to make the
HARQ resource pre-allocation estimation more precise.

The error rate aspect

In this subsection, we determine the amount of the pre-allocated resource for the
HARQ based on the individual CE UEs’ error rate. The individual CE UEs’ error
rate is one of the primary data transmission metrics influencing the average number
of retransmissions for a successful data transport block delivery. Each transmis-
sion/retransmission is defined by a delivery state S so that S = 1 for the data packet
received correctly and S = 0 for delivery with error(s). Hence, the resulting amount
of pre-allocated resources in this aspect, Rerk , can be derived via the Bernoulli random
variable and the Poisson Binomial Distribution [80]. Since the received data trans-
port block of the k-th CE UE has a delivery state at every TTI along the scheduling
period Nk, it can be written as a vector Vk in such that: Vk = {S1, ..., SNk}. We
define all possible combinations of delivery states (i.e., vectors) of the k-th CE UE
with the scheduling period Nk as a sample space (SSNk) in such that:

SSNk = {V 1
k , ..., V

e
k , ..., V

Qk
k } =


S1

1 S1
2 · · · S1

Nk
S2

1 S2
2 · · · S2

Nk
...

...
. . .

...

SQk1 SQk2 · · · SQkNk

 (21)

where e ∈ {1, 2, ..., Qk} is defined as a single vector outcome out of Qk = 2Nk possible
vectors for Nk TTIs. Note that the selected vector of the delivery states of the k-th
CE UE, V s

k , over other outcome vectors in the SSNk depends on the predicted BLER
of individual CE UEs at every TTI along the scheduling period, Nk. Hence, the
amount of HARQ pre-allocated resources for the selected V s

k is estimated as:

R[V s
k ] =

∑Nk

n=1
V s
k,nR

τ
k,n (22)

where R[V s
k ] represents the number of pre-allocated RBs for HARQ along Nk TTI

in case part, or all of data transport blocks of the k-th CE UE are received with an
error. Note that the Rτk,n is estimated based on the predicted future evolution of the
individual CE UEs’ CSI at each TTI along the scheduling period, Nk.

Let us discuss the way to estimate Rerk . Since the probability of error of individual
CE UEs’ is randomly distributed along the scheduling period Nk, we exploit the
Poisson Binomial Distribution (PBD) to estimate the error probability distribution
of the vector V s

k for the k-th CE UE. Fundamentally in the PBD, two subsets of
vectors are defined from the SSNk ; ak and ack. The subset ak is understood as a
collection of vectors that occur for the k-th CE UE with the scheduling period equal
to Nk. The subset ack (i.e., ack = {SSNk − ak}) is complementary to ak and includes
vectors that are not occurring for the k-th CE UE with the same scheduling period,
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Nk. The occurred and not occurred vectors in the respective subsets ak and ack
depend on the error rate for each vector in the SSNk , ηk,e, and a pre-defined error
rate threshold, ψ.

The value of the ηk,e is expressed as ηk,e =
∏Nk
n=1 ϕk,e,n, where ϕk,e,n is the

predicted BLER for the vector e at every TTI along the scheduling period Nk of
the k-th CE UE. Notice that each vector in the SSNk is indicated by an index:
e. Therefore, we can define subset Ak and subset Ack as they correspond to the
vectors’ indices in the subset ak and the subset ack, respectively. Based on that, the
classification of the vectors’ indices either belonging to subset Ak or subset Ack subset
as:

ηk,e =

{
ηk,i if ηk,e ≥ ψNk ∀ i ∈ Ak
ηk,j if ηk,e < ψNk ∀ j ∈ Ack

(23)

where the i, and j refer to the individual vectors’ indices within the subset Ak and
subset Ack, respectively. The value of the ψNk for the scheduling period Nk is deter-
mined based on the average of the experienced vectors’ error rate over a long period
of time so that:

ψNk = ηk,e(Ts|Nk) (24)

where Ts|Nk is the communication session period when the scheduling period length
is equal to Nk. The communication session period, i.e., Ts, is defined as the period of
time (in seconds) for a series of interactions between two communication endpoints
(i.e., UE and RRH/BBU) that occur during the span of a single connection. Note
that the ψNk is calculated independently for each scheduling period, and then it varies
depending on the Nk. Hence, the error probability distribution of the vector V s

k for
the k-th CE UE is written as follows:

Pk[V == V s
k ] =

∑
Ak

∏
i∈Ak

ηk,i
∏

j∈Ack
(1− ηk,j) (25)

Then, the number of pre-allocated scheduling resources for the HARQ over Nk

TTI is calculated as:
Rerk = Pk[V

s
k ]R[V s

k ] (26)

The proposed pre-allocation based on the error rate aspect is summarized in Al-
gorithm 1. Note that the algorithm is illustrated for any k-th CE UE. The algorithm
starts with definition of SSNk matrix in line with (21) giving all possible combina-
tions of delivery states (i.e., vectors) of the k-th CE UE with the scheduling period
Nk (see line No. 1 in Algorithm 1). Based on SSNk matrix, the amount of HARQ
pre-allocated resources for the selected vector V s

k (i.e., R[V s
k ]) is calculated according

to (22) (line No. 2). Then, ηk,e (i.e., error rate for V e
k ) and ψNk (i.e., pre-defined

error rate threshold of the scheduling period Nk) is estimated according to (23) and
(24), respectively (line No. 3). In the next step, the error probability distribution for
any e-th combination out of Qk is estimated via the Poisson Binomial Distribution
(lines No. 4-9). Finally, the number of pre-allocated scheduling resources for the
HARQ, Rerk , is calculated via (26) (line No. 12).
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The scheduling period aspect

Now, let us turn our attention to the scheduling period aspect for estimating the
required pre-allocated resources for HARQ retransmission(s), Rspk . The importance of
this aspect comes from the fact that the CE UE’s scheduling period reflects two factors
in its estimation: 1) the CE UE’s radio channel dynamicity and 2) the fronthaul delay
(see [90] for more details). Both factors are essential in the way for achieving network
reliability and fulfilling retransmission requirements.

To estimate the number of pre-allocated resources for the HARQ retransmission
of CE UEs, we reformulate the sample space in (21) into the number of error states,
ρ, for each vector. In other words, the error state ρ indicates the number of TTIs
in which the errors occur for the individual CE UEs along Nk TTIs. It means the
sample space of error states, ES, is expressed as: ES = {0, 1, ..., ρ, ..., Nk}. Hence,
the case ρ = 0 indicates an error-free transmission event(s) over the Nk, and the case
ρ = Nk refers to the event(s) with an error in each TTI within the scheduling period
Nk. Then, the probability mass function of the error for each ρ in the ES with Nk

scheduling period of the k-th CE UE is:

Pk,Nk(ρ) =
∏

ϑρ
P (ηk,e) (27)

where ϑρ represents the group of vectors that have the same number of errors ρ in
such that ϑρ = SSNk [ES == ρ], and P (ηk,e) is the probability of the vector’s error
rate, which is calculated as:

P (ηk,e) =
∏Nk

n=1
P (ϕk,e,n) (28)

where P (ϕk,e,n) is the probability of BLER at every n TTI within Nk for the vector
e. The size of the ϑρ is indicated by Υρ, and represents the number of vectors that
have the same number of erroneous TTI, i.e., ρ.

Each vector in the ϑρ is indicated by V q
k,ϑρ

, where q is the vector index in the

ϑρ in such that: ϑρ = {V 1
k,ϑρ

, ..., V q
k,ϑρ

, ..., V
Υρ
k,ϑρ
}. Each V q

k,ϑρ
requires a number of

pre-allocated RBs for the HARQ retransmissions as estimated in (??). Hence, the
number of pre-allocated RBs required for the HARQ of the k-th CE UEs with the
scheduling period, Nk and ρ erroneous TTI is written as follows:

Rk,Υρ = R{V 1
k,ϑρ , ..., V

q
k,ϑρ

, ..., V
Υρ
k,ϑρ
} (29)
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where Rk,Υρ is the average number of pre-allocated RBs for every V q
k,ϑρ

in ϑρ. Based
on the selected number of erroneous TTI, ρs, the number of pre-allocated RBs is
estimated. The selected ρ of the k-th CE UE, ρsk, for a received data transport
block depends on the predicted BLER of individual CE UEs at every TTI along the
scheduling period, Nk. Then, the number of pre-allocated RBs for the HARQ over
Nk TTI with ρsk errors is calculated as:

Rspk = Rk,Υρs
k
Pk,Nk(ρsk) (30)

The proposed solution for the scheduling period aspect is managed by Algorithm
2 as follows. First, the sample space SSNk defined in (21) is reformulated into the
number of error states ρ (line No. 1 in Algorithm 2). Then, the probability mass
function of the error for each ρ (i.e., Pk,Nk(ρ)) and the probability of the vector’s
error rate (P (ηk,e)) is estimated in (27) and (28), respectively (lines No. 2-3). Based
on that, the number of pre-allocated RBs required for the HARQ of the k-th CE UEs
with all possibilities of errors Rk,Υρ) is estimated according to (29). Finally, Rspk is
calculated in line with (30).

Joint optimization of the aspects

This subsection describes the combination of both HARQ resource’s pre-allocation
approaches presented in previous subsections (i.e., the error rate aspect and the
scheduling period aspect) in order to make the estimation more precise. Following
three cases of the HARQ resource pre-allocation can take place: i) Rerk = Rspk , ii)
Rerk > Rspk , and iii) Rerk < Rspk .

The first case explains when pre-allocation estimation outcomes are identical in
both aspects (i.e., Rerk = Rspk ); therefore, no further action is needed since the num-
ber of pre-allocated RBs is validated by both aspects. For the second case (i.e.,
Rerk > Rspk ), we pre-allocate the larger of both values (i.e., Rerk ) since the amount
and placement of erroneous TTI are estimated in advance (i.e., the selected vector,
V s
k ). The solution for the third case is quite different since the larger value, i.e., Rspk ,

shows only the number of erroneous TTIs and does not contain information on which
TTI the erroneous data is placed (i.e., the selected number of erroneous TTI, ρs).
Therefore, we initially pre-allocate the number of resources indicated in Rerk . Then,
in addition, the difference in the number of pre-allocated RBs between Rerk and Rspk ,
which is denoted as Rdk: R

d
k = Rspk − R

er
k , is also considered for the HARQ needs.

In other words, the number of resources Rdk is pre-allocated as shared resources for
any k-th CE UE retransmission needs. This way, we can fulfill all CE UEs’ retrans-
missions needs and, simultaneously, improve the scheduling resource utilization since
the shared pre-allocated resources (i.e., Rdk) can be fully re-scheduled in case of CE
UEs’ error-free data delivery.
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Thus, the number of pre-allocated RBs for the HARQ in the t-th TTI is deter-
mined as follows:

R∗k,t = max
n=Nk

{Rerk , R
sp
k } (31)

Finally, the total amount of pre-allocated resources for the HARQ retransmissions
of all CE UEs over a communication session period, TS , is:

R∗ =
∑Ts

t=1

∑KCE

k=1
R∗k,t (32)

The integration of both aspects of the proposal is managed by Algorithm 3. At
the beginning, the initialization of the algorithm is done by setting Nmax, Rmax, δmax,
and KCE representing the maximum length of the scheduling period, the maximum
number of resources available for pre-allocation, the maximum number of possible
retransmissions, and the total number of CE UEs, respectively (see line No. 1 in
Algorithm 3). After that, the centralized scheduling period Nk is estimated for all
CE UEs (line No. 2). Then, Algorithm 1 and Algorithm 2 are executed to obtain Rerk
and Rspk , respectively (lines No. 4-5). In the sequel, the following two cases of the
HARQ resource pre-allocation can take place: i) Rerk ≥ Rspk or ii) Rerk < Rspk . Based
on this, R∗k is calculated for the k-the CE UE (lines No. 6-10). The steps in lines No.
3-11 are repeated for each k-th CE UE. Finally, the overall number of pre-allocated
resources R∗ are calculated based on (32) (line No. 12).
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6.3.3 Discussion on suitability of various types of HARQ

In this section, we discuss a suitability of our proposal for various HARQ types
and we outline any potential modifications that need to be done. In general, the
HARQ types can be classified according to several criteria:

� Synchronous vs. asynchronous HARQ - In the synchronous HARQ, each HARQ
process occurs at predefined times relative to the initial transmission. Thus,
signaling of the HARQ process number is unnecessary and can be inferred from
transmission timing. In the asynchronous HARQ, the retransmissions can occur
at any time. Thus, the HARQ process number is necessary to correctly associate
each retransmission with the corresponding initial transmission. In other words,
the main difference for both HARQs is the retransmission timing. In our work,
we adopt the asynchronous HARQ, since it is used in 5G networks [35]. Still,
our proposal can be easily adapted also for the synchronous HARQ and only
time of individual retransmissions may need to be changed for the synchronous
HARQ while the number of pre-allocated resources is unaffected.

� Adaptive vs. non-adaptive HARQ – The adaptive HARQ allows to change mod-
ulation, coding rate, or number of resource blocks for retransmissions while the
non-adaptive HARQ keeps these parameters the same as for the first transmis-
sion. In our work, we assume adaptive HARQ process, since it is used in 5G
(please see [35]). As the result, the number of pre-allocated resource blocks is
modified with respect to initial transmission depending on the current chan-
nel quality. In principle, even the non-adaptive HARQ process can be utilized
for our proposal. In this case, however, the number of pre-allocated resource
blocks for individual retransmissions should be the same as in case of the initial
transmission of data.

� HARQ type I-III – In HARQ type I (chase combining), the same information
and parity bits are retransmitted each time. In HARQ Type II (incremental
redundancy), multiple different sets of code bits are generated for the same
information bits used in each transmission. The HARQ type III is based on
HARQ type II, but each retransmitted packet is self-decodable. In our work,
we do not specify HARQ type, as these rather relates to the physical layer
and, thus, are not relevant to the proposed pre-allocation of resource targeting
higher layers. Hence, all three HARQ types can be used for our proposal.
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6.4 Performance evaluation

The performance is evaluated in the MATLAB system-level simulator. To this
end, the simulation setup, competitive algorithms, and performance metrics are in-
troduced in the following subsections. Then, the simulation findings are presented
and comprehensively discussed.

6.4.1 Simulation scenario

We assume a square area of 1000x1000 m encompassing a single BBU located
in the middle, up to 100 RRHs, and 200 UEs deployed randomly with uniform dis-
tribution. Each UE is associated to the RRH, providing the highest SINR. In this
work, we implement the 3GPP 5G-compliant model described in [61]. The orthogo-
nal frequency division multiple access is assumed for the downlink transmission. The
channel between any UE and RRH, including shadowing and fast fading, is modeled
according to the Urban Micro-cell model [62] with mixed Line-Of-Sight (LOS) and
Non-LOS communication (see [81]). We adopt ICIC for interference management, as
explained in [51].

We assume a realistic fronthaul with latencies between 0 ms to 30 ms in line
with the Small Cell Forum model [64], which is widely adopted by researchers. The
proportional fair scheduler [65] is adopted as a basis for resource scheduling among
the UEs, as this scheduler provides an adequate trade-off between network goodput
and fairness [66]. For the traffic model, we select the full buffer model to examine
the performance of our proposal under heavy-load network conditions.

The BLER calculation is based on the Cyclic Redundancy Check (CRC) evalu-
ation, which is attached to transport blocks to detect the error at the receiver side
(i.e., UE). The incremental redundancy (IR) HARQ with a 1/3 turbo encoder is con-
sidered. The reason behind adopting IR-HARQ is its higher coding gain compared to
the chase combining HARQ [82]. The retransmitted data transport blocks are sent
with an initial coding rate of 1/2 or 3/4, and the maximum number of simultaneous
downlink HARQ processes is limited to 8 [61].

The HARQ adopts the N-channel stop-and-wait protocol, offering low buffering
requirements and low acknowledgment (ACK) / negative acknowledgment (NACK)
feedback overhead. In particular, the data packet must be delivered with a packet
error rate (PER) of less than 10−5, either with or without retransmission(s), as
detailed in [81].

The HARQ RTT is scaled by the TTI length, which is assumed as the default time
unit in this work. The TTI length depends on the number of OFDMA symbols and
the subcarrier spacing of the OFDMA modulation is tTTI = NS(1/∆f + tCP ), where
NS is the number of OFDMA symbols per TTI, ∆f represents subcarrier spacing,
and tCP stands for the duration of a cyclic prefix. We adopt a standard system
configuration with the carrier spacing equal to 15kHz and the normal duration of
tCP equal to approximately 4.7 us. Hence, considering 14 OFDMA symbols per one
TTI, the length of each TTI is equal to 1 ms. Note that the proposal can be adapted
for any sub-carrier spacing and any TTI defined for 5G networks (see Table I in [83]
with 5G numerologies).

Our proposed resource pre-allocation approach focuses on one part of RTT: de-
creasing the retransmission delay part. Since we propose HARQ retransmission at
the RRH instead of the BBU, our proposal shortens the retransmission delay by at
least double fronthaul. Note that the retransmission delay is understood as an ad-
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Table 6.1. Parameters and sitting for the chapter simulation

Parameters Values

Number of BBU, RRH, UEs 1, up to 100, 200

αC 1.2

Number of retransmissions up to 3 attempts

TTI length 1 ms

HARQ RTT 8 TTI

Antenna configuration Single input single output

Centralized sched. period 1; 5; 10; 15; 20 ms

ditional delay caused by data transport blocks needing retransmission(s). It means
the other HARQ RTT components are considered negligible for this purpose. Be-
cause the 5G networks have scalable TTIs, we assume 1 ms as a TTI length in this
work. Since our proposal pre-allocates part of the scheduling resources for individual
CE UEs’ HARQ needs at RRH(s) for immediate retransmission(s) without the BBU
intervention, any retransmission(s) is admitted and scheduled during individual CE
UEs’ scheduling period (i.e., Nk). Otherwise, the data packet is assumed to be lost.
Some simulation parameters and settings for this chapter are listed earlier in table
5.1, the rest are presented in table 6.1.

6.4.2 Competitive algorithms and performance metrics

To show the gain of the proposal, we compare the results of the proposed schedul-
ing with related competitive approaches. The proposed scheduling settings comprise:
i) the scheduling period selection, as explained in [89] [90], and ii) the dynamic
pre-allocation of resources for HARQ retransmission, as proposed in this work. The
following approaches are compared:

1) Centralized scheduler (CS): The conventional scheduling process is done only
at the BBU for all UEs without any functional split (i.e., split options 6-8 acc.
to 3GPP [17]).

2) Partially–Distributed Scheduler (PDS): The conventional scheduling is per-
formed at either the BBU or the partially distributed radio aggregation units
(RAU) depending on the individual UEs’ fronthaul delay, as proposed in [30].
Since the authors in [30] do not specify any deployment scheme of the RAUs,
a realistic case with the RAUs are collocated with the underlying RRH closest
to the cluster’s center of all underlying RRHs is assumed.

3) Hierarchical scheduler (HS): The conventional hierarchical scheduler based on
our previous works [89] [90], where only fixed pre-allocation of resources for the
HARQ process is done. This way, we demonstrate the impact of the proposed
dynamic pre-allocation.

4) CS - Proposal : The conventional CS implemented with our proposed scheduling
settings (i.e., dynamic pre-allocation of resources for HARQ retransmissions).

5) PDS - Proposal : The conventional PDS implemented with our proposed schedul-
ing settings.
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6) HS - Proposal : The conventional HS implemented with our proposed schedul-
ing settings.

7) HS − Optimum: We also show a theoretical upper bound of the hierarchical
scheduler in terms of network goodput and the CE UEs goodput. The schedul-
ing settings are dynamic and optimally adjusted for individual CE UEs. The
HS-Optimum comprises two parts: i) an estimation of the optimal scheduling
period length, Nopt, and ii) estimation of the optimal amount of pre-allocated
resources for the HARQ process R∗opt, while perfect prediction of the future
signal characteristic for the monitored period (50 ms in our case) is assumed to
estimate both. The first part, Nopt, is determined individually for each CE UE
according to its ”channel dynamicity”. Channel dynamicity is understood to
be significant in the changes in CQI per a monitored period of time. In general,
the more significant the CQI changes within the monitored period, the lower
N is set for the CE UE and vice versa. To find Nopt, we subsequently set the
scheduling period N from 1 to Nmax and N yielding the maximum goodput
is selected as the optimal individually for each CE UE. Regarding the second
part, the HS-Optimum always pre-allocates the exact amount of RBs needed
for any retransmission (please see scenario No. 1 in Fig. 16 representing the
ideal pre-allocation). Even though the HS-Optimum cannot be determined in
real-world networks, it represents the upper bound performance and allows us
to demonstrate the efficiency of the proposed solutions.

The performance of the competitive solutions and the proposed algorithms are as-
sessed by four performance metrics:

1) Network goodput : Sum goodput over both CE UEs and nCE UEs. The calcu-
lation of network goodput is based on (19). Note that the signaling overhead
(i.e., OHk in (19)) is also taken into consideration when the goodput is esti-
mated. Basically, the overhead size usually varies between 7% and 14% of the
downlink subframe size.

2) CE UEs goodput : Sum goodput only over the CE UEs for whom the proposal
is tailored specifically.

3) Downlink transport block loss rate: The ratio of data transport blocks not re-
transmitted to the CE UEs within 8 consecutive TTI due to a lack of scheduling
resources divided by the total number of received transport blocks.

4) MAPE : The evaluation of the number of pre-allocated RBs accuracy of the
thesis proposal compared to other counterparts (see (18) for the calculation of
the MAPE).
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6.4.3 Simulation results

This subsection summarizes the chapter’s findings and contributions made. Let
us start with the impact of the fronthaul delay on the goodput of all UEs (i.e., the
network goodput) as Fig. 17a, and also on the goodput of only CE UEs (see Fig.
17b). Disregarding the scheduler type, both the network goodput and the CE UEs
goodput gradually decrease with the fronthaul delay increasing. This is because the
fronthaul delay postpones the required scheduling information, i.e., channel quality
reports and delivery of the scheduling decision to the RRHs. The fronthaul delay
impairs the PDS, CS, and HS approaches’ goodput (i.e., the CE UEs and the network)
more significantly with respect to the proposed ones (PDS - Proposal, CS - Proposal,
and HS - Proposal), especially for higher fronthaul delays. More specifically, for
the PDS, CS, and HS approaches, the network goodput and the CE UEs goodput
are notably decreased compared to the optimum hierarchical scheduler approach
(i.e., HS - Optimum) by up to 39% if the fronthaul delay is increased from 0 to 30
ms (see Fig. 17). At the same time, the performance gap between HS - Proposal
and HS - Optimum is only by up to 2%. The gain of the hierarchical scheduler is
attained via an efficient suppression of the negative fronthaul delay impact as the
centralized scheduling decision can be adjusted in the RRHs for the nCE UEs in case
the fronthaul delay leads to a notable change in the channel quality. At the same
time, the CE UEs can still benefit from ICIC gain, as these are scheduled solely by
the BBU.

Another important finding is that the HS - Proposal outperforms the HS by up
to 13% for both the network goodput and the CE UEs goodput (see Fig. 17). Be-
sides, the added value of our proposal is that we can improve the performance of
conventional approaches, i.e., CS and PDS, if they exploit our pre-allocation algo-
rithm. In particular, the CE UEs goodput and the network goodput of CS-Proposal,
and PDS-Proposal approaches outperform the CS, and PDS approaches’ by up to
around 11%. This improvement is because the dynamicity of the HARQ resource
pre-allocation minimizes the probability of transport blocks getting lost due to the
lack of pre-allocated resources. Moreover, the dynamicity of the HARQ resource
pre-allocation decreases the amount of unexploited resources since the HARQ pre-
allocated resources vary based on the individual CE UEs’ actual needs. However, in
the CS, PDS, and HS approaches, the amount of the HARQ pre-allocated resources
is fixed. Based on that, the probability of data transport blocks getting lost due to
a lack of resources is notably increased since there is no flexibility in the amount of
HARQ pre-allocated resources.

The impact of the prolonged scheduling period in the C-Sc on the network good-
put and the CE UEs goodput is investigated in Fig. 18a and Fig. 18b, respectively.
Intuitively, the longer the scheduling period is, the less signaling overhead is required.
In Fig. 18, we observe that both the network and the CE UEs goodput increase with
the prolonging of N until the maximum goodput is reached at some point. Then, the
goodput starts decreasing. In the first phase (i.e., the goodput raising phase from 1
ms to 2 ms scheduling period), the network goodput and the CE UEs goodput are
increased as the signaling overhead related to the scheduling is notably reduced and
more resources remain for new data transmissions. Moreover, the channel quality
for low values of N is generally stable, and the loss in goodput due to a higher er-
ror rate resulting from potentially outdated channel state information for scheduling
is negligible. In the second phase (i.e., the goodput declining phase from about 2
ms scheduling period and onward), the goodput starts decreasing gradually with N
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(a)

(b)

Figure 17. Impact of fronthaul delay on the network goodput (a) and on the CE UEs
goodput (b) for centralized, partially distributed, and hierarchical schedulers (note
that N is set dynamically up to 20 ms).

as the impact of outdated channel state information becomes more significant and
dominates the gain introduced by the overhead saving.

Fig.18 also indicates that the degradation of goodput in case of HS - Proposal are
suppressed to be below 5% and 2%, if N is set to 1 ms and 20 ms, respectively. This
is because the scheduling period and the retransmission of pre-allocated resources are
dynamically set based on individual CE UEs CSI and the HARQ resources need on
the way to minimize the negative impact of the outdated CE UEs CSI. Note that the
hierarchical scheduler does not allow adjusting the scheduling resources for CE UEs
at the RRHs, as multiple RRHs serve these resources, and uncoordinated scheduling
updates by these RRHs would lead to potentially strong interference. However, the
goodput accomplished by PDS and CS severely decreases to around 15% for the same
range of N .
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(a)

(b)

Figure 18. Impact of scheduling period on the network goodput (a) and on the
CE UEs goodput (b) for centralized, partially distributed, and hierarchical scheduler
(fronthaul delay=0 ms).

Our results also cast a new light on the HARQ resource’s pre-allocation op-
tions. Generally, HS - Proposal, CS - Proposal, PDS - Proposal outperform the con-
ventional approaches (i.e., HS, CS, PDS) by nearly up to 9%. The proposal ap-
proaches outstanding performance is not surprising as the amount of the HARQ RBs
for individual CE UEs is dynamically set according to their actual needs. Overall, the
HS-Proposal approach is the one that obtained the most robust results in comparison
with the HS - Optimum. The results show that the HS-Proposal is dropped only by
around 2% compared to the HS -Optimum, while the HS is fallen by 10%.

Fig. 19 shows the probability of data transport blocks being lost due to insufficient
pre-allocated resources for HARQ retransmissions (i.e., within up to 8 TTI). Fig. 19
reveals that the transport block loss probability increases with the fronthaul delay
for all schedulers because the fronthaul delay negatively influences the scheduling
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Figure 19. Impact of the fronthaul delay on the transport block loss rate.

decision. Intuitively, a higher error rate is observed for high fronthaul. However, the
HS - Proposal significantly reduces the loss rate by up to 83% and 65%, compared
to the PDS and CS, respectively, due to the dynamicity of the HARQ resource pre-
allocation. Moreover, a notable improvement is observed even if we compare the
HS - Proposal with the HS, where our proposal reduces the loss rate by roughly
up to 30% for the longer fronthaul delay. The superiority of the dynamic HARQ
approach for hierarchical scheduler comes not only from its ability to suppress the
negative impact of a fronthaul delay by scheduling part of the UEs (i.e., nCE UEs)
at RRHs but also from the dynamic amount of RBs that are assigned for the HARQ
process based on individual CE UEs radio channel characteristics. However, even
better results are achieved using our proposed scheduling setting on both CS and
PDS, where the loss rate is remarkably reduced by up to 38% and 27%, respectively.

Fig. 20 shows the impact of the fronthaul delay and the scheduling period pro-
longation on the MAPE of the amount of the HARQ pre-allocated resources, ζ. The
ζ for all shown scenarios starts increasing with the fronthaul delay due to the neg-
ative impact of outdated CSI. Our approach, HS - Proposal, reaches the ζ of up to
57% lower compared to the HS, regardless of the length of the scheduling period.
This is because the actual value of retransmission pre-allocated resources is adjusted
according to the CE UEs’ HARQ actual needs rather than keeping it static for all
CE UEs. Furthermore, the ζ values increase with the scheduling period (i.e., N)
for all presented approaches as the scheduling information is not up to date for the
later TTIs within the scheduling period. Still, the proposed dynamic pre-allocation
of resources decreases ζ by roughly three times compared to static allocation.
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Figure 20. Impact of the fronthaul delay on the MAPE of the proposed hierarchi-
cal scheduler and the conventional hierarchical scheduler for different values of the
scheduling period.

6.5 Conclusions

In this chapter, the dynamic resource pre-allocation framework for hierarchical
scheduling in mobile networks with C-RAN architecture is presented. The dynamic
resource pre-allocation calculates the pre-allocated resources for the HARQ by com-
bining two distinct approaches: 1) the error rate and 2) the scheduling period. In
both aspects, we derived analytical expressions for estimating the amount of resources
needed. Our simulation results illustrate that the proposed dynamic pre-allocation
scheduler increases the goodput with other presented schedulers by around 39% and,
at the same time, minimizes the transport block loss rate and mean absolute per-
centage error of the amount of pre-allocated resources for the HARQ by 38% and
57%, respectively.
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Conclusions

This thesis has delved into the intricacies of resource allocation strategies within
the dynamic landscape of dynamic functional splitting C-RAN for 5G, specifically
focusing on addressing the challenge posed by fronthaul delay. By exploring various
strategies and solutions, this study has contributed valuable insights into optimizing
resource utilization in the context of C-RAN architectures. Therefore, this chapter
presents a synopsis of the thesis, followed by an elucidation of the research contribu-
tion derived from the presented work. Bringing this chapter to a close, a direction
for future research is outlined.

7.1 Thesis Summary

In this thesis, an overview of the scheduling approaches based on C-RAN for 5G
has been presented. Motivated by the limitations of the existing scheduling solutions,
a new framework for hierarchical scheduling in networks with C-RAN architecture
has been proposed for real-time self-optimization of mobile networks. Several ob-
jectives are outlined in pursuit of this goal, and corresponding solutions have been
furnished.

The first part of this thesis (i.e., chapter 4) describes a solution for resource
scheduling in 5G based on C-RAN. One of the main limitations of the mobile net-
works based on C-RAN is fronthaul delay between BBU and RRHs. The consid-
eration of fronthaul delay as a key challenge has added a layer of complexity to
the resource allocation dynamics, emphasizing the critical need for an adaptive and
efficient scheduling framework. Thus, we have proposed hierarchical scheduling as
a solution to overcome the current limitation by encompassing resource scheduling
into distributed units and centralized units. While the centralized unit performs the
long-term scheduling (i.e., scheduling period, N), especially for the cell-edge users
that can benefit from the interference mitigation techniques, the distributed units
eliminate a negative impact of the fronthaul delay on the non-cell-edge users and
enable efficient handling of the error correction. The hierarchical scheduling notably
improves the network throughput (up to 26%) via suppressing the negative impact
of the fronthaul delay. This gain can be further increased by several percent via a
dynamic setting of the scheduling period of the centralized unit.
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The second part of the thesis (i.e., chapter 5) focuses on maximizing the through-
put of individual UEs via enabling a dynamic adjustment of the scheduling period,
N , for each CE UE (i.e., the dynamic hierarchical scheduler). The motivation be-
hind the dynamic scheduling period is to cope with the delay between the time when
the channel quality (i.e., CSI) is reported and the time when individual UEs receive
the data. We propose and compare two approaches for setting Nk in this solution.
The first approach, denoted as the history-based setting of N, derives the value of Nk

solely from the individual UEs’ CSI observed in the past. The second one, denoted as
the prediction-based setting of N, predicts a future evolution of the individual UEs’
CSI and, then, estimates Nk based on the predicted future UE’s CSI. The simulations
confirm that the proposed dynamic schedulers increase the network throughput and
notably outperform the centralized and partially distributed schedulers by around
30% and 27%, respectively.

Lastly, the third part of the thesis (i.e., chapter 6) presents a solution for re-
source scheduling based on C-RAN for delay-sensitive services such as HARQ in the
thesis proposed hierarchical scheduling. This part of the thesis has proposed the
dynamic resource pre-allocation framework for hierarchical scheduling in mobile net-
works with C-RAN architecture for tackling such a problem. The dynamic resource
pre-allocation calculates the pre-allocated resources for the HARQ by combining two
distinct approaches: 1) the error rate and 2) the scheduling period. The error rate
approach determines the amount of the pre-allocated resource for the HARQ based
on the individual CE UEs’ error rate, while the scheduling period approach reflects
two factors in its estimation: 1) the CE UE’s radio channel dynamicity and 2) the
fronthaul delay. Analytical expressions for estimating the amount of resources needed
have been derived in both aspects. Simulation results illustrate that the proposed
dynamic pre-allocation scheduler increases the goodput with other presented sched-
ulers by around 39% and, at the same time, minimizes the transport block loss rate
and mean absolute percentage error of the amount of pre-allocated resources for the
HARQ by 38% and 57%, respectively.

{63}



Chapter 7 Conclusions

7.2 Research contributions

We have presented the thesis proposed solutions in many published papers, ap-
pearing in various sorts, such as magazines, journals, conferences, and technical re-
ports. The research contributions of these papers and the related objectives in each
paper are presented as follows:

� A new framework for resource scheduling in 5G based on C-RAN has been
proposed, combining the benefits of both centralized scheduling in the BBU
and distributed scheduling in the RRHs to suppress the negative impact of the
fronthaul delay. The proposed solution (i.e., hierarchical scheduler) notably
improves the network throughput and reduces the received transport block
error rate. This solution, described in chapter 4, published in [89] and fulfills
the Objective No. 1.

� In Chapter 5, we have presented a dynamic hierarchical scheduling in mobile
networks with C-RAN architecture. The dynamic hierarchical scheduler esti-
mates the UE’s scheduling period via two proposed approaches: i) history-based
and ii) prediction-based. The simulations confirm that the proposed dynamic
schedulers increase the network throughput compared to the proposed solu-
tion in chapter 4. This solution, vividly described in Chapter 5, and published
in [90], fulfills Objective No. 2.

� We further extended previous work in chapter 4 and chapter 5 by proposing a
dynamic resource pre-allocation framework for hierarchical scheduling in mo-
bile networks with C-RAN architecture. The dynamic resource pre-allocation
calculates the pre-allocated resources for the HARQ individually per UE by
combining two distinct approaches: 1) the error rate and 2) the scheduling
period. In both aspects, we derived analytical expressions for estimating the
amount of resources needed for HARQ. Our simulation results illustrate that
the proposed dynamic pre-allocation scheduler increases the goodput with other
presented schedulers and, at the same time, minimizes the transport block loss
rate and mean absolute percentage error of the amount of pre-allocated re-
sources for the HARQ. This solution, described in chapter 6 and published
in [91], fulfills Objective No. 3.
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7.3 Future Research Directions

The exploration of resource allocation with dynamic functional splitting in C-
RAN for 5G networks opens avenues for future research. As we delve into this
dynamic landscape, several promising directions emerge, offering opportunities for
further investigation and advancements. Practically, several future directions and
trends can be anticipated for scheduling resources in 5G, considering the hierarchical
scheduling in mobile networks with C-RAN architecture, which could include the
following:

� Machine Learning (ML) and artificial intelligence (AI) Integration:
Machine learning and artificial intelligence can be a promising integration on
the hierarchical scheduling to be incorporated for self-optimization. The fact
that these technologies can analyze vast amounts of data and, based on that,
make real-time scheduling decisions is helping to enhance the overall hierar-
chical scheduling network performance in terms of efficiency, flexibility, and
adaptability of resource management. These technologies can be applied to ad-
dress the dynamic and complex nature of 5G networks, where diverse services
with varying requirements coexist.

For instance, ML algorithms can analyze historical data and real-time net-
work conditions to predict traffic patterns and demand. This information can
contribute to dynamically pre-allocating resources based on predicted future
requirements. Furthermore, AI can facilitate cross-layer optimization by con-
sidering interactions between different network layers, enabling more holistic
and efficient resource scheduling.

� Energy-Efficient Scheduling: An energy-efficient resource allocation model
can be a perfect research extension for this work to obtain better bandwidth
performance, minimize network operations’ environmental impact, and improve
the sustainability of 5G networks. In the proposed hierarchical scheduling, en-
ergy consumption can be adopted as a parameter in user resource scheduling
decisions. Dynamically allocating network resources based on traffic demand
and user requirements can help reduce unnecessary power consumption. More-
over, techniques such as load balancing and adaptive modulation and coding
can be employed to optimize resource allocation dynamically.

� Fronthaul Latency Reduction Techniques: Investigate novel techniques
to reduce fronthaul latency, such as using low-latency transport protocols, edge
computing, and caching mechanisms, could be helpful as a future direction of
the hierarchical scheduling. This could involve designing intelligent algorithms
that dynamically adapt the functional split based on fronthaul delay measure-
ments.

� Network Slicing for QoS Differentiation: Explore the concept of net-
work slicing to create virtualized, customized slices of the network with specific
quality of service (QoS) requirements. This could involve designing resource
allocation mechanisms based on the hierarchical scheduling that considers the
unique demands of different slices, especially with respect to fronthaul delay
sensitivity.
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� Dynamic Functional Splitting in Heterogeneous Environments: Ex-
tend research of the hierarchical scheduling to cover heterogeneous environ-
ments, including the integration of different radio access technologies and de-
ployment scenarios. Develop adaptive algorithms based on hierarchical schedul-
ing that can dynamically adjust functional splitting based on the specific char-
acteristics of each deployment.

� Security Considerations: Address security challenges associated with hier-
archical scheduling and dynamic functional splitting. Explore potential vulner-
abilities and develop mechanisms to ensure the integrity and confidentiality of
data transferred between BBU and RRH units in C-RAN.

In conclusion, future research directions for resource allocation with dynamic
functional splitting in C-RAN for 5G networks hold great promise. These future
research directions aim to address the complexities of dynamic resource allocation,
ensuring responsiveness, efficiency, and minimal fronthaul delay negative influence in
the dynamic landscape of 5G.
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