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A B S T R A C T

Gene expression profiling is necessary for understanding cellular states
in different experimental conditions, which is needed in various fields of
biomedical research. Despite the significant progress in gene expression pro-
filing, large-scale genome-wide profiling is still expensive and challenging.
The introduction of the L1000 microarray platform made this analysis signif-
icantly cheaper by measuring the gene expression of only a few landmark
genes and using computational models to infer the gene expression levels of
the remaining genes. Initially, linear regression models were used but were
soon replaced by neural network (NN) models such as the D–GEX as they
are better suited for modeling the complex nonlinear relationships of the
expressions of individual genes.

This thesis introduces significant enhancements to the original D–GEX
model — primarily the introduction of transformative adaptive activation
functions (TAAFs), a novel class of adaptive activation functions. The TAAFs
introduce four adaptive parameters allowing for any horizontal and vertical
scaling and translation of any inner activation function. The TAAFs improve
the performance of the NNs for gene expression inference and also add
some robustness to the choice of the activation function. The performance
of NNs with TAAFs is shown on the task of gene expression inference
from the expressions of landmark genes of the L1000 microarray platform
and also using several artificially generated datasets to demonstrate their
applicability outside the omics domain. Additionally, we also show that the
improvements in the gene expression inference also translate to improvements
in the subsequent analyses, thus validating the practical impact of the usage
of the TAAFs.

A second important enhancement to the original NNs used for gene expres-
sion inference is the introduction of a tower and checkerboard architectures
that further improve the NNs with TAAFs and reach even better performance.
Notably, this improvement extends to subsequent analyses, demonstrating its
statistical significance in enhancing inferred data quality.

Although these improvements were demonstrated mainly on the gene
expression inference task, their scope is not confined to omics as they are
transferable to broader NNs applications. The TAAFs generalize various
activation functions already proposed in the literature and used for various
tasks, proving their versatility in multiple settings beyond gene expression
inference.

Additionally, this work provides an extensive list of activation functions,
serving as a reference to streamline future research and prevent redundant
proposals of activation functions already present in the literature.

Keywords: adaptive activation functions, deep learning, neural networks,
gene expression inference, tower architecture, checkerboard architecture,
transformative adaptive activation functions, L1000
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A B S T R A K T

Měření genové exprese je nezbytné pro porozumění buněčným procesům a
stavům v rozličných experimentálních podmínkách, což je potřeba v různých
oblastech biomedicínského výzkumu. Navzdory významnému pokroku v
měření genové exprese jsou velkorozsahové studie stále velmi drahé a ná-
ročné. Nástup měřící platformy L1000 výrazně zlevnil podobné studie díky
měření jen vybraných klíčových genů a použití výpočetních modelů k rekon-
strukci úrovní genové exprese zbylých genů. Původně byly použity modely
využívající lineární regresi, ale brzy byly nahrazeny neuronovými sítěmi jako
je D–GEX, které jsou vhodnější pro modelování složitých nelineárních vztahů
mezi expresemi jednotlivých genů.

Tato disertační práce přináší významná vylepšení původního D–GEX mo-
delu — zejména představuje transformativní adaptivní aktivační funkce
(TAAF), novou třídu adaptivních aktivačních funkcí. TAAF zavádějí čtyři
adaptivní parametry umožňující libovolné horizontální a vertikální škálo-
vání a translaci libovolné vnitřní aktivační funkce. TAAF zlepšují kvalitu
inference genové exprese a také přidávají určitou robustnost vůči výběru
aktivační funkce. Lepší modelovací schopnosti neuronových sítí s TAAF jsou
ukázány na úloze inference genové exprese z exprese klíčových genů micro-
array platformy L1000 a také pomocí několika uměle vytvořených datasetů
za účelem prokázání jejich aplikovatelnosti mimo oblast biomedicíny. Dále je
ukázáno, že zpřesnění inference genové exprese se také promítá do zpřesnění
následných analýz, což demonstruje, že TAAF jsou vhodné pro použití v
praxi.

Druhým důležitým vylepšením původních neuronových sítí použitých pro
inferenci genové exprese je představení věžových a šachovnicových architek-
tur, které dále zlepšují neuronové sítě s TAAF a dosahují ještě lepší přesnosti
inference. Tato vylepšení se projevují i v následných analýzách dopočtených
dat, čímž je ukázáno, že TAAF mají statisticky význam dopad na zlepšení
kvality dopočtených dat.

I když byla tato zlepšení předvedena hlavně na úloze inference genové ex-
prese, jejich použití není omezeno na oblast biomedicíny, nebot’ tato zlepšení
jsou použitelná v mnoha jiných aplikací neuronových sítí. Jelikož TAAF zo-
becňují různé aktivační funkce, které již byly navrženy v literatuře a použity
na rozličných úlohách, tak i TAAF jsou vhodné nejen pro inferenci genové
exprese.

Dále tato práce poskytuje rozsáhlý seznam aktivačních funkcí, který slouží
jako reference k zjednodušení budoucího výzkumu a předcházení opakova-
ným návrhům aktivačních funkcí již přítomných v literatuře.

Klíčová slova: adaptivní aktivační funkce, hluboké učení, neuronové sítě,
inference genové exprese, věžová architektura, šachovnicová architektura,
transformativní adaptivní aktivační funkce
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FCAF fusion of chaotic activation function, see Section 4.2.48.2; 104

FELU fast ELU, see Section 4.3.1.46; l, 120, 197, 202, 208, 216

FESN functional ESN 178

FFNN feed-forward neural network 11, 14, 16, 48, 158, 168, 174, 175, 177

FISH fluorescence in situ hybridization 30

FOS-ELM fuzziness-based OS-ELM algorithm 176



acronyms xxxv

FPAF fully parameterized activation function, see Section 4.3.1.24; 113, 207,
215, Glossary: fully parameterized activation function

FPFLU faster power function linear unit, see Section 4.2.7.8; 86

FPGA field-programmable gate array 18, 73, 175, 178

FPLUS first power linear unit with sign, see Section 4.2.7.4; 85

FracELU fractional ELU, see Section 4.3.18.7; 141

FracGELU fractional GELU, see Section 4.3.18.9; xxxv, 142

FracGELU1 FracGELU variant 1, see Section 4.3.18.9; 142

FracGELU2 FracGELU variant 2, see Section 4.3.18.9; 142, 143

FracLReLU fractional LReLU, see Section 4.3.18.5; 140

FracPReLU fractional PReLU, see Section 4.3.18.6; 141

FracReLU fractional ReLU, see Section 4.3.18.1; 139

FracSiLU fractional SiLU, see Section 4.3.18.8; xxxv, 141, 142

FracSiLU1 FracSiLU variant 1, see Section 4.3.18.8; 141, 142

FracSiLU2 FracSiLU variant 2, see Section 4.3.18.8; 141, 142

FracSoftplus fractional softplus, see Section 4.3.18.2; 139

FracTanh fractional tanh, see Section 4.3.18.3; 139

FReLU flexible ReLU, see Section 4.3.1.15; 82, 106, 110, 112, 122, 139, 196, 201

FSA Fourier series activation, see Section 4.3.47.11; 160, 211, 220

FSCN fast SCN xxxvi, 175

FSDESN fast subspace decomposition echo state network 178

FTS flatted-T swish, see Section 4.2.6.46; xxxix, li, 82, 134, 198

FunPReLU funnel parametric rectified linear unit, see Section 4.3.1.4; 106

FunReLU funnel rectified linear unit, see Section 4.3.1.4; 106

Fuzzy-ELM fuzzy ELM 176

G guanine 29, 30, 34, Glossary: guanine
G-BAPSO-SCN SCN with hybrid bat-particle swarm optimization 175

GA-SCN SCN based on genetic algorithms 175

GABU gating adaptive blending unit, see Section 4.3.47.3; 158, 210, 219

GAGAN geometry-aware GAN 182

GaLU Gaussian ReLU, see Section 4.3.31.2; 148

GAN generative adversarial network xxxi–xxxvi, xxxix–xliv, 4, 38, 42–47,
180–184, 276, 285, 290

GARBM Gaussian RBM with binary auxiliary units 181

GCD-GAN gradient-guided dual-branch GAN 182

GCN-RW graph convolutional networks with random weights 179

GCU growing cosine unit, see Section 4.2.33; 99, 100

GDTAAF generalized dual transformative adaptive activation function 290

GE gene expression v, xlvi–xlviii, li, 1–7, 9, 17, 29, 30, 33, 35, 36, 38, 39, 41–48,
175, 179, 181, 183, 192, 229, 270, 271, 275–277, 280–282, 284, 285, 287,
288, 290, Glossary: gene expression

GEGLU gated GELU, see Section 4.2.4.3; 67

GELU Gaussian error linear unit, see Section 4.2.3.1; xxxv, xxxix, xlii, l, 59, 60,
62, 65, 67, 89, 91, 111, 131, 134, 140, 142, 143, Glossary: GELU

GeNN genetic neural network xlviii, 42, 43, Glossary: genetic neural network
GEO Gene Expression Omnibus 38, 41, Glossary: Gene Expression Omnibus
GEU Gaussian error unit, see Section 4.3.11; 134, 135



xxxvi acronyms

GGAN graph GAN 182

GLN global-local neuron, see Section 4.3.26; 145

glsoftmax generalized Lehmer softmax, see Section 4.3.5; 133

GLU gated linear unit, see Section 4.2.4; 66, 67

GMDH group method of data handling 9, 10

GNN graph neural networks xxxiv, 42, 43, 161, 179, see NN
GO gene ontology 45

gpsoftmax generalized power softmax, see Section 4.3.6; 133

GPU graphics processing unit 3, 12, 41, 190, 222, 289, Glossary: GPU
GRA generalized Riccati activation, see Section 4.3.2.9; 128

GReLU generalized ReLU, see Section 4.3.23; 144

GRN gene regulatory network 43

GRNN gene regulatoryneural network 43

GTU gated tanh unit, see Section 4.2.4.1; 66, 130

H-ELM hierarchical extreme learning machine 176

HardELiSH hard exponential linear sigmoid squashing, see Section 4.2.7.18;
89

HCAF hybrid chaotic activation function, see Section 4.2.48.1; 103, 104

HcLSH hyperbolic cosine linearized squashing function, see Section 4.2.37;
100

HCR-ESN hybrid circle reservoir ESN 178

HGAN hyperbolic GAN 182

HPAF Hermite polynomial-based activation function, see Section 4.3.47.9; 160

I-ELM incremental ELM xxxii, 176

ILSVRC ImageNet Large-Scale Visual Recognition Challenge 12

IpLU polynomial linear unit, see Section 4.2.7.5; 86

ISRLU inverse square root linear unit, see Section 4.2.8.9; 92, 93

ISRU inverse square root unit, see Section 4.2.8.10; 65, 93, 145

ISSA-FSCN FSCN with an improved sparrow search algorithm 175

JCI Journal Citation Indicator xii, Glossary: Journal Citation Indicator
JIF Journal Impact Factor xii, Glossary: Journal Impact Factor

K-ELM kernel based ELM 176

K-RVFLN kernel RVFLN 174

k-WTA k-winner-take-all, see Section 4.2.46; 103, Glossary: k-winner-take-all
KAF kernel activation function, see Section 4.3.55.5; 140, 170, 171, 210, 219

KDAC knowledge discovery activation function, see Section 4.2.45; 102

KNN k–nearest neighbor 41, 47

L–ReLU Lipschitz ReLU, see Section 4.2.7.10; 87

LAAF locally adaptive activation function, see Section 4.3.15; 129, 135, 136,
202, 278, 279

LADA leaky apical dendrite activation, see Section 4.2.6.51; 84

LAF logarithmic activation function, see Section 4.2.13; 93, 94

LaLU Laplace linear unit, see Section 4.2.3.4; 60

LAU logmoid activation unit, see Section 4.3.15.5; liii, 94, 137



acronyms xxxvii

LEAF learnable extended activation function, see Section 4.3.22; 144

LeLeLU leaky learnable ReLU, see Section 4.3.1.8; 107, 196, 201

LinGeNN linear GeNN 43, Glossary: linear GeNN
LinQ linear quadratic activation, see Section 4.2.8.8; 92, 209, 217

LiSA linearized sigmoidal activation, see Section 4.3.32.2; xxxi, 150

LiSHT linearly scaled hyperbolic tangent, see Section 4.2.3.28; 64, 77, 130

LogSQNL square logistic sigmoid, see Section 4.2.8.6; 92

LP linear programming 43

LPAF Legendre polynomial-based activation function, see Section 4.3.47.8; 159,
160, 210, 219

LPSCN locality preserving SCN 175

LPSELU leaky parametric scaled exponential linear unit, see Section 4.3.1.54;
xxxvii, 122, 208, 216

LPSELU_RP leaky parametric scaled exponential linear unit with reposition
parameter, see Section 4.3.1.55; 122, 208, 216

LR linear regression v, xlviii, 2, 41, 177, 179, 185, 287

LReLU leaky ReLU, see Section 4.2.6.2; xxxv, xxxviii, xxxix, xliv, xlv, xlix, l,
52, 54, 61, 65, 68–70, 75, 82–84, 87, 88, 97, 105, 107, 109, 112, 117, 124,
136, 140, 143, 149, 155, 160, 165, 195, 196, 205, 206, 212, 290, Glossary:
leaky ReLU

LRTanh linearized hyperbolic tangent, see Section 4.2.2; 51

LRTLU leaky rectified triangle linear unit, see Section 4.2.6.29; 77

LSELU leaky scaled exponential linear unit, see Section 4.2.7.12; 88, 205, 214

LSPTLU leaky single-peaked triangle linear unit, see Section 4.2.6.29; 77

LSTM long short-term memory 18, 42, 64, 101, 103

LuTU look-up table unit, see Section 4.3.45; 154, 155, 160, 209

m-arcsinh modified arcsinh, see Section 4.2.26; 98

M-RVFLN M-estimation-based RVFLN 174

MAE mean absolute error xxxviii, 41, 190–192, 233–235, 238–240, 245–251,
261, 267–271, 275

MAF multiquadratic activation function, see Section 4.3.24; 144

MarReLU marginPReLU, see Section 4.3.1.3; 106

MBA multi-bias activation, see Section 4.3.30; 147, 197, 203

MCC Matthew’s correlation coefficient 193, 237, 241, 270, 272, 273, 282, 285,
444–455

MCDNN multi-column deep neural network 171

MDAE mean difference of absolute errors, see Eq. (5.3); xxxviii, 5

MEF modified Elliott function, see Section 4.2.8.11; 93

MeLU Mexican ReLU, see Section 4.3.31; xxxviii, xlix, 148, 166, 209

MI-CDBN mode isolation convolutional deep belief network 181

MI-ESN mutual information optimized ESN 178

MIN maxout-in-network 168

miRNA microRNA 1, 47, 48, Glossary: microRNA
MK-RVFLN multi-kernel RVFLN xxxiv, 174

ML machine learning li, 3, 11–13, 48

ML-DOS-ELM DOS-ELM 176

ML-ELM multi-layer extreme learning machine 176



xxxviii acronyms

ML-OCELM multilayer neural network based one-class classification with
ELM 176

MLP multi-layer perceptron 13, 43, 136

MLReLU modified LReLU, see Section 4.2.6.45; 82

MMAE mean mean absolute error 5, 191, 229, 235–237, 249, 254, 255, 257–259,
261, 266–268, 270, 275, 276, 280, 281, 284, 285, 456–459

MMDAE mean MDAE, see Eq. (5.4); 191, 229–235

MMeLU modified Mexican ReLU, see Section 4.3.31.1; 148

MNN mutual nearest neighbor 47

MoGL-SCN Bayesian robust SCN based on a mixture of the Gaussian and
Laplace distributions 175

MoGU mixture of Gaussian unit, see Section 4.3.47.10; 156, 160, 210, 219

MP max-pooling 10–12

MPELU multiple parametric exponential linear unit, see Section 4.3.1.48; 120,
124, 125, 208, 216

MR master regulator 42

MR-ESN multiple reservoirs echo state network 178

mReLU mirrored rectified linear unit, see Section 4.2.6.28; 76, 106

MRI magnetic resonance imaging xlii, 182, 183

mRNA messenger RNA xlvi, 1, 35, 37, 48, Glossary: messenger RNA
MSAF multistate activation function, see Section 4.2.2.24; xliii, 57, 211, 219

MSE mean squared error 25

MSiLU modified sigmoid-weighted linear unit, see Section 4.2.3.23; 63

MSRF mollified square root function, see Section 4.3.54; 164, 165

MTLU multi-bin trainable linear unit, see Section 4.3.43; 153, 154, 209, 218

MWF modified Weibull function, see Section 4.3.38; 152

N-PWLU non-uniform piecewise linear unit, see Section 4.3.43; 153

NAF neuron-adaptive activation function, see Section 4.3.27; 146, 199, 203, 209,
217

NCBI National Center for Biotechnology Information xlvii
NCReLU negative CReLU, see Section 4.2.6.35; 78

NCU non-monotonic cubic unit, see Section 4.2.42; 101

NFT non-fungible token 99

NGRC next generation reservoir computing 178

NGS next-generation sequencing li, 33

NIN network in network 113, 120, 131, 149, 168, 169

NLP natural language processing 54

NLReLU natural-logarithm-ReLU, see Section 4.2.6.12; 71

NN neural network, see Chapter 2; v, xxxiii, xxxiv, xxxvi, xxxviii, xl, xli, xlv–l,
2–4, 6, 9–18, 24–27, 39, 41–50, 56, 60, 64, 66, 68, 73, 79, 95, 96, 98, 103,
105, 111, 117, 120, 130, 150, 153, 161, 163, 168, 169, 171, 173, 174, 176,
177, 179–181, 184, 186, 193, 221, 222, 225, 229, 230, 232, 262, 264, 265,
276–284, 287–289, Glossary: neural network

NReLU noisy ReLU, see Section 4.2.6.6; 70, 108, 206, 213

nt nucleotide xlix, 35, 39

O-ESN particle swarm optimized ESN 178



acronyms xxxix

OAF Optimal Activation Functio, see Section 4.2.6.47; 83

OLReLU optimized leaky ReLU, see Section 4.2.6.2; 69, 205, 212

OPAU orthogonal Padé activation unit, see Section 4.3.51; 162, 163

OPLAF odd power linear activation function, see Section 4.2.6.41; 81

OPLU orthogonal permutation liner unit, see Section 4.2.6.37; 79

OS-ELM online sequential ELM xxxiii, xxxiv, xli, 176

OSCN orthogonal SCN 175

p-swish parametricswish, see Section 4.3.1.42; 118

parameterized softplus parametrized softplus, see Section 4.3.20; 143, 145, 199,
203

PAU Padé activation unit, see Section 4.3.48; xxxix, xli, 111, 161, 162, 210, 219

PC Parallel Circuit 171, 222

PCA principal component analysis 38, 44, Glossary: principal component
analysis

PDELU parametric deformable exponential linear unit, see Section 4.3.1.59;
124, 208, 216

PELU parametric exponential linear unit, see Section 4.3.1.43; xxxviii, 118–120,
123, 197, 208, 216

PESN polynomial ESN xli, 178

PFLU power function linear unit, see Section 4.2.7.7; xxxv, 86, 132

PFPLUS parametric first power linear unit with sign, see Section 4.3.1.61; 125

PFPM parametric flatten-p mish, see Section 4.3.10; 134

PFTS parametric flatted-T swish, see Section 4.3.9; 134, 198, 203

PGELU parametric Gaussian error linear unit, see Section 4.3.8; 134, 135

PiLU piecewise linear unit, see Section 4.3.1.22; 106, 112, 207, 215

PLAF power linear activation function, see Section 4.2.6.41; xxxiv, xxxix, 81

PLGAN panoptic layout GAN 182

pLogish parametric logish, see Section 4.2.3.15; 62, 196, 200

PLU piecewise linear unit, see Section 4.3.34; 149, 150, 209, 217

PMAF piecewise Mexican-hat activation function, see Section 4.2.23; 97

PoLU power linear unit, see Section 4.2.7.6; 86

PolyLU polynomial linear unit, see Section 4.2.7.4; 85

positive PReLU positive parametric rectified linear unit (PReLU), see Sec-
tion 4.3.1.2; 106, 196, 200

PPAF piecewise polynomial activation function, see Section 4.3.52; 163

PPGN Plug and Play generative networks 183

PRBF piecewise radial basis function, see Section 4.2.24; 98

PReLU parametric rectified linear unit, see Section 4.3.1.1; xxxiv, xxxv, xxxvii,
xxxix, xli, 54, 72, 82, 99, 105–108, 111–114, 118, 119, 124, 141, 148, 149,
201, 206, 214, Glossary: PReLU

PReNU parametric rectified non-linear unit, see Section 4.2.6.15; 72

PREU parametric rectified exponential unit, see Section 4.3.1.9; 83, 108, 206,
214

ProbAct probabilistic activation, see Section 4.3.1.11; 108, 138

pRPPSG p-recursive piecewise polynomial sigmoid generator, see Section 4.2.2;
51

PRSCN pruning regularization SCN 175



xl acronyms

pRVFLN parsimonious random vector functional link network 174

pSechSig parametric SechSig, see Section 4.2.2.22; 57

PSELU parametric scaled exponential linear unit, see Section 4.3.1.53; xxxvii,
122, 208, 216

pserf parametric serf, see Section 4.3.3.13; 132

PSF parametric sigmoid function, see Section 4.3.2.7; 128

PSGU Parameterized self-circulating gating unit, see Section 4.3.3.7; 130, 131

PShELU exponential linear unit with a trainable horizontal shift, see Sec-
tion 4.3.1.56; li, 197, 201, 289

psigmoid parametric sigmoid, see Section 4.3.2.6; 128, 198, 203

PSiLU parametric SiLU, see Section 4.3.3.1; 129, Glossary: PSiLU
PSoftplus parametric softplus, see Section 4.2.18; 96, 196, 201

PSSiLU parametric shifted SiLU, see Section 4.3.3.3; 129

PSTanh parametric scaled hyperbolic tangent, see Section 4.3.15.2; 136, 198,
203, 289

PSvELU exponential linear unit with a trainable vertical shift, see Section 4.3.1.56;
li, 197, 202

ptanh penalized hyperbolic tangent, see Section 4.2.2.9; 54

pTanhSig parametric TanhSig, see Section 4.2.2.23; 57

PTELU parametric tanh linear unit, see Section 4.3.1.30; 58, 114–116, 136, 207,
208, 215

PUAF polynomial universal activation function, see Section 4.2.16; 95

PuVAE purifying VAE 181

PVLU parametric variational linear unit, see Section 4.3.1.62; 126

PWLU piecewise linear unit, see Section 4.3.43; xxxviii, 153

QNN quadratic neural network 14

RBF radial basis function xxxi, xxxix, 176

RBM restricted Boltzmann machine xxxv, 44, 157, 180, 181

RC reservoir computing xxxviii, 177–179, 185

RCN random convolution node 176

ReBLU rectified BLU, see Section 4.3.1.38; 117

ReGLU gated ReLU, see Section 4.2.4.2; 67

ReLTanh rectified linear tanh, see Section 4.3.1.36; 71, 116

ReLU rectified linear unit, see Section 4.2.6; xxxi, xxxiii–xxxviii, xl–liii, 47–
50, 52, 54, 59, 61, 62, 64–66, 68–73, 75–85, 87–91, 93–95, 97–99, 101,
105, 106, 108–114, 117, 118, 120–122, 124, 125, 131, 135, 136, 138, 140,
143, 144, 146–149, 151, 153, 155, 156, 158–161, 163, 164, 168, 169, 184,
195–198, 209, 279, Glossary: ReLU

RePGAN GAN with residual partial modules 182

RePSHU rectified parametric sigmoid stretchage unit, see Section 4.3.1.58; 124

RePSKU rectified parametric sigmoid shrinkage unit, see Section 4.3.1.58; 124

RePSU rectified parametric sigmoid unit, see Section 4.3.1.58; 124

RePU rectified power unit, see Section 4.2.6.39; l, 3, 72, 80, 110

RESN robust echo state network 178

ReSP rectified softplus, see Section 4.2.6.14; 72, 206, 213

REU rectified exponential unit, see Section 4.2.6.49; 83, 91, 108



acronyms xli

RI-GAN GAN with residual inception modules 182

RMAF ReLU memristor-like activation function, see Section 4.3.1.29; 114, 196,
201

RMDL random multimodel deep learning 179

RMS root mean square 134, 135

RNA ribonucleic acid xlvi, xlix, li, 1, 30, 34–37, Glossary: RNA
RNA-Seq RNA sequencing xli, 1, 29, 33, 34, 36–39, 41–48, Glossary: RNA-Seq
RNN recurrent neural network xlv, 14, 17, 18, 43, 66, 126, 177, 179, Glossary:

recurrent neural network
RoCGAN robust conditional GAN 182

RPAU randomized Padé activation unit, see Section 4.3.49; 161

RPReLU react-PReLU, see Section 4.3.1.5; 106, 201

RReLU randomized leaky ReLU, see Section 4.2.6.3; lii, 65, 68–70, 79, 111, 161,
205, 213, Glossary: randomized leaky ReLU

rRNA ribosomal RNA 34, 35, Glossary: ribosomal RNA
RS-SCN SCN with rough set based attribute reduction 175

RSign react-sign, see Section 4.3.13; 135, 196, 201

RSP rand softplus, see Section 4.2.19; 96

RT–PReLU randomly translational PReLU, see Section 4.3.1.10; 108, 206, 214

RT–ReLU randomly translational ReLU, see Section 4.2.6.11; 71, 81, 108, 206,
213

RVFLN random vector functional link network xxxi, xxxiii, xxxvi, xxxvii, xl,
xlii, xliv, 174, 175

S-PESN simplified PESN 178

S-RReLU softsign randomized leaky ReLU, see Section 4.2.6.4; 70, Glossary:
softsign randomized leaky ReLU

SAAAF shape autotuning adaptive activation function, see Section 4.3.16; 138

SAAF smooth adaptive activation function, see Section 4.3.28; 138, 146

SAE sparse autoencoder 48

SAF spline interpolating activation function, see Section 4.3.52; 162, 163

SAGAN self-attention GAN 182

SAO-ELM structure-adjustable OS-ELM 176

SaRa swish and ReLU activation, see Section 4.2.6.53; 84

SAU smooth activation unit, see Section 4.3.1.6; 107

SAVE structured activation of vertex entropy 171, 172

SBAF Saha-Bora activation function, see Section 4.2.12; 94

SC soft clipping, see Section 4.2.2.11; 54

SC-mish soft clipping mish, see Section 4.3.1.40; 118

SC-swish soft clipping swish, see Section 4.3.1.41; 118

SCAA spatial context-aware activation, see Section 4.2.6.10; 71

scATAC-Seq single-cell ATAC-seq 45, 46

SCBNN stochastic configured Bayesian neural network 175

SCIBER single-cell integrator and batch effect remover 47

SCL-mish soft clipping learnable mish, see Section 4.3.1.40; 118

SCN stochastic configuration network xxxii–xxxv, xxxvii–xxxix, xli, 175

scRNA-Seq single-cell RNA-Seq 43–47

scVI single-cell variational inference 46



xlii acronyms

SE-DCGAN squeeze-excitation network-deep convolution GAN 182

SELU scaled ELU, see Section 4.2.7.11; 54, 59, 65, 87, 88, 111, 122, 140, 155, 205,
208, 213

SERLU scaled exponentially-regularized linear unit, see Section 4.2.7.13; xlv,
88

SESN sinusoidal ESN 178

SExp scaled exponential function, see Section 4.3.15.4; 137, 198, 203

SG Sigmoid-Gumbel, see Section 4.2.2.17; 56

SGD stochastic gradient descent xlv, 26, 27, Glossary: stochastic gradient
descent

SGELU symmetrical Gaussian error linear unit, see Section 4.2.3.2; 59, 60, 195,
201

SGT scaled-gamma-tanh, see Section 4.3.12; 135

SHAP Shapley additive explanations 47, Glossary: Shapley additive explana-
tions

ShELU exponential linear unit with a fixed horizontal shift, see Section 4.3.1.56;
li, 194, 197, 201

ShHardTanh HardTanh with a fixed horizontal shift, see Section 4.2.6.19; 74,
197, 202

ShiLU adaptive shifted ReLU, see Section 4.3.1.16; 110, 196, 201, Glossary:
ShiLU

SiELU Gaussian error linear unit with sigmoid activation function, see Sec-
tion 4.2.3.35; 66

SigLU sigmoid linear unit, see Section 4.2.6.52; 58, 84

SiLU sigmoid-weighted linear unit, see Section 4.2.3; xxxii–xxxv, xl, xliv,
xlvii–liii, 53, 58–64, 66, 117, 129–132, 141, 142, 144, 198

SinLU sinu-sigmoidal linear unit, see Section 4.3.3.11; 132, 210, 219

SLAF self-learnable activation function, see Section 4.3.47.6; 111, 159, 210, 219

SlReLU Sloped ReLU, see Section 4.2.6.5; 70, 106, 112, 195, 196, 200

SLS-SS scaled logistic sigmoid with scaled sine, see Section 4.3.27.1; 146, 209,
217

SLU softplus linear unit, see Section 4.2.6.13; 72

sMRI structural MRI 183

SMU smooth maximum unit, see Section 4.3.1.7; lii, 107

snmC-Seq single-nucleus methylcytosine sequencing 46

SNN self-normalizing neural network 87

SP-RVFLN sparse pre-trained RVFLN 174

SPECT single-photon emission computed tomography 183

SPLASH simple piecewise linear and adaptive function with symmetric
hinges, see Section 4.3.29; 147

SPOCU scaled polynomial constant unit, see Section 4.2.15; 95

SQLU square linear unit, see Section 4.2.8.2; 91

SQMAX square softmax, see Section 4.2.8.7; 92

SQRT square-root-based activation function, see Section 4.2.9; 93

SqSoftplus square softplus, see Section 4.2.8.5; 92

SQU shifted quadratic unit, see Section 4.2.44; 102

squish square swish, see Section 4.2.8.3; 91



acronyms xliii

SReLU S-shaped ReLU, see Section 4.3.32; lii, 65, 124, 149, 150, 153, 166, 209,
217

SRS soft-root-sign, see Section 4.2.2.10; 54

SSAF S-shaped activation function, see Section 4.2.9; 93

SSBS smooth sigmoid-based shrinkage, see Section 4.3.1.58; 124

SSE sum of squared errors 25

sSELU scaled scaled exponential linear unit, see Section 4.2.7.14; 88, 206, 214

SSinH scaled sine-hyperbolic function, see Section 4.3.15.3; 136, 137, 198, 203

SSS shifted and scaled sigmoid, see Section 4.2.2.1; 51, 195, 200

SSU shifted sine unit, see Section 4.2.35; 100

STAC-tanh slope and threshold adaptive activation function function with
tanh function, see Section 4.3.2.8; 128, 205, 212

stanh scaled hyperbolic tangent, see Section 4.2.2.3; 52, Glossary: scaled hyper-
bolic tangent

STGAN selective transfer GAN 182

STM short-term memory 177

SVAF slope varying activation function, see Section 4.3.2.4; 127, 198, 202, 279

SvELU exponential linear unit with a fixed vertical shift, see Section 4.3.1.56;
li, 123, 194, 197, 201

SVESM support vector echo-state vector machine 178

SvHardTanh HardTanh with a fixed vertical shift, see Section 4.2.6.19; 74, 197,
202

SVM support vector machine 47, 98, 177, 179

SwiGLU gated swish, see Section 4.2.4.4; 67

SymMSAF symmetrical MSAF, see Section 4.2.2.24; 57

T thymine 29, 30, 34, Glossary: thymine
T-swish arctan swish, see Section 4.3.1.57; 123, 208, 216

TAAF transformative adaptive activation function, see Section 5.2; v, vi, xxxiv,
xlv, 2–7, 173, 187–189, 192–199, 201, 203–212, 217, 220–222, 225, 226,
229–235, 237–251, 254–258, 260–262, 266–268, 270–273, 275–285, 287–
290, 426–455, Glossary: transformative adaptive activation function

TAF trainable activation function 105, 156, Glossary: trainable activation func-
tion

TaLU tanh linear unit, see Section 4.3.1.31; l, 115

tanh hyperbolic tangent, see Section 4.2.2; xxxv–xxxvii, xl, xlii–xliv, xlviii, xlix,
li–liii, 5, 6, 49, 51, 52, 54, 55, 58, 59, 62–65, 68, 73, 77, 79, 85, 87, 91–93,
98, 101, 108, 111, 114–116, 127, 131, 136, 138, 139, 143, 144, 149, 155,
156, 158, 164, 168, 169, 229–231, 233, 235–237, 239, 245, 252, 260, 261,
267, 275, 276, 280, 281, Glossary: hyperbolic tangent

TBSReLU tangent-bipolar-sigmoid ReLU, see Section 4.2.3.19; xliii, 62, 131

TBSReLUl TBSReLU learnable, see Section 4.3.3.8; 131

TCA trained compound activation function, see Section 4.3.47.1; xliii, 157, 211,
218

TCAv2 trained compound activation function variant 2, see Section 4.3.47.1;
157, 211, 218

TeLU tanh exponential linear unit, see Section 4.3.1.34; 115

ThLU tanh linear unit, see Section 4.2.7.1; 85, 114



xliv acronyms

TransGAN transformer based GAN 182

TRec truncated rectified, see Section 4.2.6.21; 3, 75

TReLU tanh based ReLU, see Section 4.3.1.35; xliv, 85, 116, 207, 215

TReLU2 TReLU variant 2, see Section 4.3.1.35; 116

TRN transcriptional regulatory network 43

TruG truncated gaussian unit, see Section 4.3.53; 164

TS-sigmoid triple-state sigmoid unit, see Section 4.2.2.6; 53, 60

TS-swish triple-state swish unit, see Section 4.2.3.6; 53, 60, 129

TSAF trapezoid-shaped activation function, see Section 4.3.36; liii, 151, 166

TSiLU hyperbolic tangent sigmoid-weighted linear unit, see Section 4.2.3.24;
63

tsoftmax tuned softmax, see Section 4.3.4; 132

TSP travelling salesman problem 184

TSReLU tangent-sigmoid ReLU, see Section 4.2.3.18; xliv, 62, 131

TSReLUl TSReLU learnable, see Section 4.3.3.7; 131

TWIESN time warp invariant echo state network 178

UAF universal activation function, see Section 4.3.21; xl, 95, 143, 144

VAE variational autoencoder xxxii, xl, 4, 43–46, 181–184

VAF variable activation function, see Section 4.3.55.1; 168, 169, 211, 220

VARGAN variance enforcing GAN 182

VBAF volatility-based activation function, see Section 4.2.47; 103

VLReLU very leaky ReLU, see Section 4.2.6.2; 68, 69, 155, 205, 212

VLU variational linear unit, see Section 4.2.6.9; xl, 71, 126

VML-ESN variable memory length ESN 178

vReLU V-shaped ReLU, see Section 4.2.6.25; lii, liii, 76, 77, 97, 165

VSF variant sigmoid function, see Section 4.2.2.2; 52, 195, 200

WCRVFLN wavelet-coupled RVFLN 174

WGAN-GP Wasserstein GAN with gradient penalty 44, 45, 182

WHE wide hidden expansion 168, 169

WiG weighted sigmoid gate unit, see Section 4.2.3; 59

WoS Web of Science xii, xlviii
WRN wide residual network 149, 177

WTA winner-take-all 10

https://www.webofscience.com/wos


G L O S S A RY

β-softmax an extension of the softmax activation function (AF), see Sec-
tion 4.2.5.1; 67

1Dmeta-ACON a MetaACON variant, see Section 4.3.3.6; 130

ACON-A an adaptive activation function from the ACON family; another
name for the swish, see Section 4.3.3.1; xlv, 129

ACON-B an adaptive activation function from the ACON family; extension
of the ACON-A, see Section 4.3.3.5; xlv, 130

ACON-C an adaptive activation function from the ACON family; extension
of the ACON-B, see Section 4.3.3.6; xlix, 130

Adam a popular variant of the SGD optimization algorithm; more in [291] 26,
27

adaptive activation function an activation function that can adapt to the data;
often, it has a parameter whose value is data-dependent v, xxxiv,
xxxvi, xli, xliii, xlv, xlvii, xlix–li, liii, 2–4, 105, 107, 114, 121–129, 132,
134, 135, 137–140, 143–146, 148, 151–154, 157, 158, 160, 168, 169, 193,
194, 197–199, 207, 229, 231, 233, 277–279, 287, 290

adaptive transformative unit a proposed unit, used for the implementation
of the proposed TAAF, see Section 5.4.1.1; 5, 225, 226

adenine a purine nucleobase. One of the four bases in the DNA. 29, 30, 34

Aranda-Ordaz an activation function, see Section 4.2.20; 96

arctangent the inverse of the tangent function, also used as an activation
function, see Section 4.2.2.4; 52, 98

arctid an activation function, see Section 4.2.28; 98

ARiA2 an activation function; special case of ARiA, see Section 4.3.37; 151, 152

artificial neural network a biologically inspired computational model, inter-
changeably used with the term neural network, see Chapter 2; xlix, 2,
4, 9, 10, 13, 14, 22, 41, 42, 51, 173, 278

ASERLU an activation function; an extension of the SERLU for BiLSTM
architectures, see Section 4.2.7.13; 88

backpropagation a method for calculation of the gradient of the loss function
w.r.t. the network’s weight 10, 11, 23–25, 50, 51, 111, 127, 174

bent identity an activation function, see Section 4.2.10; 94

bidirectional recurrent neural network a type of recurrent neural network
where the outputs can use information from both past and future
states, more in [447] 43

BipolarPlus an activation function proposed in [904], see Section 4.3.54.2; 164,
167

bounded leaky ReLU an activation function; ReLU variant combining BReLU
and LReLU, see Section 4.2.6.24; 75, 97, 149, 206, 213

bounded ReLU an activation function; ReLU variant with bounds, see Sec-
tion 4.2.6.16; xlv–xlvii, 3, 73, 75, 97, 165

xlv



xlvi glossary

BReLUPlus an activation function; a smoothed variant of BReLU, see Sec-
tion 4.3.54.7; 165

Category Normalized Citation Impact a document citation metric calculated
by Clarivate; it is equal to the number of a document’s citations nor-
malized by the expected number of citations for the same document
type, publication year, and subject area 4 xlviii

cDNA copy DNA, also called complementary DNA; synthetic DNA tran-
scribed from mRNA [381] using reverse transcriptase [379, p. 19] xlvi,
xlviii, 35, 36, 46

CiteScore a journal citation metric calculated by Elsevier using items indexed
in Scopus; it is equal to the average number of citations per document
published in the last four years 5 xii

comb-H-sine an activation function, see Section 4.2.25; 98, 195, 201

cosid an activation function, see Section 4.2.31; 99

cRNA copy RNA, transcribed from cDNA during amplification phase 35

cytosine a pyrimidine nucleobase. One of the four bases in the DNA. 29, 30,
34

D–GEX a neural network for gene expression inference [2], see Section 4.1.1;
v, 2–6, 38, 39, 41, 42, 47, 171, 187–190, 193, 221–225, 229–251, 266–268,
270–273, 275–277, 279–285, 287, 426–455

DELU an activation function proposed in [889]; not an abbreviation, see
Section 4.3.1.39; 85, 117, 119

differential gene expression analysis a commonly used computational ap-
proach for identifying genes whose expressions are significantly
different between two phenotypes [2112] 5, 192

DLU different name for SignReLU used in [904, 912], see Section 4.2.6.32; 77,
167

DNA an extended molecular structure for storing hereditary information
xlv–xlvii, xlix, liii, 1, 4, 29–34, 46

DNA microarray used for measuring DNA levels [384]; mainly for gene
expression analysis xlix, 3, 4, 29, 30, 32–34, 36, 37, 45

Dual Line an activation function; extension of DPReLU, see Section 4.3.1.21;
106, 112, 207, 215

dual parametric activation function an activation function inspired by
DPReLU, see Section 4.3.1.23; xlvii, 112, 113, 207, 215

DualELU an activation function; an ELU variant similar to DualReLU, see
Section 4.2.7.2; 85

DualReLU an activation function; a two-dimensional ReLU variant, see Sec-
tion 4.2.6.36; xlvi, 79, 85

E-swish an activation function based on the swish, see Section 4.3.3.4; 123, 129,
130

E-Tanh an activation function, see Section 4.2.40; 101, 195, 200

4 see https://incites.help.clarivate.com/Content/Indicators-Handbook/ih-normalize

d-indicators.htm

5 see https://service.elsevier.com/app/answers/detail/a_id/14880/supporthub/scopus/

https://clarivate.com/
https://www.elsevier.com/
https://www.scopus.com/
https://incites.help.clarivate.com/Content/Indicators-Handbook/ih-normalized-indicators.htm
https://incites.help.clarivate.com/Content/Indicators-Handbook/ih-normalized-indicators.htm
https://service.elsevier.com/app/answers/detail/a_id/14880/supporthub/scopus/


glossary xlvii

EIS a family of activation functions, not an abbreviation, see Section 4.3.25;
144, 145

Elliott an activation function, see Section 4.2.2.15; xxxvii, 55, 93

ELUPlus an activation function; a mollified variant of ELU, see Section 4.3.54.13;
167

ErfAct an adaptive activation function based on the swish, see Section 4.3.3.12;
132

expcos an activation function, see Section 4.3.42; 153

ExpExpish an activation function based on the SiLU, see Section 4.2.3.13; 61

exponential linear unit a popular activation function extending ReLU, see
Section 4.2.6.48; xxxii–xxxv, xxxvii–xl, xlii, xliii, xlvi–xlviii, l, li, 54, 59,
61, 65, 74, 82–89, 91–93, 108, 111, 114, 115, 117–125, 140, 141, 145, 156,
159, 160, 167, 194, 197, 205, 208, 213

exponential swish an activation function related to the sigmoid-weighted
linear unit (SiLU), see Section 4.2.3.8; 61, 129

external RNA control an approach for microarray performance assessment; see
[391] for more details 35

fully parameterized activation function an activation function similar to
DPAF, see Section 4.3.1.24; 113, 207, 215

GELU a popular activation function based on the cumulative distribution
function of the normal distribution, see Section 4.2.3.1; xxxv, xxxix,
xlii, l, 59, 60, 62, 65, 67, 89, 91, 111, 131, 134, 140, 142, 143

gene expression process of synthesizing gene product (e.g., a protein) using
information encoded in a gene v, xlvi–xlviii, li, 1–7, 9, 17, 29, 30, 33,
35, 36, 38, 39, 41–48, 175, 179, 181, 183, 192, 229, 270, 271, 275–277,
280–282, 284, 285, 287, 288, 290

Gene Expression Omnibus a central and public repository of high-throughput
gene expression data by NCBI, more in [430] 38, 41

generalized hyperbolic tangent an adaptive activation function, see Sec-
tion 4.3.2.1; 126, 128, 146, 198, 202

generalized swish an activation function related to the SiLU, see Section 4.2.3.7;
60, 129

genetic neural network a neural network architecture for gene expression
tasks presented in [439] xlviii, 42, 43

gish an activation function based on the SiLU, see Section 4.2.3.10; 61

GPU a specialized piece of hardware initially designed to accelerate image
processing and computer graphics in general; often used for acceler-
ation of training and inference of neural networks 3, 12, 41, 190, 222,
289

guanine a purine nucleobase. One of the four bases in the DNA. 29, 30, 34

Hard sigmoid an activation function similar to BReLU with sigmoid-like
shape, see Section 4.2.6.17; xlvii, xlviii, lii, 73, 75, 89, 148

Hard-Swish an activation function similar to Hard sigmoid related to the
swish function, see Section 4.3.31.3; 148, 149

Hardshrink an activation function similar to Hard sigmoid, see Section 4.2.6.22;
xlviii, 75, 166



xlviii glossary

HardshrinkPlus an activation function; a smoothed variant of Hardshrink,
see Section 4.3.54.10; 166

HardSReLUE an activation function; a parametric ELU, see Section 4.2.7.16; 89

HardTanh an activation function similar to Hard sigmoid with tanh-like
shape, see Section 4.2.6.18; xlii, xliii, xlviii, 73, 74, 111, 166, 197, 202

HardTanhPlus an activation function; a smoothed variant of HardTanh func-
tion, see Section 4.3.54.9; 166

hat an ReLU-based activation function, see Section 4.3.1.28; 114

Hexpo an activation function, see Section 4.2.2.12; 54, 55, 89, 205, 212

Hi-C high-throughput method for detection of chromatin interactions 46

hybridization a process in which a cDNA binds to the probes on the microar-
ray surface 29–31, 33–35

hyper-sinh an activation function, see Section 4.2.27; 98

hyperbolic tangent one of most common activation functions used in NNs,
see Section 4.2.2; xxxv–xxxvii, xl, xlii–xliv, xlviii, xlix, li–liii, 5, 6, 49,
51, 52, 54, 55, 58, 59, 62–66, 68, 73, 77, 79, 85, 87, 91–93, 98, 101, 108,
111, 114–116, 127, 128, 131, 135, 136, 138, 139, 143, 144, 149, 155, 156,
158, 164, 168, 169, 229–231, 233, 235–237, 239, 245, 252, 260, 261, 267,
275, 276, 280, 281

improved logistic sigmoid an activation function based on the logistic sig-
moid, see Section 4.2.2.7; 53, 128, 205, 206, 212

Journal Citation Indicator a journal citation metric calculated by Clarivate
using items indexed in WoS; it is equal to the average CNCI published
in the last three years xii

Journal Impact Factor a journal citation metric calculated by Clarivate using
items indexed in WoS; it is equal to the mean number of citations for
articles published in the last two years6 xii

k-winner-take-all an activation function based on the winner-take-all princi-
ple, see Section 4.2.46; 103

k-means a greedy clustering algorithm 39

L1000 a cost-efficient gene expression assay, see [1] v, 1, 2, 29, 37–39, 41, 42,
44, 47, 275, 281, 282, 287, 288, 290

lasso a linear regression variant with l1 regularization; more in [448] 43

leaky ReLU a popular ReLU based activation function; allows information
flow for negative inputs unlike ReLU, see Section 4.2.6.2; xxxv, xxxviii,
xxxix, xliv, xlv, xlix, l, 52, 54, 61, 65, 68–70, 75, 82–84, 87, 88, 97, 105,
107, 109, 112, 117, 124, 136, 140, 143, 149, 155, 160, 165, 195, 196, 205,
206, 212, 290

Li-ReLU an activation function; a combination of a linear function and ReLU
, see Section 4.2.6.33; 78

linear GeNN a variant of GeNN with linear activation function [439] 43

logish an activation function based on the SiLU, see Section 4.2.3.11; xxxix,
xlix, 61, 62, 167

6 see https://incites.help.clarivate.com/Content/Indicators-Handbook/ih-journal-c

itation-reports.htm
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glossary xlix

LogishPlus an activation function; a mollified variant of logish, see Sec-
tion 4.3.54.16; 167

logistic sigmoid one of most common activation functions used in NNs, see
Section 4.2.2; xlviii, l–liii, 5, 6, 49–53, 55, 57, 58, 60–63, 65, 66, 73, 82,
84, 92, 95, 98, 103, 111, 117–119, 126–132, 135–140, 142–144, 146, 149,
151, 154, 156, 158, 164, 167, 169, 184, 195, 198, 205, 207, 209, 211, 221,
230–235, 237, 239, 245, 246, 252, 267, 268, 276, 277, 280, 281

LogLog an activation function, see Section 4.2.2.20; xxxii, xlix, 56, 61

LogLogish an activation function based on the SiLU and the LogLog, see
Section 4.2.3.12; 61

LReLUPlus an activation function; a smoothed variant of LReLU, see Sec-
tion 4.3.54.3; 165, 166

LS–ReLU an activation function inspired by rectified linear unit (ReLU); not
an abbreviation, see Section 4.2.7.20; 90

maxout unit an activation function returning the maximum of several linear
functions, see Section 4.3.46; 69, 113, 149, 155, 168, 210, 218

maxsig an activation function, see Section 4.2.7; 84

maxtanh an activation function, see Section 4.2.7.1; 85

MeLUPlus an activation function; a smoothed variant of MeLU, see Sec-
tion 4.3.54.11; 166

messenger RNA copied from DNA during transcription; used for protein
synthesis during translation xlvi, 1, 35, 37, 48

MetaACON an extension of the ACON family where the parameter ai is
determined by a small NN, see Section 4.3.3.6; xlv, 130

MetaACON-C an ACON-C variant where the parameter ai is determined by
a small NN, see Section 4.3.3.6; 130

microarray used for measuring, usually DNA or RNA levels [384]; called
DNA microarray when measuring DNA levels and RNA microarray
when measuring RNA levels [384]; see [376] for other types v, vi,
xlviii, 1, 4, 5, 9, 29, 32–37, 39, 42, 43, 45–47, 193, 282, 287

microRNA a small, non-coding RNAs containing 21 – 28 nucleotides 1, 47, 48

minsin an activation function, see Section 4.2.6.8; 71

mish an activation function; combination of tanh and softplus, see Sec-
tion 4.2.3.29; xxxix, xli, xlix, lii, 61, 62, 64–66, 99, 115, 118, 131, 134,
159

MishPlus an activation function; a mollified variant of mish, see Section 4.3.54.15;
167

Mishra an activation function; unnamed in the original paper, see Section 4.2.11;
94

N-activation an adaptive activation function resembling the letter N, see
Section 4.3.32.1; 149

n-sigmoid a sigmoid-based activation function, see Section 4.2.2; 51

neural network a biologically inspired computational model, interchangeably
used with the term artificial neural network, see Chapter 2; v, xxxiii,
xxxiv, xxxvi, xxxviii, xl, xli, xlv–l, 2–4, 6, 9–18, 24–27, 39, 41–50, 56,
60, 64, 66, 68, 73, 79, 95, 96, 98, 103, 105, 111, 117, 120, 130, 150, 153,



l glossary

158, 161, 163, 168, 169, 171, 173–177, 179–181, 184, 186, 193, 221, 222,
225, 229, 230, 232, 262, 264, 265, 276–284, 287–289

NewSigmoid an activation function similar to logistic sigmoid, see Sec-
tion 4.2.2.18; 56

NPF an adaptive activation function proposed in [1237]; based on Nonpara-
metric Fourier Basis Expansion, see Section 4.3.55; 168

P+FELU trainable FELU based AF, see Section 4.3.1.47; 120, 202

P-E2-Id an adaptive activation function based on P-E2-ReLU, see Section 4.3.1.49;
121

P-E2-ReLU an adaptive activation function combining two ELUs and ReLU,
see Section 4.3.1.49; l, 121

P-E2-ReLU-1 an adaptive activation function based on P-E2-ReLU, see Sec-
tion 4.3.1.49; 121

P-E2-XU family of adaptive activation functions, see Section 4.3.1.49; 121

P-SIG-RAMP an adaptive activation function combining logistic sigmoid
and ReLU, see Section 4.3.14; 135

paired ReLU paired ReLU, see Section 4.3.1.26; 113, 147, 196, 197, 201

pan a piecewise linear activation function, see Section 4.2.6.26; l, 76, 165

PanPlus an activation function; a smoothed variant of pan function, see
Section 4.3.54.6; 165

PATS an activation function; not an abbreviation, see Section 4.3.3.9; 131

phish an activation function based on the SiLU and GELU, see Section 4.2.3.16;
62

polyexp an activation function, see Section 4.2.38; 100, 101

power activation function an activation function; also known as RePU, see
Section 4.2.6.39; 80

PReLU a popular adaptive activation function; a LReLU variant with trainable
leakiness, see Section 4.3.1.1; xxxiv, xxxv, xxxvii, xxxix, xli, 54, 72, 82,
99, 105–108, 111–114, 118, 119, 124, 141, 148, 149, 201, 206, 214

principal component analysis a dimensionality reduction method by lin-
ear transformation into a new coordinate system that respects the
variance in the data 38, 44

probit another name for the cumulative standard distribution function when
used as activation function, see Section 4.2.2; 51

PSiLU another name for the swish AF, see Section 4.3.3.1; 129

PTaLU an AAF, TaLU variant with another parameter, see Section 4.3.1.32; 115

randomized leaky ReLU a LReLU based activation function with stochastic
leakiness during training, see Section 4.2.6.3; lii, 65, 68–70, 79, 111, 161,
205, 213

rectified hyperbolic secant an activation function based on the hyperbolic
secant, see Section 4.2.3.27; 59, 64

recurrent neural network a type of neural network that contains loop in the
information flow xlv, 14, 17, 18, 43, 66, 126, 177, 179

ReLU one of the most popular activation functions, see Section 4.2.6; xxxi,
xxxiii–xxxviii, xl–liii, 47–50, 52, 54, 59, 61, 62, 64–66, 68–73, 75–85,
87–91, 93–95, 97–99, 101, 105–114, 117, 118, 120–122, 124, 125, 131,
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135, 136, 138, 140, 143, 144, 146–151, 153, 155, 156, 158–161, 163, 164,
168, 169, 184, 195–198, 209, 279

ReLU-Swish an activation function; special case of FTS, see Section 4.2.6.46; 3,
82

ribosomal RNA a primary component of ribosomes; non-coding RNA 34, 35

RNA an extended molecular structure; stores hereditary information but also
can catalyze biological reactions and control gene expression among
other things xlvi, xlix, li, 1, 30, 34–37

RNA microarray used for measuring RNA levels [384] xlix
RNA-Seq a NGS RNA sequencing method; allows for measuring gene

expression levels xli, 1, 29, 33, 34, 36–39, 41–48

root2sigmoid an activation function similar to logistic sigmoid, see Sec-
tion 4.2.2.19; 56

rootsig an activation function, see Section 4.2.2.25; 57, 58

RSigELU an activation function; a parametric ELU, see Section 4.2.7.15; li, 88,
89, 171, 205, 212

RSigELUD an activation function; a variant of RSigELU with two parameters,
see Section 4.2.7.19; 89, 171, 206, 214

scaled hyperbolic tangent a scaled variant of hyperbolic tangent, see Sec-
tion 4.2.2.3; 52

scaled logistic sigmoid an activation function based on the logistic sigmoid,
see Section 4.3.27.1; 146, 199, 203

scaled softsign an adaptive activation function; an adaptive variant of , see
Section 4.3.19; 143, 209, 217

SechSig an activation function, see Section 4.2.2.22; xl, 57

self arctan an activation function based on the SiLU, see Section 4.2.3.14; 61

serf an activation function; combination of the Gauss error function and
softplus, see Section 4.2.3.32; xl, 65, 132

Shapley additive explanations a game theoretic approach for explaining the
output of a machine learning model 47

shifted exponential linear unit an activation function; an ELU with a vertical
shift (SvELU, PSvELU) or an ELU with ahorizontal shift (ShELU,
PShELU), see Section 4.3.1.56; 74, 123

Shifted ReLU an activation function; translated ReLU, see Section 4.2.6.1; li,
68, 82, 106, 110

ShiLU a ReLU based activation function; not to be confused with Shifted
ReLU, see Section 4.3.1.16; 110, 196, 201

SigLin an activation function; a combination of the logistic sigmoid and a
linear function, see Section 4.2.2.8; 53

sigmoid a mathematical function having S-shaped curve, logistic sigmoid is
the most known example xxxix, xl, xlii–xliv, xlvii, xlix, 6, 48, 50, 52,
53, 55, 56, 58, 59, 66, 87, 124, 128, 169, 279

Sigmoid-Algebraic an activation function similar to logistic sigmoid, see
Section 4.2.2.5; 53

SignReLU an activation function; a combination of ReLU and softsign, see
Section 4.2.6.32; xlvi, lii, 77, 167, 205, 213



lii glossary

SignReLUPlus an activation function; a smoothed variant of , see Section 4.3.54.18;
168

sinc an activation function, see Section 4.2.35; 100

Sinc-Sigmoid an activation function, see Section 4.2.2.16; 55

sincos an activation function, see Section 4.3.39; 152

SineReLU an activation function; extension of ReLU, see Section 4.2.6.7; 70

sinp an activation function based on the sine function, see Section 4.2.32; 99

SinSig an activation function; uses logistic sigmoid and is similar to mish
and swish, see Section 4.2.3.34; 66, 152

smish an activation function; combination of tanh, logarithm, and logistic
sigmoid, see Section 4.2.3.30; 61, 65

smooth step an activation function, see Section 4.2.2.14; 55

SMU-1 an activation function; a variant of the SMU using a different smooth-
ing approach, see Section 4.3.54.3; 165

soft exponential an activation function interpolating between logarithmic,
linear, and exponential functions, see Section 4.3.1.50; 48, 121

softmax a popular activation function for classification problems; outputs a
soft argmax of outputs of a given layer, see Section 4.2.5; xxxvi, xliv,
xlv, 67, 92, 132, 133, 156, 169

SoftModulusQ an activation function; a quadratic approximation of the
vReLU, see Section 4.2.6.30; 77

SoftModulusT an activation function; a tanh based approximation of the
vReLU, see Section 4.2.6.31; 64, 77, 206, 213

softplus an activation function, see Section 4.2.17; xxxv, xxxix, xlix, li, 54, 61,
62, 64, 65, 68, 72, 89, 92, 95, 96, 111, 127, 139, 143, 145, 160, 164, 194,
196, 206

Softshrink an activation function similar to Hard sigmoid, see Section 4.2.6.23;
lii, 75, 76, 165

SoftshrinkPlus an activation function; a smoothed variant of Softshrink, see
Section 4.3.54.5; 165

softsign an activation function, see Section 4.2.2.13; li, lii, 55, 70, 77, 88, 143,
156, 167

softsign randomized leaky ReLU a RReLU based activation function com-
bined with softsign, see Section 4.2.6.4; 70

SoftsignPlus an activation function; a mollified variant of softsign, see Sec-
tion 4.3.54.17; 167

SQNL an activation function; not an abbreviation, see Section 4.2.8.1; 90–92

SquarePlus an activation function proposed in [1234], see Section 4.3.54.1; 164,
167

SReLUPlus an activation function; a smoothed variant of SReLU, see Sec-
tion 4.3.54.8; 166

StarReLU an activation function; extension of ReLU, see Section 4.3.1.17; 110

StepPlus an activation function proposed in [904], see Section 4.3.54.2; 164

stochastic gradient descent a method for optimization of an objective func-
tion; it is a variant of gradient descent that uses stochastic batches of
data instead of the entire dataset to calculate the gradient xlv, 26, 27

suish an activation function; proposed as the alternative to the SiLU and
swish, see Section 4.2.3.17; 62
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SwAT an activation function combining logistic sigmoid and arctan; not an
abbreviation, see Section 4.2.3.26; 64

swim an adaptive activation function similar to the swish, see Section 4.3.3.14;
132

swish an adaptive activation function; an adaptive variant of SiLU, see Sec-
tion 4.3.3.1; xxxix, xli, xliii–xlvii, l, lii, liii, 52, 54, 58, 60–62, 64–67, 74,
82–84, 88, 89, 91, 95, 108, 111, 114, 123, 129–131, 136, 140, 144, 145,
149, 151, 152, 156, 159, 167, 198, 203, 245, 246, 252, 257, 260, 261, 279

SwishPlus an activation function; a mollified variant of swish, see Sec-
tion 4.3.54.14; 167

symexp an activation function inverse of the LAU, see Section 4.2.14; 94

symlog an alternative name of the LAU, see Section 4.3.15.5; 94

TanhExp an activation function; combination of tanh and exponential func-
tion, see Section 4.2.3.29; 62, 65, 115

tanhLU an AAF, combination of tanh and a linear function, see Section 4.3.1.33;
115, 207, 214

TanhSig an activation function, see Section 4.2.2.23; xl, 57

TanhSoft a family of adaptive activation functions proposed in [1095], see
Section 4.3.2.5; 127

tent an ReLU-based activation function, see Section 4.3.1.27; 77, 113, 114

thymine a pyrimidine nucleobase. One of the four bases in the DNA. 29, 30,
34

trainable activation function an activation function; another name for the
adaptive activation function (AAF) 105, 156

transformative adaptive activation function a class of adaptive activation
functions allowing for translation and scaling of an activation func-
tion; proposed in this work, see Section 5.2; v, vi, xxxiv, xxxv, xlv,
2–7, 173, 187–189, 192–199, 201, 203–212, 217, 220–222, 225, 226, 229–
235, 237–251, 254–258, 260–262, 266–268, 270–273, 275–285, 287–290,
426–455

triple an adaptive activation function, see Section 4.2.43; 101

TSAFPlus an activation function; a smoothed variant of TSAF, see Sec-
tion 4.3.54.12; 166

vReLUPlus an activation function; a smoothed variant of vReLU, see Sec-
tion 4.3.54.4; 165

wave an activation function, see Section 4.2.41; 101
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I N T R O D U C T I O N

Deciphering the intricate mechanisms that govern gene expression (GE) is a
challenging task in computational biology, as this fundamental process plays
a crucial role in the production of a variety of proteins and ribonucleic acids
(RNAs), each with distinct roles in cellular functions. Gene expression is the
process through which the genetic information encoded in deoxyribonucleic
acid (DNA) is transcribed into functional RNA molecules and then translated
into proteins within a cell. The regulation of gene expression is a complex
and dynamic process that involves various stages, ranging from transcrip-
tional initiation to RNA processing, splicing, transport, and translation. The
regulation of gene expression is tightly controlled by internal and external
signals, environmental stimuli, and developmental cues.

Understanding the mechanisms underlying gene expression is essential
to unraveling the fundamental principles that govern cellular function, con-
tribute to disease pathology, and drive organismal development. The study
of gene expression is of paramount importance in various scientific disci-
plines, from basic biological research to cutting-edge clinical applications.
Gene expression patterns provide valuable insights into cellular processes,
developmental biology, evolutionary dynamics, and cellular responses to
diverse environmental cues.

The emergence of high-throughput technologies such as microarray anal-
ysis and RNA sequencing (RNA-Seq) has revolutionized the collection of
transcriptomic datasets, enabling comprehensive exploration of gene expres-
sion profiles under different conditions, tissues, developmental stages, and
organisms. These technologies have also led to the discovery of various RNAs
that play crucial roles in regulating gene expression. For instance, microR-
NAs (miRNAs) are small non-coding RNAs that can bind to complementary
sequences in messenger RNA (mRNA) molecules and inhibit their translation
into proteins, thereby regulating gene expression. Similarly, long non-coding
RNAs have also been shown to regulate gene expression by interacting with
chromatin-modifying complexes and regulating the transcription of target
genes.

Despite a significant drop in price in recent years, gene expression profiling
is still relatively expensive for large-scale experiments, limiting its widespread
adoption. To facilitate such experiments, the LINCS program developed the
L1000 Luminex bead technology [1]. This technology measures the expression
profile of approximately 1,000 selected landmark genes and then reconstructs
the full gene profile of about 10,000 target genes [1] (see Section 3.3.3 for more
details). The L1000 assay is a cost-effective alternative to traditional gene
expression profiling methods, allowing researchers to study gene expression
in large-scale experiments.
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1.1 problem statement

The emergence of the cost-effective L1000 platform (see Section 3.3.3) repre-
sents a milestone in the field of transcriptomics, as it enables researchers to
collect large datasets that capture diverse gene expression profiles encompass-
ing numerous biological conditions — the total size of the collected dataset
is over 1,300,000 gene expression profiles. To facilitate such a cost-effective
method of measuring GE, the L1000 relies on computational methods to infer
the full GE profile [1]. While the first approaches for inferring the full GE
profile relied on the linear regression (LR) [2], more advanced methods based
on an artificial neural network (ANN) emerged [2]. Artificial neural network
— or, for the purposes of this work, NN in short — is a biologically inspired
computational model that is able to model complex behavior through a com-
position of many simple operations (see Chapter 2 for a brief introduction
into NNs). NNs are comprised of interconnected nodes that are (usually)
organized into layers; these nodes are called neurons, and they aggregate a
number of input signals to produce a single output that might be an input
of a neuron in the following layer. Most commonly, the aggregation is an
application of a non-linear function, called AF, to a linear combination of the
input signals.

This work focuses on improving the full gene expression profile inference
from the GE profiles of the landmark genes of the L1000 platform via neural
networks. Specifically, it focuses on improving the performance inference
of the NN based model called D–GEX introduced in [2] primarily in two
ways — adaptive modification of AFs and modification of the original D–GEX
architecture to allow for more expressive models given the same resource
constraints. The full GE profile inference is a supervised task — it is a non-
linear multivariate regression task with many independent variables and even
more dependent variables. It is known that there are non-linear relationships
between expression of individual genes [3–8].

1.2 main contributions

The thesis makes significant contributions to the gene expression inference for
profile reconstruction for the L1000 platform by exploring novel architectural
and activation function improvements of the D–GEX neural network model.
It introduces two key enhancements to the D–GEX architecture, significantly
improving its performance.

The first innovation is a novel class of adaptive activation functions in
Section 5.2, which dynamically adjusts activations of individual neurons
based on input data during the training process, making the model more
adaptable to diverse gene expression patterns. The activation function is
called transformative adaptive activation function (TAAF) and introduces four
parameters that allow for any horizontal and vertical scaling and translation
of any inner activation function. Together with the introduction of TAAFs, an
empirical evaluation of several activation functions in the D–GEX architecture
was carried out and it was shown that the original D–GEX benefits from
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usage of different AFs even without the TAAFs — albeit the TAAFs partially
alleviate the need for search of ideal activation function and improve the
performance even further. The performance of TAAFs is shown using both
DNA microarray and artificial data.

Furthermore, the thesis presents architectural refinements, specifically two
novel parallel architectures within the D–GEX framework in Section 5.3,
which enables more efficient use of resources, thereby significantly enhancing
the predictive power of the NN given the same resource constraints. These
two architectural improvements are the tower and checkerboard architectures
[9] and markedly enhance the capacity of the NN while keeping the number
of parameters unchanged — this leads to the identical memory profile as the
original D–GEX and, therefore, the model can be accelerated using the same
graphics processing unit s (GPUs) or other accelerators as the original NN.
Another architectural improvement to the original D–GEX architecture is the
introduction of skip connections in a ResNet manner.

While the focus of this thesis is on the GE profile reconstruction, both of the
aforementioned improvements of D–GEX architecture apply to a broad class
of NN models. The TAAFs [10] are a general class of activation functions that
can be used for various tasks as we believe that this formulation is especially
useful for a wider class of regression problems and show this using several
artificial datasets. Similarly, the architectural improvements are not limited to
the original D–GEX but can be used for any NN based model utilizing fully
connected or similar layers. Therefore, the presented findings are of interest
to a wider audience of NN researchers and machine learning (ML) engineers
as they might be utilized in various fields and applications.

In addition to the aforementioned architectural advancements and the in-
troduction of a new class of adaptive activation functions, the thesis provides
a comprehensive list of activation functions in neural networks. This list is
important, as even extensive surveys and reviews such as [11, 12] often omit
many activation functions that are present in the literature. This can lead
to cases where an activation function is redundantly proposed a few years
later as a novel activation function, even though the same or a very similar
activation function has already been introduced in the literature — e.g., recti-
fied power unit (RePU) (Section 4.2.6.39), dual parametric ReLU (DPReLU)
(Section 4.3.1.20), truncated rectified (TRec) (Section 4.2.6.21), ReLU-Swish
(Section 4.2.6.46), and bounded ReLU (BReLU) (Section 4.2.6.16). By provid-
ing a more extensive list of available activation functions, the thesis aims
to avoid such redundancy and promote faster advances of the research of
activation functions in neural networks.

1.3 thesis organization

After this introductory Chapter 1, where the task was introduced in Section 1.1
and the main contributions of this work summarized in Section 1.2, we
continue with two background chapters — Chapters 2 and 3.

First, an introduction to the realm of neural networks is provided in
Chapter 2, where we start with a brief overview of the development and
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history of NNs in Section 2.1 and then continue with basics of NNs in
Section 2.2 describing building blocks of NNs: the basic unit — neuron —
(Section 2.2.1) with an example of a simple NN (Section 2.2.2), various layer
types (Section 2.2.3), and the training of NNs (Section 2.2.4).

Second, an introduction to the used biological terms and principles is
provided in Chapter 3 — starting with a very brief overview of DNA and
genetics in Section 3.1, continuing with the history of development of mi-
croarrays in Section 3.2, and slightly more detailed description of measuring
gene expression with focus on DNA microarray in Section 3.3 (as a more
detailed description would be out of the scope of this work, therefore many
links to more detailed literature are provided).

After these two introductory chapters, we can fully immerse into the
available literature in Chapter 4. We first review ANNs for GE inference and
classification in Section 4.1 with focus on the D–GEX NN architecture in
Section 4.1.1 as this architecture is the basis for our work. Moreover, other
tasks related to the GE inference are reviewed — most notably clustering,
analysis, and generation of GE data in Section 4.1.2.2 and classification of GE
data in Section 4.1.2.3.

As already mentioned in Section 1.2, one of the contributions of this work
is a literature review of available activation functions. First, regular activation
functions that are not adaptive or trainable, as these are still most commonly
used, are reviewed in Section 4.2. Then we focus on the adaptive activation
functions in Section 4.3 as they have been getting more attention recently and
become popular.

In Section 4.4, we briefly overview selected architectures of NNs with
parallel connections as the proposed tower and checkerboard architectures
use parallel blocks of neurons to increase a network’s capacity without
increasing the number of weights.

The last part of literature review, Section 4.5, focuses on neural networks
with random weights (Section 4.5.1) and neural networks for data gener-
ation (Section 4.5.2) to provide context for Section 5.1.2 where we use a
NN with random weights to generate several artificial datasets to show the
performance of TAAFs on other regression tasks besides the GE inference.
The overview of neural networks with random weights in Section 4.5.1 is
general and is not limited to NNs for data generation and other applications,
including various supervised classification and regression tasks such as load
forecasting and object recognition, are reviewed. Then we review NNs for
artificial data generation such as GANs and VAE in general in Section 4.5.2
— including listing applications that can be solved using these approaches
that are not limited to data generation such as anomaly detection and object
tracking. Finally, we review more in-depth the much narrower intersection of
the two previous sections — neural networks with random weights for data
generation — in Section 4.5.3 as this is most relevant for the artificial datasets
generated in Section 5.1.2.

After the two background Chapters 2 and 3 and the literature review in
Chapter 4 setting context to this work, we can finally dive into the practical
research in Chapter 5 Neural networks with random weights for data gen-
eration where we describe the proposed transformative adaptive activation
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function, the tower and checkerboard architectures, and also the data, training
procedure, and the performance evaluation. First, we start with preliminaries
that are common for experiments of both concepts in Section 5.1. The datasets
used for experiments are described in Section 5.1.1 including the GEO- series
aware variant in Section 5.1.1.1 and the normalization in Section 5.1.1.2. While
most of the conducted experiments used real microarray data described in
Section 5.1.1, we have also done a few experiments with artificial data to
show the usability of the TAAFs outside the omics field — the creation of the
artificial datasets is described in Section 5.1.2.

The training procedure and the baseline architecture (reimplementation of
the D–GEX from [2]) are then described in Section 5.1.3. Then we describe
the metrics we have used for performance evaluation including the MMAE
and MDAE, describe the statistical tests used for comparison of two models
and their predictions in Section 5.1.4.1, and also focus on the evaluation of
the practical impact on a subsequent analysis — we opted for differential
gene expression (DGE) analysis — in Section 5.1.5 to show that the lowered
inference error has also practical benefits.

One of the main contributions of this work, the transformative adaptive
activation functions are described next in Section 5.2 where we first start with
the formulation of TAAFs (Eq. (5.5)) and continue with the motivation for the
used formula and the proposed parameters in Section 5.2.1. The motivation
of the parameters includes a discussion of the activation functions that the
TAAFs generalize in Section 5.2.1.1 Activations as special cases of TAAFs
and also the discussion of AFs that employ similar concepts as TAAFs in
Section 5.2.1.2 Activations as special cases of TAAFs. The TAAFs are also
useful for regression tasks as they can be used in the output layer instead
of the commonly used linear function, which we describe in Section 5.2.1.3.
Last, we briefly described the used ensembling approach in Section 5.2.2.

Another main contribution, besides the TAAFs from Section 5.2 and the
overview of activation functions in Sections 4.2 and 4.3, are the tower and
checkerboard architectures that are described in Section 5.3. We start the
description with the simpler tower architecture in Section 5.3.1, including the
motivation for such architecture, and subsequently we describe its extension
called checkerboard architecture in Section 5.3.2. Both of these architectures
can be extended using skip connections in a ResNet-like manner [13]; these
tower and checkerboard architecture variants are described in Section 5.3.3.

Then we move onto practical matters in Section 5.4 Implementation. We
describe the used libraries for the practical part of the work and also the
adaptive transformative unit (ATU) — the basic building block of a TAAF
that simplifies the implementation — in Section 5.4.1.1.

The Chapter 6 TAAF as the application of ATUs empirically evaluates the
methods introduced in Chapter 5. We start by evaluation of the TAAFs using
the microarray GE data provided by the authors of D–GEX [2] for empirical
evaluation in Section 6.1. We establish that the D–GEX equipped with TAAFs
leads to improved performance over the plain D–GEX in Section 6.1.1, then
we show that the performance can be further improved by using logistic
sigmoid AF instead of hyperbolic tangent (tanh) in the TAAFs and that this
can be seen only as a different initialization of parameters of a TAAF with
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tanh in Section 6.1.2; we also show that even the original, plain D–GEX
benefits from using the logistic sigmoid AFs instead of the originally used
tanh AFs.

After establishing that the TAAFs improve the performance of the GE
inference in Sections 6.1.1 and 6.1.2, we proceed with the analysis of the
improvements. In Section 6.1.3, we show that the performance improvements
are not just due to the increased number of parameters of a NN but rather
to the TAAFs themselves. The TAAF formula is empirically analyzed in
Section 6.1.4 where we show that all four TAAF parameters are improving
the performance and that any subset of the trainable parameters leads to a
strictly worse performance using Wilcoxon sign rank test for evaluation.

The GE inference task is a regression problem and NNs commonly use a
linear activation function in the last layer to allow the output range reach any
value even if sigmoid AFs were used; however, this is no longer necessary
with TAAFs and we show that using TAAFs even the last layer leads to
further performance improvements in Section 6.1.5.

The previously described sections focus on establishing the individual
improvements by comparing identical models with a single change; however,
the Section 6.1.7 revisits the models from the previously described section
with a focus on the overall performance and provides the best-performing
models.

Unlike the works of [2, 14, 15], we also show that the established per-
formance improvements from Section 6.1 also have a practical impact on
the subsequent analyses of the inferred GE data in Section 6.2. We ran re-
peated differential gene expression analyses using either artificial phenotypes
(Section 6.2.1) or real phenotypes using a subset of the data (Section 6.2.2).

To show the application of TAAFs outside the field of omics, we proceed
with experiments using artificially generated data in Section 6.3. This in-
cludes again establishing the performance of TAAFs in Section 6.3.1 but also
various analyses — an analysis of the impact of noise to the targets on the
performance in Section 6.3.2, an analysis of the performance impact of the
inference network’s layer configurations in Section 6.3.3, a demonstration that
the results are consistent over various initialization of the data generation net-
works in Section 6.3.4, and analyses of the impact of the width (Section 6.3.5)
and depth (Section 6.3.6) of the data generation network.

After establishing that TAAFs indeed improve the performance of NNs
in the tested tasks, we show that another main contribution of this work
— tower and checkerboard architectures — improves the performance even
further in Section 6.4. The Section 6.4.1 contains statistical testing of the
significance of the observed improvements in performance. The Section 6.4.2
analyses the impact of dropout rates on the best-performing checkerboard
architecture.

Similarly as for TAAFs, once we establish that the architectural improve-
ments lower the inference error, we show that the architectural modifications
have a statistically significant practical impact on the subsequent analyses
with the inferred data in Section 6.5.

The results from the experiments from Chapter 6 are then discussed in
Chapter 7 which loosely follows the structure of previous chapter: we discuss
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TAAFs for GE inference task in Section 7.1, where we first discuss the perfor-
mance improvements in Section 7.1.1, the TAAFs parameters in Section 7.1.2,
the conceptual simplification for regression tasks in Section 7.1.3, general
performance from the perspective of the GE inference task in Section 7.1.4,
and the practical impact of TAAFs in Section 7.1.5, then we continue with
discussion of the results on artificial data in Section 7.2, and finally we dis-
cuss the tower and checkerboard architectures in Section 7.3 including their
practical impact on the subsequent DGE analysis in Section 7.3.1.

At last, we conclude the work in Chapter 8 including possible future
research directions extending this work in Section 8.1. Additionally, supple-
mentary figures are provided in Appendix A.





2
N E U R A L N E T W O R K S — A B R I E F O V E RV I E W

This work focuses on improving the gene expression inference using deep
learning models introduced in [2]. Since this work is about an artificial neural
network model for gene expression inference, there might be readers that are
unfamiliar with one of the fields — the goal of the following two chapters
is to provide a basic introduction to both areas so the presented work is
somewhat understandable even by a reader unfamiliar with either of fields.

The basic concepts of deep learning are presented in this chapter, whereas
basic concepts of gene expression measuring and inference using microarrays
are shown in the following Chapter 3. The notation utilized in this work
may not always strictly conform to mathematical conventions; however, it is
prevalent within the field, and we have retained it for consistency and clarity.

2.1 brief history of neural networks and deep learning

The realm of neural networks (NNs) encompasses a vast expanse, having
existed for several decades, with a notable surge in the past two decades.
Consequently, this chapter offers a cursory exposition, focusing exclusively
on a sub-domain known as deep learning (DL) within neural networks. DL
gained prominence in recent years for its remarkable aptitude in resolving
intricate problems that were hitherto formidable to address. The goal of this
section is to provide a brief history of neural networks to provide context
for current trends; a more detailed history of deep learning is available in
[16–18].

2.1.1 Early neural networks

While it is difficult to say when the neural networks first appeared as they
gradually evolved from the linear regression methods that have been around
for a long time as the first works using linear regression appeared in the early
19th century [16]. The nascent NNs could not glean knowledge from data
[16, 19]; McCulloch initially introduced neural networks as a form of logical
calculus [19]. More details about the history of neuron models are available
in [17]. The seminal learnable network emerged in 1949 in [20] (reference
from [16]), where Hebb introduced the concept of unsupervised learning
for NNs. Subsequently, approaches to supervised learning in NNs emerged,
exemplified by the perceptron algorithm in 1958 [21], other examples in [16].

In the realm of deep learning history, the year 1965 saw the advent of
deep networks founded on the group method of data handling (GMDH)
[22–24]. These GMDH based networks represented a pioneering endeavor in
the development of Feedforward Multilayer Perceptron-type deep learning
systems [16]. While earlier neural networks with a single hidden layer existed

9
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(e.g., [25, 26]), GMDH based networks stood out by employing polynomial
activation functions, specifically implementing Kolmogorov–Gabor polyno-
mials, which offered greater generality than other contemporary activation
functions [16]. Furthermore, GMDH based networks were the first deeper
networks described in literature — an eight-layer deep GMDH network ap-
peared in 1971 in [22]. The GMDH network employed a hierarchical structure
where only elements whose performance exceeded the given threshold were
allowed to pass to the next layer [22]; it involved incremental growth and
training of layers through regression analysis with subsequent pruning facili-
tated by a validation set, akin to modern decision regularization techniques
[16]. The number of layers and units per layer were problem-dependent and
adaptable. This pioneering approach exemplified open-ended, hierarchical
representation learning in neural networks [16].

In 1979, Fukushima introduced the Neocognitron, a groundbreaking neural
network architecture that incorporated neurophysiological insights and is
often credited as one of the earliest deep artificial neural networks [16, 27]. The
Neocognitron introduced convolutional neural networks (CNNs or convnets),
featuring receptive fields that systematically traversed 2D arrays of input
data, such as image pixels. This mechanism, characterized by significant
weight replication, reduced the number of parameters required to describe
the convolutional layer’s behavior [16].

Despite its resemblance to modern supervised feedforward deep learn-
ing architectures with alternating convolutional and downsampling layers,
Fukushima’s Neocognitron employed local, winner-take-all (WTA) based
unsupervised learning rules [27] or pre-wired weights, rather than super-
vised backpropagation [16]. This difference from contemporary deep learning
practices shows that Fukushima did not address the problem of deep learning
despite his architecture’s considerable depth [16]. Notably, spatial averaging
was used for downsampling, in contrast to the now popular max-pooling
(MP) mechanism [16].

2.1.2 The ascent of backpropagation

In the realm of gradient-based error minimization within complex, nonlinear,
and differentiable multi-stage neural network related systems, the historical
trajectory dates back to the early 1960s [16]. According to Schmidhuber,
the methodology of steepest descent in the weight space was introduced in
[28–30], leveraging iterative applications of the chain rule using dynamic
programming (DP) concepts. A simplified derivation of this approach, termed
backpropagation (BP), relied solely on the chain rule, as elucidated in [31].

These approaches were efficient from the point of view of DP already in
the 1960s [16]. However, they propagated derivative information through
standard Jacobian matrix calculations between adjacent "layers" without
explicitly considering direct interlayer connections or potential efficiency
enhancements related to network sparsity. Surprisingly, despite the prior body
of work on learning in multilayer NN-like systems, including deep nonlinear
networks since 1965, a seminal book [32] in 1969 dampened enthusiasm for
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further NN research, particularly in the context of simple linear perceptrons
[16].

The emergence of explicit, efficient error backpropagation (BP) in arbitrary,
discrete, and possibly sparsely connected NN-like networks can be traced
back to Linnainmaa’s 1970 master’s thesis [33], though it lacked reference
to neural networks at that time [16]. BP, also known as the reverse mode
of automatic differentiation, involved costs of forward activation spreading
nearly equivalent to the costs associated with backward derivative calculation
[16].

Efficient BP was swiftly employed to minimize cost functions by adapting
control parameters (weights), as demonstrated in [34] by Dreyfus in 1973 [16].
The use of BP in neural networks first appeared in 1981 [16] in [35]. The BP
became quite popular during the 1980s, e.g., [36–38], though it seemed that
BP was suitable only for shallow networks [16].

By the late 1980s, it became evident that backpropagation alone did not
provide a universal solution [16]. Most applications of feed-forward neural
networks predominantly utilized networks with few hidden layers, with
additional hidden layers often not yielding discernible empirical advantages
[16]. A theorem, as put forth in [39–41], offered solace for many researchers
by asserting that a single-layer neural network with a sufficient number
of hidden units could accurately approximate any multivariate continuous
function [16].

In summary, while backpropagation theoretically allows for deep problem-
solving, it appeared to excel primarily in shallow problem domains. The late
1980s and early 1990s witnessed the emergence of a few promising ideas
aimed at addressing this challenge [16].

Multiple optimization techniques have been proposed to improve the ef-
ficiency of BP for neural networks in following years [16]. These methods
include least-squares [42, 43] and quasi-Newton approaches, along with strate-
gies like momentum [38] and sign-only error derivatives BP variants such as
R-prop [44] event though the least-squares and quasi-Newton approaches
have been recognized as computationally too expensive for large neural net-
works [16]. Gradient normalization techniques and dynamic learning rate
adaptations have also been explored. Numerous additional enhancements
and tricks exist to further boost neural network performance, as documented
in the literature — see [16] for a general overview.

The first application of backpropagation to convolutional neural networks
occurred in 1989 when LeCun applied BP to a network LeNet similar to
Neocognitron to recognize handwritten digits of the MNIST dataset [16, 37].
This integration, combined with max-pooling and graphics card optimization,
has become a fundamental component of contemporary, high-performing,
feedforward visual Deep Learners [16]. These advancements have been in-
strumental in various competitions and benchmark records, including su-
perhuman vision performance, object detection, segmentation, and more.
Additionally, this work introduced the widely renowned MNIST dataset [45]
for handwritten digit recognition, which has become a prominent benchmark
in machine learning [16].
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However, during that period, the majority of utilized neural networks
remained shallow due to a prevalent issue known as the Fundamental Deep
Learning Problem [16, 46], characterized by vanishing or exploding gradients,
which was initially documented in [47] (ref. from [16]).

2.1.3 Winning competitions

ML competitions play a pivotal role in the discovery of superior algorithms
and approaches, with neural networks garnering increased attention as they
consistently achieve victories, particularly in the domain of pattern recogni-
tion.

Although neural networks had secured victories in several competitions
during the 1990s and beyond (see [16] for details), it was the advent of the
deep network known as AlexNet in 2012 that marked a significant break-
through. AlexNet triumphed in the 2012 ImageNet Large-Scale Visual Recog-
nition Challenge (ILSVRC) [48], achieving a top-5 test error rate of 15.3%, a
remarkable improvement over the second-best entry, which had an error rate
of 26.2% [49]. This achievement was especially noteworthy as AlexNet had
60 million parameters and 650,000 neurons distributed across eight layers,
pushing the limits of contemporary hardware and requiring training on 2

GPUs.
The success of convolutional neural networks (CNNs) was further affirmed

in the ILSVRC 2013, where ZF Net, a CNN based on the AlexNet architecture,
achieved an even lower error rate of 11.2%. While ZF Net retained the core
structure of AlexNet, the primary contribution of the paper introducing it was
a novel technique for visualizing feature maps and analyzing the network’s
responses to various input data transformations [50].

Deep CNNs have demonstrated a key advantage in their ability to deliver
exceptional performance while maintaining relative simplicity, provided
they possess sufficient depth. This was exemplified by the VGG networks
introduced in a study by Simonyan and Zisserman. VGG networks employed
compact 3 × 3 filters, the smallest size that captures positional information,
with a stride and padding of 1 [51]. Additionally, these networks incorporated
2 × 2 max-pooling layers after some of the convolutional layers, and the last
three layers were fully connected. The authors proposed multiple network
architectures within this framework, ranging from 11 to 19 layers [51]. This
approach represented a departure from previous networks that employed
larger convolutional layers, such as the 7 × 7 layers used in [50] or the
11× 11 layers in [49]. Simonyan and Zisserman demonstrated that comparable
performance could be achieved with 3 × 3 convolutional layers, offering the
added advantage of reduced parameter count.

Since then, neural networks started to dominate many ML competitions
and became one of the most used ML tools. A transformative idea was
introduced by Google’s deep learning group, featuring the split, transform,
and merge paradigm, embodied in the Inception unit in their architecture
GoogLeNet [52]. The GoogLeNet network contains parallel connections instead
of simply chaining all layers. Each Inception unit comprises multiple parallel
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streams, and dimensionality reduction is applied to these streams; see [52]
for details. This dimensionality reduction is essential to manage a single
unit’s depth effectively. A notable aspect of this architecture is its emphasis
on computational efficiency. To achieve this, traditional dense layers are
replaced with average pooling layers. This modification results in a significant
reduction in the number of parameters, with the entire network having 12×
fewer parameters compared to the AlexNet [52]. This innovation pioneered
branching within layers, enabling the abstraction of features at varying spatial
scales [53].

In 2015, the concept of skip connections, initially proposed by ResNet,
gained widespread adoption for training deep CNNs. This concept has been
incorporated into subsequent networks such as Inception-ResNet [54], Wide
ResNet [55], [56], and others.

Architectural designs such as Wide ResNet [55], ResNeXt [56], Pyramidal
Net [57], Xception [58], PolyNet [59], and more have explored the impact of
multilevel transformations on CNNs’ learning capacity [53]. This exploration
has involved introducing cardinality or increasing network width [53].

Consequently, the research focus has shifted from parameter optimization
and connection adjustments to the enhancement of network architecture [53].
This shift has given rise to many innovative architectural ideas, including
channel boosting, spatial and feature-map-wise exploitation, and attention-
based information processing [53].

Nowadays, the neural networks dominates many ML tasks, and there are
various specialized architectures for individual tasks. It would be greatly
out of the scope of this work to list all notable recent achievements and
applications in the realm of neural networks. Books [46, 60] and reviews
about neural networks and deep learning in general [16, 53, 61–64] are
recommended to a curious reader. More specialized and narrowly focused
reviews of applications of neural network are available, for example, in [65–
118].

2.2 building blocks of neural networks

Artificial neural networks (ANNs), often referred to as simply neural net-
works (NNs) are a class of ML models inspired by the structure and function
of biological neural systems. They have garnered significant attention and
proven to be highly effective in various fields, including computer vision,
natural language processing, speech recognition, and data analysis. Most
neural networks are structured architectures that consist of well-defined
blocks that consist of individual neurons. Their complexity can vary from
very simple architectures such as the multi-layer perceptron (MLP) [38] to
very complicated architectures such as GoogLeNet [52], Inception-v4 and
Inception-ResNet [54], and transformer [119] based models such as BERT
[120] or LLaMMA [121]. This section aims to provide a cursory introduction
to the field of neural networks; a more detailed introduction to the field is
available in [46, 122–125].
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2.2.1 Basic unit — neuron

An artificial neural network is a biologically inspired computational model
consisting of individual neurons that are connected. It can be represented as
a weighted graph, where individual neurons are nodes and paths through
which signals flow are depicted as edges. Each neuron takes multiple inputs,
combining them into a single output signal, which is then distributed to all of
its output connections. Typically, these inputs are aggregated using weighted
summation, with the weights assigned to connections through which the
signals arrive at the neuron. There are two main types of neural networks
— feed-forward neural networkswith unidirectional flow of information (the
information flows in one direction from input to output layer) and recurrent
neural networks where the information flow forms a cycle [64]. Other com-
mon types of neural networks include radial basis function neural networks,
Kohonen neural networks (also called self-organizing maps) [64]. Since this work
focuses on real-valued feed-forward neural networks, recurrent neural net-
works and other types of networks are out of the scope of this brief overview;
for more about recurrent neural networks (RNNs) see, for example, reviews
[126–128].

More precisely in an usual real-valued feed-forward neural network,
the output yi of a single neuron i with inputs x0, x1, . . . , xn with weights
w0, w1, . . . , wn, and a bias term b is defined as

yi = f

(
bi +

n

∑
j=0

wi,jxj

)
, (2.1)

where f is an activation function1 [122, 130–132]. The Eq. (2.1) is simplified for
the case when the time indices are not important for clarity. If the processing
time is an issue and the time indices are needed, then the output the output
yi of a single neuron i with inputs x0, x1, . . . , xn with weights w0, w1, . . . , wn,
a bias term b, and activation function f at time t is defined as

yi[t] = f

(
bi +

n

∑
j=0

wi,jxj[t − 1]

)
(2.2)

based on [133, p. 7]. However, this work focuses on feed-forward networks
with uni-directional flow of information where the specific processing time is
not important; therefore, the time indices will be dropped for clarity as in
Eq. (2.1).

The Eq. 2.1 is often written in a matrix form:2

xi = f
(

wT
i x
)

, (2.3)

1 There are also element-wise activation functions that are applied directly to the xj and can be
thought of as nonlinear gating functions [129].

2 This type of neuron is used in the most common type of NNs; there are other types such as
the quadratic s (QNNs) [134–142] but these are not discussed in this work.
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where

x =


1

x0
...

xn

 , (2.4)

and

wi =


bi

wi,0
...

wi,n

 . (2.5)

The activation function f is what differentiates neural networks from a
simple linear classifier and allows for meaningful stacking of neurons if
the activation function is non-linear as the output of arbitrarily deep neural
network with linear activation functions can still be expressed as a linear
combination of inputs which is precisely what a single neuron does [11].
Historically, the activation functions modeled the activation of the neuron in
the range between 0 and 1 [122] — the most straightforward activation is a
signum-like function which is used in perceptron:

y =

1 b + ∑n
j=0 wjxj > 0

0 otherwise
(2.6)

where b is the bias term, x0, . . . , xn are real valued inputs and w0, . . . , wn

are weights. However, historically, the most common activation function is
the logistic sigmoid (see Section 4.2.2), which produces a continuous output
in the range of 0 to 1 [122]. Activation functions are discused in depth in
Sections 4.2 and 4.3.

2.2.2 Simple neural network

While a single neuron can be considered as the simplest neural network,
typical neural network is a hierarchical model consisting of interconnected
neurons. A simple neural network is shown in Fig. 2.1.

The output y of the example network from Fig. 2.1 for given inputs
x0, . . . , x3 is:

y = σ

(
b7 + w4,7σ

(
b4 +

3

∑
j=0

wj,4xj

)
+ w5,7σ

(
b5 +

3

∑
j=0

wj,5xj

)
+

w6,7σ

(
b6 +

3

∑
j=0

wj,6xj

))
(2.7)
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Figure 2.1: An example of a simple feed-forward neural network with 4 input neu-
rons, 3 neurons in the hidden layer, and 1 output neuron.

where σ is the sigmoid activation function and wi,j describes the weight of
the connection between neurons i and j. Even though any feed-forward neural
network can be expressed as a single expression, usually the intermediary
results from individual blocks are reused to avoid unnecessary computation —
while only the inputs x0, . . . , x3 occur repeatedly in the example in Fig. 2.1 if
the network had more layers or more outputs, there would be more elements
in the formula that occur several times. These repeated elements are one of
the main reasons why neural network are usually organized into separate
layers, as it allows for simple and efficient evaluation of neural networks
using matrix-vector operations [122].

2.2.3 Layers

Neural networks are hierarchical models where the neurons are separated
into individual interconnected layers [122]. The neurons within a single
layer are usually considered to be of the same type with the same activation
function — a layer is a basic building block (this is the traditional terminology,
however, as there might be blocks that are connected in parallel, the term
layer might be slightly confusing as it usually represents only a layer within
a single block and not the set of all neurons that are in certain depth). This
section briefly overviews the most common layers utilized in neural networks.

2.2.3.1 Fully connected layer

Fully connected layers (FC) (also called dense layers) are the most basic type of
layers and historically the first used. Each neuron in a fully connected layer
is connected to every neuron in the preceding layer — hence the name. Fully
connected layers are used in the example in Fig. 2.1. Most of the early NNs
used this kind of layer. The main disadvantage of fully connected layers is
that they have a vast number of parameters even for layers with relatively
few neurons; this makes them unsuitable for many problems, such as the
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image classification where a neuron is needed for each pixel (this issue is
addressed by weight replication in convolutional layers, see Section 2.2.3.3).

Additionally, training such networks can be challenging due to their suscep-
tibility to overfitting. Various techniques have been proposed to address this
issue, such as dropout [143], L1 and L2 regularization, or soft weight sharing
[144]. In modern image pattern recognition, dense layers are often employed
only as top layers, utilizing features extracted by other types of layers, e.g.,
[13, 51, 52]. However, fully connected layers are still very commonly used in
other domains; for example, the D–GEX for gene expression inference uses
only fully connected layers [2].

2.2.3.2 Dropout layer

As mentioned earlier in Section 2.2.3.1, dropout is a technique designed to
combat overfitting [145]. It efficiently approximates the simultaneous training
of numerous neural network architectures [143, 146]. This method randomly
turns off neurons during the training phase, including all incoming and
outgoing connections. Each neuron has a probability p of remaining active;
otherwise, it is dropped out during training. During the testing phase of the
original dropout from [143], all neurons are active; however, that requires
scaling down the outputs from the neurons to average the outputs and reach
similar values as in the training phase [143]. In most applications, however,
inverted dropout is used, which scales the outputs during training to avoid the
need for scaling during testing [122].

Regularization is a technique for addressing overfitting by enforcing a
preference for certain weight types over others [46, 147, 148]; dropout is a
form of regularization of the optimization [143, 149–152] as it tries to force
neurons to be robust and rely on population behavior [153]. Interestingly, it
was also shown that dropout reduces underfitting as it helps to reduce the
directional variance of gradients across mini-batches and, therefore, reduces
the influence of a single batch [154]. Dropout can also be seen as a form
of data augmentation [155] especially in the case of cutout [156] that drops
only input units and only in contiguous sections, which effectively modifies
the input data. Another view of dropout is to consider it as an approximate
Bayesian inference in deep Gaussian processes; see [157] for details.

A similar concept is DropConnect, which drops individual connections in-
stead of entire neurons. DropConnect has been found to achieve slightly better
results than classical dropout [158], and its modified version, Sparse DropCon-
nect [159], has demonstrated even better performance. Visual demonstration
of these approaches is shown in Fig. 2.2. There are other dropout variants
such as dropout modifications for RNNs [149] which takes into account the
time frames of RNNs instead of just randomly dropping neurons; max-drop
[160] aimed for CNNs that selectively drops activations with the maximum
value within each feature map, DropFilterR [161] also for CNNs that randomly
drops elements in convolution filters; Drop-Activation [162] which randomly
drops activation functions by replacing them with identity function; cutout
[156] that drops only input units and only in contiguous sections; stochastic
depth [163] which randomly drops subsets of layers; stochastic residual network
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[164] that randomly remove skip connections; standout [165] that overlies a
binary belief network on a NN to selectivelly setting the NN’s activations
to zero; jumpout [166] adapting the dropout rate; DropAll [167] combining
dropout and DropConnect; curriculum dropout [168] with adaptive scheduled
dropout rates; late dropout [154] that is active only in later epochs; DropMaps
[169] applying dropout on feature maps; LayerOut [170] which freezes random
layers; DropIn [171] that instead of setting activations to zero uses activations
from previous layer; fast dropout [172] improving the computation speed
of standard dropout; annealed dropout [173] with decreasing dropout rate;
variational dropout [174] with learned dropout rates; rnnDrop [175] for RNNs;
another variants of dropout for RNNs and long short-term memorys (LSTMs)
in particular in [176–178], max-pooling dropout [179]; SpatialDropout [180, 181]
for CNNs; evolutional dropout [182] computing sampling probabilities from
mini-batches; swapout [183] which is a generalization of standard dropout
and stochastic depth; dropout for network compression and acceleration
through sparsity [184–187]; concrete dropout [188] with automatic tuning of
dropout probabilities; dropout for Bayesian NNs [189]; adversarial dropouts
[190, 191] and its RNN variant [192]; fraternal dropout [193] that uses a pair
of identical RNNs with different dropout masks; information dropout [194]
automatically adapting to the data using information theory; spectral dropout
[152] using a decorrelation transform with fixed basis functions; hardware-
oriented dropout for field-programmable gate arrays (FPGAs) [195]; ranked
dropout [196] which masks active neurons; surrogate dropout [197] that drops
neurons based on their importance; tabu dropouts [198, 199] that give tem-
porary protection against dropping to a neuron that has been just dropped;
supervision dropout [200] using genetic algorithms for selection of dropped
neurons; iDropout [201] that gives higher probability of dropping to neurons
with lower relevance; Wasserstein dropout [202] for uncertainty estimation;
using dropout with diversity sampling for uncertainty estimation [203]; adap-
tive infinite dropout [204] for streams; Icing-dropout [205, 206] that adaptively
selects neurons to be dropped; and many others — see reviews [150, 207, 208]
for more dropout and regularization variants.

While dropout is a regularization technique, it is called dropout layer
throughout this work as it is often implemented using a special layer masking
individual neurons, which is the case of the used frameworks Keras [209]
and Tensorflow [210].

2.2.3.3 Convolutional layer

While not used in this work, convolutional layers are one of the most used
layers nowadays as they are crucial for image pattern recognition as they
allow the extraction of spatial features in images without incurring significant
computational costs. These layers are based on the principles of parameter
sharing, sparse interactions, and equivariant representations [46]. Convolu-
tional layers are widely employed in applications where the arrangement
of inputs encodes spatial or temporal information, such as images, videos,
audio, and time series. In this section, we focus on using 2D convolution
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Figure 2.2: Visual comparison of dropout and DropConnect.
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for image processing as the 2D convolution is easy to visualize; 1D and 3D
convolution layers work similarly.

Convolutional layers apply filters to input data, which introduces an addi-
tional dimension to the data. Multiple convolutions are usually employed,
each resulting in a different feature map as shown in Fig. 2.3. The Fig. 2.3
shows a convolution layer with 9 filters being applied to an input image.
Note that the Fig. 2.3 also shows pooling layer (see Section 2.2.3.4) and also
another convolutional layer, this time with 36 filters.

The convolutional layer’s parameters include the kernel’s width w and
height h, the number of filters d, padding p, and stride s. These parameters
determine the size of the output volume. The width w and height h define
the receptive field [122] of the layer, whereas the parameter d determines the
number of filters that will be applied to each input and thus, it represents the
depth of the output volume, a single feature map at a certain depth is called
depth slice. The kernel dimensions determine the size of the matrix that defines
the kernel, with square kernels being common in image pattern recognition.
However, some architectures, such as Inception v3 [52], deviate from the
norm by using non-square kernels, such as 3 × 1 and 1 × 3 convolutions in
two layers instead of a single 3 × 3 convolution.

The parameter p controls the padding of the input volume with zeros, an
aspect that affects the dimensions of the output. The absence of padding
is often termed valid padding (e.g., [46, 209, 211]), which leads to output
dimensions that are smaller than the input’s due to the convolution operation;
such convolution is sometimes called the narrow convolution (e.g., [212]).
In contrast, padding is typically employed to maintain the output spatial
dimensions as those of the input. Common terms for this padding strategy are
same (e.g., [46, 209, 211, 213]) or half padding (e.g., [213]). Another padding
variant is called full [211], where the filters are applied to the input end-to-end
— every input pixel is used by every part of the filter.

The stride s parameter controls the frequency at which the filter is applied
to input pixels. For example, s = 1 applies the filter to every pixel, while s = 3
implies application to every third pixel. Convolution with s > 1 is called
strided convolution [123]. The stride also determines spatial downsampling
in the convolution process. It essentially combines regular convolution with
s = 1, followed by subsequent downsampling. However, this approach is less
computationally efficient compared to convolution with a stride [46, 213, 214].
An alternative to strided convolution is the space-to-depth convolution [215].

For example, if the layer had stride s = 1 and h = w, then the same padding
keeping the spatial dimensions would be p = w−1

2 . An extreme case is the
full padding, which pads the input with enough zeros such that every input
pixel is visited equally — the border pixels in the case of the same padding
are underrepresented in the model [46, 213].

Weight sharing is a critical feature of convolutional layers, as the same
filter is applied to different pixels — this is in contrast to the fully connected
layer (see Section 2.2.3.1) where each input has its own weight. This results
in a significant reduction in the number of parameters when the kernel size
is considerably smaller than the spatial dimensions of the input. Within the



2.2 building blocks of neural networks 21

convolutional layer, a single set of weights is assigned to each depth slice,
meaning that all neurons within that slice share the same weights [122].

The output volume of a convolutional layer Ho × Wo × Do is determined
by the parameters in following way [122]:

Ho =
Hi − h + 2p

s + 1
(2.8)

Wo =
Wi − w + 2p

s + 1
(2.9)

Do = d (2.10)

where h, w, p and s are defined above and Hi and Wi is the spatial dimension
of the input volume.

The concept of sparse interactions or sparse connectivity plays a crucial role
in convolutional layers. This idea is grounded in the size of the convolutional
layer’s kernel, such as when the kernel size is denoted as n × n. In this
scenario, each neuron within the layer possesses a receptive field of n × n,
meaning it is not linked to every neuron in the preceding layer but only to
n2 × di neurons, where di represents the depth of the input. Sparse connec-
tivity contributes to a significant reduction in the number of parameters for
each neuron. For instance, if the input volume measures 224 × 224 × 3 and
the filter size is 5 × 5, each neuron within the convolutional layer will have
5 × 5 × 3 + 1 = 76 parameters. In contrast, a neuron in a dense layer would
have 224 × 224 × 3 + 1 = 150, 529 parameters.

Another important concept for convolutional layers is the equivariance to
a translation [46] — the property that shifting the output of a convolutional
layer is essentially the same as shifting the input first and then applying the
convolution operation, with minor exceptions at the border regions. This
property is particularly desirable when our objective is to identify features
or patterns that may appear at various positions within the input data, a
common scenario in typical image applications (though not always, as certain
images may be perfectly centered) [46]. However, in cases where equivariance
to translation is not the desired characteristic, the convolutional layer can
be substituted with a locally-connected layer. This alternative layer functions
like a convolutional layer but doesn’t adhere to strict weight sharing [122,
211]. The tiled convolution [216] is in between the standard convolutional layer
and the locally-connected layer; instead of having all weight shared as in the
standard convolutional layers, it uses a tiled pattern of tied weights, therefore
immediately neighboring cells have different filters but cells k step aways will
share weights [216].

Besides the strided convolution and tiled convolution described above, there
are also other convolution variants. One such variant is dilated convolution
(also called atrous convolution [217]), which increases the filter’s receptive field
size by inserting zeros between filter elements [123]. According to [217], it
first appeared in [218]. It is often applied to problems that require longer
sequence information dependencies [219]. The dilated convolution gave rise
to popular dilated residual networks [220]. Dilated networks were used for,
e.g., image sharpening and denoising [221–225], semantic segmentation [226],
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learning optical flows [227], speech separation [228], image classification
[229–231], and speech emotion recognition [232].

Another variant is the transposed convolution [123, 213] (also called deconvo-
lution [123, 233, 234], fractionally strided convolution [123, 235], and convolutional
transpose [236]) proposed in [233, 234]. Whereas standard convolution con-
nects a single output activation to multiple input activations, transposed
convolution has multiple output activations for single input activation by
upsampling the input by a factor of the stride value with padding [123].

Examples of usage of transposed convolution include super-resolution
[237], semantic segmentation [238], feature visualization [239], deblurring
[240], and image generation [236].

2.2.3.4 Pooling layer

Even though the pooling layer is also not used in this work, it is one of the
most commonly used layers in ANNs. A pooling layer plays a crucial role
in decreasing the spatial dimensions of the input data and is frequently
employed alongside convolutional layers [46, 122]. Pooling layers downsam-
ple the feature maps by aggregating features from local regions [241]. The
fundamental concept behind pooling shares some common ground with
convolutional layers. However, in contrast to convolution, which involves the
convolution of neighboring pixels with a kernel, pooling employs a specific
pooling function to process nearby pixels.

Pooling increases the size of the receptive field of convolutional kernels
over layers, but it also reduces computational complexity and memory re-
quirements by reducing the resolution of the feature maps [241]. All the
while, it retains important features essential for processing by subsequent
layers [241]. Furthermore, as it reduces the number of parameters, it can also
serve to reduce overfitting. Not only that, it also introduces invariance to
small translations of the input [46].

Commonly used pooling layers share similar parametric attributes with
convolutional layers, including width w, height h, stride s, and the choice
of pooling function f . Width and height determine the neighborhood size

Input 224 × 224

224 × 224 × 1

218 × 218 × 9

114 × 114 × 9

110 × 110 × 36

Convolution
7 × 7
9 maps

Pooling
2 × 2
9 maps

Convolution
5 × 5
36 maps

Figure 2.3: Example of usage of convolutional and pooling layers. Note that this ex-
ample has no padding, and thus, the convolutions also reduce dimension.
More about pooling layers in Section 2.2.3.4.
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considered for pooling, while stride regulates how frequently pooling is
applied. The pooling is usually applied to non-overlapping blocks; therefore,
the stride is used more often than in convolutional layers, e.g., a ubiquitous
pooling layer has w = 2 h = 2 (filter 2 × 2) together with s = 2 and max
pooling function [122] which results in downsampling and getting rid of 75 %
outputs [122] as every max operation takes a maximum over four numbers
(patches w × h = 2 × 2 in a depth slice). Larger pooling receptive fields are
usually too destructive [122].

The output volume of pooling layer Ho × Wo × Do is determined by the
parameters in a following way [122]:

Ho =
Hi − h
s + 1

(2.11)

Wo =
Wi − w

s + 1
(2.12)

Do = Di (2.13)

where h, w, and s are defined above and Hi, Wi, Di are the dimensions of the
input volume.

While pooling layers are widely used, they are not strictly necessary and
can be replaced efficiently with convolutional layers using appropriate stride
values [122, 242]. This substitution can be advantageous in cases where pool-
ing may not align with specific architectural or computational requirements.
For example, certain visualization tasks rely on the use of switches from
max pooling layers during the forward pass — this is actually also common
during the backward pass of the backpropagation. Substituting max pooling
layers with convolutional layers allows for unconditional visualization, not
reliant on the forward pass [242]. In fact, an architecture referred to as an all
convolutional network [242] that excludes pooling layers has shown strong per-
formance in image classification on datasets like CIFAR-10 [243], CIFAR-100

[243], and ImageNet [48].
There are many variants of pooling layers. There are two leading groups

regarding the type of pooling used — local pooling and global pooling [241].
The local pooling is described above; it performs pooling from small local
regions determined by the width and height. The global pooling is done over
the whole feature maps to get a single value for each of the features [241].

Historically, the two most common pooling layers are the max pooling
layer described above and the average pooling layer that produces the mean
value over the pooled region [244]. These two pooling approaches are used
due to their simplicity in many CNNs [241]. The max pooling layer selects
the highest value from the pooled region, and therefore, it does not degrade
found features [245]; however, the max operation complicates the backward
pass in backpropagation for optimization or visualization purposes [242].
The average pooling is also simple; however, it might reduce feature contrast if
there are small values in the considered region [245].

There are also many other pooling methods such as learned-norm pooling
[246], fractional max pooling [247–249], rank-based pooling [250], gated max average
pooling [251], mixed max average pooling [252, 253], dynamic correlation pooling
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[254], Log-Sum-Exp pooling [255], dynamic pooling [256], smooth-maximum pool-
ing [257], soft pooling [258], polynomial pooling [259], maxfun pooling [260], ordinal
pooling [261], regularized pooling [262], Root-Mean-Square pooling (termed sqrt
in the original paper) [263], global feature guided local pooling [264], stochas-
tic pooling [265], stochastic spatial sampling pooling (S3 pooling) [266], spatial
pyramid pooling [267], concentric circle pooling [268], polycentric circle pooling
[269], multi-pooling [270], second-order pooling [271], improved bilinear pooling
[272, 273], detail-preserving pooling [274], local importance based pooling [275],
generalized max pooling [276], transformation invariant pooling [277], kernelized
subspace pooling [278], region pooling learning [279], and random crop pooling
[280]. More about these and many other pooling approaches is available in
reviews [241, 245, 281, 282].

2.2.4 Optimization

Optimizing a neural network typically involves three key steps: forward propa-
gation, loss optimization, and error backpropagation with parameter update [46,
122],. During forward propagation, the neural network computes its output
for a given input. Loss optimization measures how well the network’s output
matches the ground truth as defined by a loss function, and this loss function
is what the training process aims to minimize. Finally, error backpropagation
with parameter update is where gradients are computed using the chain
rule, and the network’s parameters are updated using gradient-descent-based
approaches [46, 122, 283] as analytical solutions for parameter estimation are
often unattainable [284]. There are also other methods that do not involve
gradient-descent-based approaches; however, those are out of the scope of
this work as only gradient-descent-based approaches were used throughout
this work.

2.2.4.1 Loss function

The term loss function, often referred to as an objective function, is a mathemat-
ical construct that associates an event or one or more variables with a real
number, which intuitively represents a quantification of the "cost" or "error"
associated with that event [284]. In optimization problems, the objective is to
minimize this loss function [284].

In a neural network, loss functions assess the quality of a parameter
assignment after the forward pass [122]. In the forward pass, the neural
network generates scores for input data, and the loss function quantifies
how closely these scores align with the ground truth [122, 132]. Essentially, it
quantifies the quality of the network’s predictions by computing a numerical
score that reflects the degree of dissimilarity between the observed and
predicted values [284]. This process involves assessing the error between true
and predicted values and aggregating these errors across the entire dataset
to produce a singular metric that assesses the network’s performance relative
to the desired outcome [284].
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Common loss functions include cross-entropy, mean squared error (MSE)
(or the unaveraged sum of squared errors (SSE)), hinge loss (and its squared
and cubed variants [285]), and others [209, 284, 285].

2.2.4.2 Backpropagation

Backpropagation (BP) is a method for computing gradients based on iterative
use of the chain rule of differentiation [46]. While it is often attributed to
Rumelhart, Hinton, and Williams [38], several research teams published the
algorithm independently around the same time [284].

For x ∈ R, f (x) : R → R, g(x) : R → R, y = g(x), and z = f (y) = f (g(x)),
then the chain rule is [46]:

dz
dx

=
dz
dy

dy
dx

(2.14)

In vector notation, let x ∈ Rm, y ∈ Rn, z ∈ R, g(x) : Rm → Rn, f (y) : Rn →
R, y = g(x), and z = f (y), then the chain rule is [46] is:

∂z
∂xi

=
n

∑
j=1

∂z
∂yj

∂yj

∂xi
(2.15)

Since the backpropagation in NNs is usually done with tensors, the tensor
notation might be more relevant — the tensor notation of the chain rule is
[46]:

∇X z = ∑
j

(
∇XYj

) ∂z
∂Yj

(2.16)

where X, Y are tensors, Y = g(X) and z = f (Y) and j is a tuple of indices
[46, p. 203].

For a comprehensive and numeric illustration of the backpropagation
process, a detailed example can be found in the work by López, López, and
Crossa, which offers a practical and specific insight into this fundamental
neural network training technique [284].

Backpropagation, a fundamental process in neural networks, systematically
applies the chain rule in an iterative manner [46]. This approach stems from
the conceptualization of neural networks as complex compound functions.
The practical implementation of backpropagation typically involves the use
of a computational graph, which serves as a descriptive framework for
this compound function. Within this graph, each node corresponds to an
operation that applies a function to a set of arguments, which are derived
from the values of preceding nodes [46]. For a more comprehensive and
detailed exploration of backpropagation and computational graphs, one can
refer to the in-depth discussions available in resources like [46, 122].

2.2.4.3 Gradient descent

Gradient descent stands as the prevailing approach for optimizing deep
neural networks [122, 132, 284]. This algorithm’s primary objective is to
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navigate the landscape of the loss function, systematically moving towards
local optima. The fundamental vanilla version of gradient descent computes
the gradient at the current point and follows a trajectory of fixed length,
known as the learning rate, in the direction of the steepest descent.

However, in the realm of neural networks, the traditional gradient descent
is frequently supplanted by alternative variants as neural networks often
have a large number of parameters, and they are trained using large datasets
and calculating the gradient with respect to all training samples might be
infeasible. These include online gradient descent [122], which factors in a single
example per iteration, or minibatch gradient descent, where small batches of
examples are considered for each weight update. These variants are collec-
tively referred to as stochastic gradient descent (SGD) even though SGD is
technically only a different name for the online gradient descent [122].

Moreover, enhancements to the gradient descent approach have been intro-
duced to address specific challenges. One such enhancement is momentum, a
technique designed to surmount local optima and expedite convergence, par-
ticularly when navigating prolonged and narrow valleys in the loss function
landscape [122, 286]. Momentum methods incorporate the history of descent,
whereby the negative gradient influences the particle’s velocity in relation to
its momentum. Subsequently, the new position is determined by taking into
account the current position and the velocity. A related concept, known as
Nesterov momentum, functions similarly to classical momentum but computes
the gradient after the momentum update.

The optimization of the learning rate, a critical component in gradient
descent, has also been a subject of exploration. Single formulas for dynam-
ically setting the learning rate have been proposed, including step decay,
exponential decay, or 1

t decay. Alternatively, tuning the learning rate on an indi-
vidual parameter basis, informed by the training history, has led to methods
such as adagrad [287], Adadelta [288], RMSprop [289], ESGD [290], Adam and
AdaMax[291], and Nadam (Adam with Nesterov momentum)[292]. In-depth
comparison of SGD and Adam is available in [293]; analysis of the Adam in
[294–299]. The SGD and its variants are first-order optimization methods as
they use a first derivative; higher-order methods such as [300–303] might con-
verge at a faster speed as they use the information about curvature; however,
these methods are more difficult to utilize compared to first-order methods
in NNs — usually due to the operation and storage of the inverse of the
Hessian matrix [286, 304, 305].

More recent improvements of these techniques include, for example, a
hybrid combination of Adam and AMSGrad called HN Adam [306], SGD with
warm restarts and regularization called SGDRE [307], SGD with fractional-
order momentum [308], projection Adam AdamP [309], Adam with quasi-
hyperbolic momentum QHAdam [310], Adam with partially adaptive momen-
tum PAdam [311–313], adaptive inertia optimizers [293], Adam with adaptive
variance reduction Adam+ [314], Adam with adaptive bilevel optimization
BiAdam [315], AdaGDA [316], AMSGrad [297], AdaBound and AMSBound with
learning rate clipping [317, 318], Adam with second-order momentum AdaXod
[319], AdaMod [320], WSAGrad [321], AdaLip estimating the Lipschitz constant
[322], AdaBelief [323], and AdaCB [324] limiting the learning rates, super-adam
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[325] providing a generalizing framework, Adam with the Kalman filter
KAdam [326] ans its extension sKAdam [327], iAdam [328], diffMoment [329],
Nadax [330], AdaDrift [331], AdaSecant [332, 333], AdaHessian [334], NRMSProp
[335], and SGD with random learning rate mSGD [336]; these are only few
examples demonstrating how vast is the field of the optimizers, see reviews
mentioned below.3 Nevertheless, the vanilla Adam remains popular as it con-
verges well even in the vanilla form when tuning the Adam hyperparameters
[299].

More about optimization methods for NNs is available in reviews and
comparative studies [286, 304, 305, 337–345].

3 Also, an extensive list of optimizers is available in the supplementary material of [337] at
https://proceedings.mlr.press/v139/schmidt21a/schmidt21a-supp.pdf.

https://proceedings.mlr.press/v139/schmidt21a/schmidt21a-supp.pdf
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D N A M I C R O A R R AY S A N D G E N E E X P R E S S I O N
M E A S U R E M E N T — A N O T H E R B R I E F O V E RV I E W

This chapter serves as a brief overview of DNA microarrays, an important
technology in genomics [346]. Microarrays entail the immobilization of thou-
sands of nucleic acids on a surface and are employed to gauge the relative
concentrations of nucleic acid sequences within a mixture to get an estimation
of gene expression levels [347] of thousands of genes simultaneously [348].
This quantification is achieved through the process of hybridization, followed
by the detection of the resultant hybridization events [347].

The last two decades in genomics were characterized by the massive use of
oligonucleotide and DNA microarrays, which allows for obtaining genome-
wide mRNA expression data [349]. While the very predecessor of DNA
microarrays was used already in 1975 [347, 349], the DNA microarrays are
still actively used for research even today (e.g., [350–357]). Other contem-
porary uses include DNA fingerprinting for forensic uses [358] and clinical
applications such as [359].

The Section 3.2 briefly describes the historical development of DNA mi-
croarrays; a brief overview of the function and types of DNA microarrays is
then provided in Section 3.3 together with a comparison to another popular
approach for measuring gene expression — RNA-Seq — in Section 3.3.2.
Finally, an L1000 microarray platform is introduced in Section 3.3.3 due to its
importance for the motivation of this work.

3.1 dna and genetics

Genes are the basic hereditary units through which living organisms in-
herit characteristics and attributes from their progenitors [360]. For instance,
children often exhibit physical resemblances to their parents due to the in-
heritance of their parents’ genes. Genetics delves into the intricate study of
genes, aiming to explain their composition and functionality.

Genes are stored in an extended molecular structure termed DNA, which
undergoes replication and is passed down through successive generations
[360, 361]. DNA comprises basic building blocks arranged in a specific se-
quence, holding genetic information. This genetic code, inherent to DNA,
provides the language that enables organisms to interpret the data contained
within genes. This information serves as the blueprint for the construction
and operation of a living organism [360, 361].

The genetic information encoded in DNA is stored as a code consisting of
four distinct chemical bases — adenine (A), guanine (G), cytosine (C), and
thymine (T) [361, 362]. The arrangement, or sequence, of these bases dictates
the data required for the construction and maintenance of an organism,

29



30 dna microarrays and gene expression measurement

similarly to the manner in which the alphabet’s letters are ordered to form
words and sentences [361].

DNA consists of two strands forming a double helix; the two strands of
DNA are polynucleotides, and they are constructed from simpler monomeric
units known as nucleotides [361]. Each nucleotide comprises one of four
nitrogen-containing bases (A, G, C, and T), a sugar molecule deoxyribose,
and a phosphate group [361]. A chain is formed by the linkage of deoxyribose
and a phosphate group, serving as the scaffold upon which nucleotides are
attached as shown in Fig. 3.1. Each DNA molecule is composed of two
complementary strands, and the orientation of the deoxyribose within each
strand dictates their direction. These strands are identified as the 3’ end
and 5’ end based on the bonds of the deoxyribose [361]. The complementary
strands align in reverse directions and are linked by peptide bonds connecting
the nucleotides. The nucleotides within these strands are not connected at
random; usually, adenine pairs with thymine, while cytosine forms a peptide
bond with guanine [361]; nevertheless, there are exceptions and other pairs
are formed, e.g. [363].

However, the DNA does not directly partake in protein synthesis. Instead,
an intermediary molecule, ribonucleic acid (RNA), serves as the courier,
shuttling the information encoded in DNA to ribosomes [361, 364]. At the
ribosomes, proteins are manufactured in alignment with the nucleotide
sequence. These nucleotides are read in triplets, termed codons, where each
of the 64 potential triplets codes for one of the 21 amino acids, a start codon,
or a stop codon [361]. This intricate process comprises two primary phases:
transcription, which is the initial step where a gene acts as a template for RNA
synthesis, and translation, the subsequent step involving ribosomal protein
synthesis [361]. This process of the flow of genetic information called GE is
often summarized in the so-called central dogma of molecular biology [365–369].

3.2 brief history of microarrays

The first description of the DNA in 1953 by Watson and Crick [370] led to
the emergency of genomics. The first steps towards the creation of the DNA
microarrays were presented in the late 60s when the way for locating the
position of specific sequences (in situ hybridization) was discovered [371].
The method became known as fluorescence in situ hybridization (FISH) after
the introduction of fluorescent probes [371]. The FISH uses fluorescent probes
that bind only sequences with a high degree of complementarity, which can
be observed using fluorescence microscopy.

3.2.1 First arrays

The development of the colony hybridization method led to the creation of
the first microarrays; the colony hybridization method randomly cloned the
probe DNA into E. coli plasmids, and then grown the colonies, thus replicating
the probe DNA. This was used for the first larger scale experiments where it
was used to screen thousands of colonies to identify clones with the DNA
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Figure 3.1: Structure of a DNA molecule. By Madprime [CC0], via Wikimedia Com-
mons, https://commons.wikimedia.org/wiki/File:DNA_chemical_str
ucture.svg.

complement to the probe DNA [347]. The approach was later extended in
1979 by creating an array of 1728 colonies in a 26 × 38 cm region [347].
The extension was done by the creation of mechanical pin devices that
allowed it to operate simultaneously on 144 well microplates. The first and
simplest arrays were called the dot blots with simplified processing and better
reproducibility — they allowed for parallel hybridization and also for parallel
image processing [371]. The density of the first array was further increased
by replacing the manual work with robotic systems, which also removed the
human errors that inevitably occurred [371].

3.2.2 Increasing the density

The dot blot procedure used a porous support as it provided a larger surface
for binding, and also, the nucleic acid could be applied in relatively large
volumes because it soaked into the porous material, thus preventing excessive
lateral spreading [371]. The porous support came, however, with several
disadvantages — the boundaries and shapes of spots were poorly defined,
and it was difficult to control the amount of oligonucleotide deposited. The

https://commons.wikimedia.org/wiki/User:Madprime
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://commons.wikimedia.org/wiki/File:DNA_chemical_structure.svg
https://commons.wikimedia.org/wiki/File:DNA_chemical_structure.svg
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porous support was an obstacle to increasing the density of spots, which
was necessary to increase the number of spots. Furthermore, the permeable
membranes tended to swell in solvent and to shrink and distort when dried,
and also the non-rigidness made spotting and reading their position more
difficult [371, 372].

The solution was to replace the porous support with an impermeable
material such as glass or silicon, which allowed the use of very small sample
volumes and high density of spots [372]. Furthermore, since the nucleic
acids form a monolayer that saturates the surfaces, the impermeable support
allowed for the consistency of attached amounts between regions of the array
[371]. Also, such supports increased the reaction speeds of the solution phase
as the molecules did not have to diffuse into and out of the spores [371]. The
impermeable supports allowed the technology to reach the high accuracy,
reliability, and reproducibility needed for larger-scale experiments.

3.2.3 Mature microarrays

After the introduction of impermeable supports, three major directions of
microarrays emerged — spotted arrays, in-situ synthesized arrays, and self-
assembled arrays [347].

3.2.3.1 Spotted arrays

The first method allowing high-density arrays on glass substrates was pub-
lished in 1996; the process used poly-lysine coated glass microscope slides
that provided good binding of DNA and also a robotic spotter that was
spotting multiple glass slide arrays from DNA stored in microtiter dishes
[347].

3.2.3.2 In-situ synthesised arrays

Another direction represented the in-situ synthesis of nucleic acid on the
surfaces, which brought multiple advantages over the deposition of presynthe-
sized probes [371]. One of the possible approaches was an ink-jet fabrication
that used ink-jet printers to fire a solution of nucleotide reagents at a glass
surface. Due to the similarity of ink-jet printing on paper, most of the engi-
neering work was already researched, which allowed a quick introduction of
the method as it required only the modification from printing four colors to
delivering precursors for four different bases [371]. This increased the flexi-
bility of DNA microarrays as it could synthesize any set of oligonucleotides
and place it at any position in the array [371].

A different approach is the light-directed fabrication (manufactured by
Affymetrix) that directed the synthesis of oligonucleotides by using patterned
photolithographic masks [347, 371]. A single mask was required for each base
addition; thus, to create a probe of 20 nucleotides, 80 masks were required
[371]. The biggest advantage of such an approach is the high density — there
are DNA microarrays that have 65,536 probes in 1.28 × 1.28 cm area [371].
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3.2.3.3 Self assembled arrays

Yet another method was introduced in 1998; it synthesizes DNA on small
polystyrene beads and then deposits the beads on the end of a fiber optic
array[371]. A randomly assembled array is then created by applying a mix-
ture of such beads to the optic fiber. The first versions of the technology
used optically encoded beads with different fluorophore combinations to
determine the position of the nucleotides. However, this rather limited the
number of unique beads that could be distinguished [371]. This was solved
in 2004 by decoding the beads using hybridization and detection of several
short and fluorescently labeled oligonucleotides, which allowed for a large
number of types of beads on a single array and for functionality tests of such
array prior to its use in a biological assay [371].

3.2.4 Future of microarrays

The DNA microarrays characterized a whole phase in the genomics research.
Even though they are still actively used in various research, a new competitor
has arisen recently — it is called the RNA-Seq [373]. It has one great advan-
tage compared to DNA microarrays as the microarrays need to know the
analyzed sequences a priori to the experiment [373]. The RNA-Seq represents
a whole transcriptome shotgun sequencing and, as such, produces reads of
sequences in the analyzed sample without the need to know the sequences
before the experiment — the measurement of the gene expression is done
by counting the reads during the transcriptome assembly. For more details,
see Section 3.3.2. Coppée predicted in 2008 that microarrays would have
been made obsolete by the sequencing platforms as over time more and
more applications would have migrated from microarrays to the sequencing
approaches [374]; while this prediction is partly true as, for example, the
RNA-Seq is more suitable for certain applications, the microarrays are still
very popular with new designs appearing in contemporary literature (e.g.,
[359, 375]) — furthermore, Aparna and Tetala stated in 2023 they expect
that biomolecule-based microarrays will flourish over the next five years
[376]. One of the reasons why microarrays might flourish in the near future
might be nanoarrays, which are part of next-generation sequencing (NGS)
approaches [377].

Furthermore, the microarrays are often preferred in certain applications
as they are often cheaper [378] (depending on the goals and scope of an
experiment). Also, there are microarray-based tests with proven clinical
utility, and they are easier to use for diagnosis. The economic and technical
aspects allow the use of microarrays outside the basic research directly in
clinical practice [379, p. 17] such as [359].

3.3 dna microarrays and measuring gene expression

DNA microarrays, sometimes also called nucleic acid arrays [347], are used
mainly for measurement of gene expression levels [347, 364] (there are also
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other popular approaches such as RNA-Seq, see Section 3.3.2). They are used
to assess, for example, DNA mutations, DNA methylation, single nucleotide
polymorphism, chromosomal fragments, microRNAs, and long noncoding
RNAs [379, p. 17]. A typical microarray is constructed by immobilizing
oligonucleotides [380], each comprising several dozen nucleotides, onto a
glass slide [381], a specialized cassette [379, p. 17] or other materials [382]. Em-
ploying photolithographic techniques [383] (there are also other approaches,
see [376]), one nucleotide (A, G, C, and T) is added at a time, enabling the
creation of a microarray containing hundreds of thousands of distinct oligonu-
cleotide sequences [381]. These sequences are designed to be complementary
to characteristic fragments of known DNA or RNA sequences [384] and are
organized into sets referred to as probes [381, 385].

When a sample containing DNA or RNA molecules is applied to the
microarray’s surface, these components specifically hybridize with their
corresponding probes, which are present in multiple copies throughout the
microarray [381] as shown in Fig. 3.2. A fluorescence-based method is then
employed to determine the amount of material hybridized to a particular
probe [381]. Although the relationship between fluorescence intensity and
the quantity of DNA or RNA is not linear, the fluorescence intensity serves
as an indicator of the amount of a specific gene’s DNA or RNA in the sample
[381]. This methodology facilitates the quantification of transcript levels for a
multitude of genes within a relatively short timeframe [381].

3.3.1 Microrrary experiments

The whole microarray experiment consists of several steps. The first step is
the RNA isolation, where the RNA is isolated from the cells. During this step,
the degradation of the sample is also measured; a high-quality RNA sample
should contain over 80 % of ribosomal RNA (rRNA) as its concentration is

Figure 3.2: Working of DNA microarrays by hybridization of the target to the probe.
By Squidonius [public domain], via Wikimedia Commons, https://comm
ons.wikimedia.org/wiki/File:NA_hybrid.svg.

https://en.wikipedia.org/wiki/User:Squidonius
https://commons.wikimedia.org/wiki/File:NA_hybrid.svg
https://commons.wikimedia.org/wiki/File:NA_hybrid.svg
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a good indicator of the overall RNA quality [381]. Nevertheless, the quality
of RNA can also be measured after the completion of the experiment by
evaluating results from a control probe-sets [381], often with the help of RNA
degradation plots [386] or mixed effect modeling [387].

The second step is the synthesis of copy DNA (cDNA) [381]; the RNA
is reverse transcripted into the first strand of cDNA using either oligo-dT
primer such as or random primers [381]. As oligo-dT primer works only
on mRNA and not on rRNA and therefore no cleansing of rRNA is needed
[381]. The second strand of cDNA is synthesized using the first strand as a
template.

The third step is the amplification and labeling [381]. The synthesized
cDNA is amplified (replicated); however, this step is crucial for the GE
experiment quality [381] and can introduce systematic errors [388] — which is
one of the reasons why amplification is optional and why there are microarray
protocols that omit it [381, 389]. The amplification process uses in vitro
transcription to produce copy RNA (cRNA) [381, 390]. To enable control of
the overall reaction yield and the sample’s purity, this step also includes
cleanup and quantification of the cRNA [381].

The fourth step is fragmentation when the cRNA targets are cut into
fragments 50–100 nucleotide (nt) long [381]. Before the next step, bacterial
RNAs are added to enable evaluation of the consistency of hybridization
condition and the overall performance [381]. These bacterial RNAs are called
bacterial spikes [381] and are one of the type of external RNA controls (ERCs)
[381, 391].

The fifth step, hybridization, is the most time-consuming; during hybridiza-
tion, the cRNA binds to the specific probes on the microarray chip [381].

The next, sixth, step is washing of all cRNAs that are non-specifically
bound to the microarray surface [381]; as the non-specifically bound cRNA is
washed with varying efficiency, the sensitivity and background level of the
entire microarray are affected [381].

The seventh step is the staining of the hybridized cRNA with fluorescent
dye [381, 392] so that probe-target hybridization might be detected during
the scanning process [392]. There are also approaches for labeling the targets
pre-hybridization [392]. There are also two-channel microarrays for comparing
two samples labeled with two different fluorescent dyes.

The eighth step is the scanning, where the bound fluorescent dye is excited
using a laser [381, 392]; the scanners measure the level of fluorescence,
which is assumed to be proportional to the amount of cRNA bound to the
corresponding probe [381]. An example of scanned two-channel microarray is
shown in Fig. 3.3.

The final step is the data pre-processing from the microarray image ob-
tained in the previous step [381]. Several pixels are tied to each probe in
the image; thus, the pre-processing of the image has to convert these pixels
into a single fluorescence intensity for each probe [381]. As there are many
factors influencing the measurement of the intensities, such as experimental
conditions and cRNA concentrations [381], a normalization is performed after
the scanning [381, 393]; however, the used normalization approach can have a
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Figure 3.3: An example of scanned two-channel mouse cDNA microarray. It shows
the gene expression differences of approx. 8,7000 genes between two
different mouse tissues. By Louis M. Staudt [public domain], via Wiki-
media Commons, https://commons.wikimedia.org/wiki/File:

Mouse_cdna_microarray.jpg.

huge impact on the results of the experiment — more detailed discussion and
examples of normalization approaches are available in [346, 348, 393–410].

More detailed description of microarray structure and the whole process
of measurement gene expression using microarrays from first step of RNA
isolation through amplification to scanning is available in [364, 376, 380–
383, 411]; detailed protocols are available in [379, pp. 18–32] and [382]. A
discussion of approaches for analyzing DNA microarray data is available in
[348, 412], and a tutorial is available in [413].

3.3.2 RNA-Seq

The RNA sequencing (RNA-Seq) [373, 414–416], a competitor DNA microar-
rays is a more recent method for measuring gene expression leves. RNA-Seq
boasts many advantages over the DNA microarrays.

First, RNA-Seq allows for the discovery of new genes and exons while
DNA microarrays require to know a priori the measured sequence [414, 417].
While there is a microarray variant called genome tiling array (or just tiling

https://commons.wikimedia.org/wiki/File:Mouse_cdna_microarray.jpg
https://commons.wikimedia.org/wiki/File:Mouse_cdna_microarray.jpg
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array) [418–421] that can discover new genes (e.g., [421]) and exons, it needs
a lot of input RNA and has several limitations affecting sensitivity, specificity,
and direct splice detection [414].

Second, DNA microarrays have a limited measurement range as they can-
not reliably detect transcripts with low abundance or alternative isoforms
[417]; this is not the case for the RNA-Seq [414, 417]. On the other hand,
RNA-Seq approaches also have several disadvantages compared to microar-
rays; they are costlier [417] and have higher data analysis requirements (see
Fig. 3.5 for individual steps of the data analysis) as there are no "gold stan-
dard" pipelines at the moment — unlike the DNA microarrays which have
standardized workflows and available user-friendly software for data process-
ing and analysis [417]. Also, microarray experiments have faster turnaround
times, especially for small studies, as RNA-Seq that requires a flow cell with
multiple lanes or a chip with multiple samples for cost-efficient operation
[417]. Also, RNA-Seq requires mRNA selection or removal of abundant
transcripts in order to avoid high sequencing costs [417].

An in-depth comparison of microarray and RNA-Seq technologies, together
with guidelines for the selection of the appropriate approach for an experi-
ment, is given in [417]. Further description of RNA-Seq is out of the scope of
this work as mainly DNA microarray data were used for the experiments and,
moreover, the task is motivated by inferring the full expression profile out of
the very cost-effective L1000 microarray platform (see Section 3.3.3). More
details about RNA-Seq is available in [422–427] and illustrative overview of
the RNA-Seq process is shown in Fig. 3.4 just to provide reader an idea about
the whole process; full description of the figure is available in [422].

Figure 3.4: General overview of RNA-Seq. By Griffith et al. [422] [CC BY 4.0], taken
from https://doi.org/10.1371/journal.pcbi.1004393.g002.

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1371/journal.pcbi.1004393.g002
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Figure 3.5: Structure of an analysis of RNA-Seq experiment together with commonly
used tools. By Hong et al. [425] [CC BY 4.0], taken from https://jhoonl

ine.biomedcentral.com/articles/10.1186/s13045-020-01005-x.

3.3.3 L1000 gene expression profiling assay

The L1000 is a new low-cost and high-throughput gene expression profiling
assay introduced in [1] and a motivation for the task solved in this thesis. The
assay reaches its cost-effectiveness by directly measuring only 978 carefully
selected landmark genes, and the rest is computationally inferred [1]. Origi-
nally, the inference involved a linear regression model where the expression
of the inferred gene is computed as a linear combination of the expressions
of the measured landmark genes [2]. Later on, more advanced, non-linear
models such as the D–GEX were introduced [2]. The main advantage of
the L1000 profiling platform is its low cost while still being comparable to
RNA-Seq methods [1, 428], which allowed to create a huge dataset of over
1,300,000 gene expression profiles — this scale is unprecedented and would
be very costly to reach with other methods such as the RNA-Seq. The L1000

data can be used, for example, for drug discovery using GANs [429].

3.3.3.1 Selection of landmark genes

The L1000 is measuring selected landmark genes that are suitable foundations
for inference of the rest of the target genes [1]. The landmark genes were
selected using a large (in terms of usual sizes of GE datasets) and diverse col-
lection of 12,063 gene expression samples that were sampled using Affymetrix
HG-U133A microarrays from the Gene Expression Omnibus (GEO) repository
[430].

As this dataset contained a non-uniform representation of various bio-
logical aspects (e.g., disproportional representation of certain tumor types
was present), a principal component analysis (PCA) was applied in order
to reduce dimension and minimize bias towards any specific lineage or cel-
lular state [1]. This reduced the dimension to 386 components that were

https://creativecommons.org/licenses/by/4.0/
https://jhoonline.biomedcentral.com/articles/10.1186/s13045-020-01005-x
https://jhoonline.biomedcentral.com/articles/10.1186/s13045-020-01005-x
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able to explain 90 % of the variance. To identify commonly co-regulated
transcripts, Subramanian et al. applied a cluster analysis using an iterative
peel-of procedure for centroid selection [431] that repeatedly uses k-means
algorithm on 100 independent subsamples, each covering 75% of the data.
Based on the clustering analysis, Subramanian et al. created a sets of genes
that co-clustered in more than 80% of the trials [1]. Stable clusters were
then excluded from the data, and the procedure was repeated. This yielded
potential landmark candidates whose transcripts were then empirically tested
in order to evaluate their ability to measure the GE levels accurately [1]. For
each gene, a 40 nt long sequence was selected and then split into two 20-mers
that were then each coded on a probe in the L1000 assay [1].

3.3.3.2 L1000 comparison to RNA-Seq

As RNA-Seq is an emerging platform with many benefits (See Section 3.3.2),
Subramanian et al. also compared the gene expression profiles generated
using the L1000 assay with those generated using Affymetrix microarrays
and RNA-Seq. Subramanian et al. profiled 3,176 samples using both L1000

and Illumina TrueSeq RNA sequencing data on the same samples. After
normalization and batch corrections, Spearman rank correlations (sample
self-correlations) were calculated for the 970 landmark genes1 and the median
sample self-correlation was 0.84 [1]; furthermore, sample recall defined as
the fraction of reference similarity values that are lower than the similarity
between the designated samples was calculated in order to provide an as-
sessment of how well a particular pair of samples or genes match each other
relative to an appropriate null (see [1] for details on the used definition of
sample recall) [1]. The results were 98% of samples with sample recall > 0.99
and 99.84% samples with sample recall > 0.95 [1]. Moreover, a small subset
of these samples was also profiled using the Affymetrix platform to provide a
comparison to a microarray based gene expression profiling platform. The re-
sults from the analysis by Subramanian et al. is that the L1000 measured and
inferred GE values are "as similar with RNA-Seq as RNA-Seq is with Affymetrix"
[1].

Furthermore, the GE profiles obtained from the L1000 assay can be con-
verted to RNA-Seq-like profiles using the deep learning approaches presented
by Jeon et al. in [428]. Jeon et al. first use a modified cycle-consistent GAN
(CycleGAN) to map the microarray GE profiles of the 978 landmark genes
into a RNA-Seq-like profiles; these 978 landmark RNA-Seq-like GE profiles
are then extrapolated using a a fully-connected D–GEX-like neural network
into the full genome space [428]. For certain applications, this extrapolation
allows biologists to use usual RNA-Seq data processing pipelines on the vast
GE dataset obtained using the L1000 assay.

1 8 landmark genes from the L1000 were not included in the RNA-Seq data
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4.1 artificial neural networks for gene expression inference

and classification

ANNs represent a state-of-the-art approach in many fields (e. g. image
classification, segmentation or reconstruction, natural language processing,
and time-series forecasts), and biology is no exception (review e. g. [66, 67,
432–438]). The ANNs were used, for example, to analyze gene expression
relationships [439], for gene expression inference [2, 14, 15, 440], or for gene
classification [440]. While NN model can be used for various tasks in biology,
this work focuses mainly on NNs working with GE data; other modalities are
out of the scope of this work. One such application particularly important
for this thesis is D–GEX [2], which infers a full gene profile using only
∼1, 000 selected landmark genes measured by the L1000 microarray assay (see
Section 3.3.3).

4.1.1 D–GEX

The D–GEX family is made up of 9 different architectures. For technical
reasons, D–GEX consists of two separate feedforward NNs having from one to
three hidden layers — each having either 3,000, 6,000, or 9,000 neurons. Each
network predicts only half of the target genes (∼4, 760 genes) and is trained
on a separate GPU. The neural networks were trained using a standard back-
propagation algorithm with mini-batch gradient descent with momentum and
learning rate decay [2]. The initial weights were initialized using normalized
initialization [441]. The error metric used was mean absolute error (MAE).

The original D–GEX was evaluated using data from three different sources
— GEO expression data curated by the Broad Institute, GTEx expression data
consisting of 2,921 gene expression profiles obtained using the Illumina RNA-
Seq platform [442] and 1000 Genomes expression data consisting of 462 gene
expression profiles also obtained using the Illumina RNA-Seq platform [443].
The GEO expression data contained biological or technical replicates; the final
dataset contained ∼110, 000 samples after removing these replicates. All three
datasets were jointly quantile normalized and then standardized for each
gene individually.

The D–GEX neural networks were compared with linear regression and
k–nearest neighbor (KNN) regression. The linear regression builds a linear
model for each target gene, while the KNN regression finds k closest expres-
sion profiles in the available data and returns the mean of the appropriate
targets. The D–GEX neural networks were found to perform superiorly on
all three datasets. The L1 and L2 regularized linear regression performed
similarly to non-regularized linear regression.

41
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Another approach for gene expression inference using the same data as D–
GEX appeared concurrently with our research [10, 444]— this approach uses
generative adversarial network (GAN) for estimating the joint distribution
of landmark and target genes [14, 15]. This approach resembles a two-player
minimax game between two neural networks – generative and discriminative
models. Another approach based on the D–GEX, called L–GEPM, was pre-
sented in [445], where LSTM units were used. Yet another approach, albeit
not based on neural networks, was presented in [446], where authors used
the XGBoost algorithms for gene expression inference.

As briefly discussed in Section 3.3.3, a D–GEX-like network similar to
the ones used throughout this work was used to obtain RNA-Seq-like gene
expression profiles from the microarray gene expression profiles from the
L1000 assay in [428]. The D–GEX-like network is very similar to the original
D–GEX both in terms of depth and width — it has three hidden layers and
2,048, 4,096, and 8,162 neurons in the hidden layers [428]. This is unlike the
original D–GEX, which has uniform width across the three hidden layers;
nevertheless, the dimensions are similar as the widest D–GEX had 9,000

neurons in each layer [2]. Furthermore, the original D–GEX predicted GE
only for 9,520 target genes [2] whereas this approach extrapolates the GE
profiles for 23,614 genes [428].

4.1.2 Usage of neural networks for other gene expression data tasks besides profile
reconstruction from the L1000 assay

While the GE profile reconstruction from the L1000 assay is a task that is of
particular interest for this work, there are other tasks in biology where NNs
and other machine learning methods can be used. For example, Eetemadi
and Tagkopoulos used an ANN to capture GE relationships [439]. They
used a NN architecture they called genetic neural network (GeNN)1 for
prediction of the genome-wide GE utilizing gene knockouts and master
regulator perturbations [439] — more in Section 4.1.2.1. Neural networks
can also be used for clustering and dimensionality reduction of the gene
expression data but also for analysis of functional patterns of the GE data and
even their generation (see Section 4.1.2.2). While the Section 4.1.2.2 mostly
focuses on unsupervised approaches deepening the understanding of the GE
data, there are also many applications of NNs for supervised tasks such as
the classification of GE microarray, RNA-Seq, and other kinds of data; these
tasks are briefly discussed in Section 4.1.2.3.

4.1.2.1 Genetic neural network

The GeNN incorporates existing gene regulatory information in its architec-
ture — the inputs are the expression levels of master regulator (MR) genes
and gene knockout information, the intermediary layers compute the expres-
sion levels of individual genes — every single layer computes the expression
level of a single gene — and the outputs are the predicted gene expression

1 Eetemadi and Tagkopoulos abbreviated genetic neural network as GNN but this abbreviation
is more commonly used for graph neural networks (GNN).
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levels [439]. This architectural framework is founded on the assumption that
the expression of a gene, regulated by d regulatory genes, can be estimated
using a nonlinear transformation of the weighted sum of expression levels
of the regulatory genes, i.e., by fθ (x), where x ∈ Rd

≥0 is the expression level
of the d regulatory genes, f is the activation function of the given node and
θ is the set of function parameters including p, t, b, and t0 (see Eq. (4.1) for
details) [439].

The activation f is defined as

fθ (x) =
t0 + ∑d

k=1 tk exp (pkxk)

1 + ∑d
k=1 bk exp (pkxk)

, (4.1)

where p ∈ Rd is the input weight vector, t ∈ Rd
≥0 is the numerator weight

vector, b ∈ Rd
≥0 is the denominator weight vector, and t0 ∈ R≥0 is the bias

[439].
Since the layers are tied with individual genes whose expression they

predict, these layers are in a topological order of the nodes of the regulatory
graph [439]. If there is a cycle detected, the feedback edges are moved before
the topological ordering of genes [439]. With such architecture, the expression
levels of individual genes can be calculated using a single forward pass if the
weights θ are known [439]. To obtain the weights θ for each layer, Eetemadi
and Tagkopoulos used a layer-wise training algorithm (more details in the
original work [439]) iteratively employing linear programming (LP).

The GeNN was empirically tested using the subset of transcriptional regu-
latory network (TRN) of Escherichia coli and gene expression levels from in
vivo microarray data and simulated data using a real biological network [439].
While the GeNN outperformed its competitors such as MLP, RNN, bidirec-
tional recurrent neural network (BRNN) [447], lasso [448], and another GeNN
variant called linear GeNN (LinGeNN)2 that used a linear function as the
activation function [439], its main limitation is that the topological ordering
of nodes is made in a way that ignore cycles in the TRN and as such cannot
take into account feedback loops [439]. Similarly, Somathilaka et al. used
a NN approach where gene-to-gene interaction dynamics is embedded in
gene regulatory network (GRN) was used to create gene regulatory (GRNN)
based on graph neural networks (GNN) in [449].

4.1.2.2 Clustering, analysis, and generation of gene expression data

Neural networks are often used in bioinformatics for the generation or
augmentation of data (see [450] for an overview); one such approach represent
GANs (see Section 4.5.2 for more details about GANs in general). GANs are
often used for the generation of gene expression data [451], and there are
various examples in the literature (more in reviews in [438, 451–453]).

A combination of variational autoencoder (VAE) and GAN was for data
generation of RNA-Seq data in [454] where Yu and Welch used three large
single-cell RNA-Seq (scRNA-Seq) (more about single-cell omics in [455])
datasets first to learn disentangled representations of RNA-Seq data using

2 Eetemadi and Tagkopoulos used abbreviation LinGNN, see Footnote 1.
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a VAE and then used the representations to train a conditional GAN [454]
as Yu and Welch observe that GANs generate better samples than VAEs.
Similarly, a conditional single-cell GAN (cscGAN) was used to generate
realistic cell samples in [456] where Marouf et al. showed that augmenting
sparse cell populations with cscGAN improves robustness and reliability of
classifiers and downstream analyses including detection of marker genes,
thus possibly reducing the number of animal experiments required and in
turn reducing costs of research [456]. Another variant of GAN model was
used by Lall, Ray, and Bandyopadhyay in [457] for the generation of new
scRNA-Seq cell samples. A conditional GAN was used to generate GE data
of Escherichia coli and humans in [458]. Yet another GAN based model was
used by Park et al. for a generation of good and bad prognosis samples in
order to improve the prognosis classification [459]. Chaudhari, Agrawal, and
Kotecha used GAN based model for augmentation of GE data to improve
cancer classificaion in [460]. Similarly to the work by Park et al., Chaudhari,
Agrawal, and Kotecha, Xiao, Wu, and Lin used a GAN to generate samples
from a minority class to improve cancer diagnosis from RNA-Seq data in
[461]. A Wasserstein GAN with gradient penalty (WGAN-GP) was used
for GE data generation to improve the classification performance in [462].
A GAN with a semi-interpretable generator was used for a generation of
synthetic RNA-Seq dataset in [463]. Yet another GAN based model was used
for scRNA-Seq data augmentation in [464] and in [465], other examples of
NN based GE and other omics data augmentation or generation are [466–474].
However, the GANs and other NN based models are not the only successful
approaches for generation of GE data — e.g., Sun et al. used probabilistic
models based on copulas to generate scRNA-Seq GE data capturing gene
correlations in [475] and Dibaeinia and Sinha used models guided by gene
regulatory networks to generate single-cell gene expressions in [476]. The
NNs are also not limited to GE data; for example, Wan and Jones used a GAN
based method by generating synthetic feature samples to improve protein
function prediction [477], Méndez-Lucio et al. used NN to generate molecules
from L1000 GE profiles [478], and Yelmen et al. used GANs and restricted
Boltzmann machines (RBMs) to generate novel high-quality genomes [479].
An approach based on adversarial autoencoder was used in [480] for feature
extraction from high dimensional RNA-Seq GE data. The autoencoder (AE)
can also be used for denoising scRNA-Seq data as shown in [481, 482]. VAE
based model was used for inference of cellular dynamics from RNA-Seq
data in [483]. A NN model combining both unsupervised AE and supervised
classification layer was used for scRNA-Seq data clustering and annotation
in [484]. A reviews of the usage of NNs for analysis of RNA-Seq data are
available in [433, 452, 453, 485–489].

A VAE has been used for learning the infection responses that are cell-type
and species-specific from a single-cell gene expression data in [490]; this
was improved in a later work also by [491] in [491]. An approach similar to
VAEs based on denoising autoencoders (DAEs) and deep belief networks
(DBNs) was used in [492] for a generation of gene expression data and for
gene clustering. VAEs and deep Boltzmann machines (DBMs) were used for
genartion of synthetic scRNA-Seq data in [493]. Comparison of PCA and AE
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for learning latent feature representation for human gene expression data
is available in [494]. An approach combining VAEs with Bayesian Gaussian-
mixture models was used to analyze single-cell ATAC-seq (scATAC-Seq) data
(while not GE by themselves, they are also high dimensional and noisy) in
[495]. An autoencoder based method was used for clustering of scRNA-Seq
data in [496] where Tran et al. used 28 real scRNA-Seq datasets with more
than three million cells in total for the empirical evaluation of their approach.
A VAE based model was used for feature-level clustering in [497]. A pre-
trained AE was also used for clustering of scRNA-Seq data in [498]. VAE
using directly raw data from scRNA-Seq to avoid data preprocessing was
used in [499] for clustering of GE data. A NN based methods combining
gene ontology (GO) information with an AE model and fully-connected NN
were used for dimensionality reduction in [500]. Another approach using
external information in a NN model was proposed in [501], where He, Fan,
and Yu used a gene-interaction graph to guide the clustering by encouraging
adjacent genes to have similar weights in a NN model. A VAE aiming for
better interpretability used a decoder whose wiring mirrors user-provided
gene modules to provide direct interpretability in [502]. Walbech et al. used
an interpretable AEs to show that biological concepts can be associated with
specific nodes and can be interpreted in relation to biological pathways [503]
and AEs can be used to assist in the interpretation of new unseen data [503].
A variant of DAE was used for semi-supervised clustering of scRNA-Seq
data in [504]. Pati et al. used GAN for imputation of microarray data in
[505]. An AE based approach was also used on scRNA-Seq data for data
imputation and dimensionality reduction in [506] and [507]; other examples
of imputation of scRNA-Seq and similar GE data using AEs, GANs, and
other NN architectures include [508–527]; a review of NN based approach
for omics data imputation is available in [528] and a review of GANs for data
imputation in general in [529]. Pandey and Onkara used GAN to impute
GE data with a focus on downstream functional analysis and showed that
the GAN based approach outperforms other baseline methods in clustering,
visualization, classification, and DGE analysis using the imputed data. An-
other data imputation method was provided in [530], where Hausmann et al.
used a GAN model to reconstruct missing single-cell gene expressions. A
comparison of a standard GAN and WGAN-GP for augmentation of DNA
microarray and RNA-Seq data is available in [531]. Another example of DNA
microarray gene expression data augmentation using a GAN based model is
provided in [532] where Jahanyar, Tabatabaee, and Rowhanimanesh showed
that their approach is able to generate artificial samples that are close to the
original samples. A comparison of several GAN models on RNA-Seq data is
available in [533]. He et al. used a NN based model for prediction of tissue
gene expression profiles in [534].

Kinalis et al. used the deconvolution of AEs to learn biological regulatory
modules from scRNA-Seq data [535]; similarly, [536] used sparsely connected
AEs for functional-feature-based data reduction that could provide better
links among cell clusters [536]. An AE based model was used for inference
of a gene regulatory network in [537] and in [538]. A variant of a deep AE
was used for cell-type-specific gene analysis by constructing an interpretable
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decoder in [539]. An interpretable decoder was also used in an AE model for
analysis of cell-free DNA in [540]. An ensemble of AEs was used for clustering
of scRNA-Seq data in [541]. A VAE extension using mutual information was
used to learn an efficient low-dimensional representation of several RNA-Seq
datasets leading to high clustering performance in [542]. Additional examples
of other studies using AEs for clustering and dimensionality reduction of
scRNA-Seq data are [543–572]. A graph-based AE model for integrating
spatial transcriptomic data with chromatin imaging data to identify molecular
and functional alterations in tissues in [573].

Neural network based model was used for assessing the importance of
genes as possible biomarkers of Hepatocellular carcinoma in [574]. Tasaki
et al. used a NN to predict differential expression in [575]. Fakhry, Khafagy,
and Ludl used a NN model with two parallel branches to detect gene–gene
interactions from GE data in [6].

The NN models can also be used for translation between individual do-
mains of data; for example, Yang et al. used AEs for translation between
several modalities including single-cell imagining, RNA-Seq, ATAC-seq, and
Hi-C data [576]. Another VAE model was used for unpaired multi-omics
integration of data sources such as scRNA-Seq, scATAC-Seq, and single-
nucleus methylcytosine sequencing (snmC-Seq) data using graph-guided
embeddings in [577]. Similarly, a deep generative model was used for integra-
tion of multimodal biological data in [578] allowing data imputation if some
modality is missing [578]; this model was built upon previously published
deep generative models for single-cell chromatin accessibility analysis [579],
single-cell variational inference (scVI) of gene expression data [580], and
single-cell multi-omic model called totalVI [581]. A comparison of various
scRNA-Seq imputation methods, including scVI, is available in [582]. A GAN
based model for the reconstruction of genome-wide gene expression profiles
from DNA methylation data was proposed in [583]. A heterogeneous graph
transformer NN model was used in [584] for biological network inference
from multiple modalities. An adversarial model was used for integration of
single-cell chromatin accessibility and gene expression data in an unsuper-
vised manner in [585] while a VAE based model was used for similar task
in [586]; additional examples of NN based data integration approaches are
available in [587–595]. Note, however, that there are successful approaches
for integration of multiple modalities of single-cell data that do not use NN
based models, for example [596]. Another model for dimensionality reduction
of ATAC-seq was introduced in [597] where Kopp, Akalin, and Ohler used a
VAE based model using batch adversarial training strategy. Liu et al. used a
pair of GANs to simultaneously learn the latent representation and infer cell
labels using scATAC-Seq data in [598].

Neural networks can also be used for data corrections; for example, Shaham
et al. and Wang, Liu, and Zhao used residual neural networks for removal of
batch effects in scRNA-Seq data in [599] and [600] while Lotfollahi, Wolf, and
Theis used model based on VAEs for the same task in [490] (performance
comparison of both approaches with several other methods is available in
[601]). Tarca and Cooke used a robust NN approach for spatial and intensity-
dependent normalization of cDNA microarray data in [408]. An approach
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combining and mutual nearest neighbor (MNN) and a neural network with
residual blocks was used for batch correction of scRNA-Seq data in [602];
other examples of usage of NNs for batch effect removal are [603–611]. The
removal of batch effects can also be solved by other approaches besides NNs;
e.g., SCIBER [612] and scBatch [613].

4.1.2.3 Classification of gene expression data

NNs are also often used for classification of GE data. One such example
is [614] where Lahmer, Oueslati, and Lachiri used a fully-connected net-
work similar to D–GEX (albeit with ReLU activations instead) for binary
classification of microarray data — the goal was the identification of cell
cycle-regulated genes. Interestingly, Lahmer, Oueslati, and Lachiri worked
directly with the scanned images of the microarray data directly (similarly
as in [615] where the authors used such data with support vector machine
(SVM) and KNN algorithms). Since the inputs were images, they also used a
CNN besides the D–GEX-like architecture; the CNN model indeed proved
advantageous over the D–GEX-like architecture when working with the im-
age inputs. Purba et al. used NNs to classify liver cancer using miRNA data
in [616].

Quite an interesting approach was proposed in [617], where Schmauch
et al. created a NN model to predict RNA-Seq gene expression profiles from
whole-slide images. Similarly, Levy-Jurgenson et al. used a CNN based model
to predict gene expressions from whole-slide images in [618], while Alsaafin
et al. used a NN with attention-based topology predicting the RNA-Seq
profiles from images in [619].

Yuan et al. used the gene expression profiles of the L1000 landmark genes
(see Section 3.3.3) to train a deep AE for feature extraction from the human
transcriptome and a second deep NN for cancer classification [620]. The AE
part was designed such that in each layer, there was a 30 – 50% reduction
in the number of neurons, leading to 30 output neurons that produced the
feature vector; the second NN then used these 30 features to for cancer
classification [620]. A NN based model for disease state classification using
RNA-Seq data was proposed in [621]; this model consisted of two parts; first
was a multitasking model classifying the disease state and tissue origin and
second model was for subtype classification [621]. A similar approach was
used in [622], where Azarkhalili et al. used an even smaller latent vector of
size 8 compared to the 30 elements in [620]. Yap et al. analyzed a NN for
tissue classification from RNA-Seq data using Shapley additive explanations
(SHAP) values to test the reliability of model explainability in [623] (more
about model explainability with respect to genomics, in particular, is available
in [624, 625]). Bayesian NN models were used for cancer classification from
RNA-Seq data in [626, 627].

As already mentioned in Section 4.1.2.2, Park et al. used a GAN-based
model to improve the accuracy of prediction of cancer outcomes in [459].
Zhang et al. used an extreme learning machine (ELM) for cancer classification
from microarray GE data in [628]. Another GAN based model together with
a deep multilayer NN was used to improve the prediction of the prognostic
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outcome of cancer from multimodal data containing miRNA and mRNA
expressions and histopathological image data [629]; similarly, Duroux et al.
used both RNA-Seq data and histopathology whole-slide images to predict
cancer subtypes and severity in [630] where they compared their proposed
approach to a neural network model. Other examples of NN based model
for cell and tissue type and cancer and other disease classifications are
[328, 594, 595, 631–639]. A review of NN based models using GE data for
cancer diagnosis is available in [640] and more about general challenges in
incorporating ML models for in oncology and other medical fields is detailed
in [641–645]. The classification of cancer patients is not limited to the GE data
— for example, classification of cancer patients from the sequences from gut
microbiome of cancer patients in [646], or decoding mutational signatures
in human pan-cancers using a sparse autoencoder (SAE) in [647]. However,
these and other modalities are not the focus of this work.

4.2 activation functions

The activation function is employed to regulate the output behavior (firing)
of neurons. The activation function is a mathematical function applied to
the output of a neuron or a layer of neurons. It introduces non-linearity
to the network, enabling it to model complex relationships and make non-
linear transformations of the input data. The presence of non-linear functions
is what confers the usefulness of deep networks in addressing complex
problems. It can be demonstrated that a classical multilayer neural network
with a linear activation function is equivalent to a single-layer perceptron,
merely performing a linear combination of its input signals [46, p. 192]. By
applying a non-linear activation function, the network becomes capable of
representing complex patterns and relationships in the data.

The non-linearity exhibited by the activation function, previously referred
to as a "squashing function," underlies the theoretical representational power
of neural networks. It has been proven that any continuous function defined
on compact subsets of n-dimensional real space (Rn) can be approximated
by a feed-forward neural network with a single hidden layer. Initially, this
was established solely for the sigmoid function and subsequently for any
continuous, bounded, and non-constant activation function. However, this
theoretical representation power solely describes the network’s potential
and does not address its practical usability and trainability. Moreover, it
does not render deep learning obsolete, despite some researchers in the
1990s presenting this theorem as an argument against the necessity of deep
networks. It is noteworthy that not all activation functions are static in terms
of learning; certain functions may possess parameters that are learned during
network training, such as the soft exponential or the adaptive piece-wise
linear unit.

Activation functions can have different mathematical forms [11, 69], such
as sigmoid functions (e.g., logistic function), hyperbolic tangent, or recti-
fied linear unit. The selection of an activation function significantly impacts
the modeling capabilities of the network and the level of difficulty in train-
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ing the network. Each activation function has its own characteristics and
properties, influencing the network’s behavior and performance [11]. Activa-
tion function can be smooth (e.g., logistic sigmoid or tanh) or they may be
non-differentiable at specific points (e.g., ReLU); it was shown that smooth
activation functions provide deeper information propagation [648].

The choice of activation function depends on the specific task and the
network architecture. Different activation functions have different properties,
such as differentiability, smoothness, or sparsity. Additionally, certain acti-
vation functions may be more suitable for specific problems, such as binary
classification or regression tasks. Some authors use optimization approaches
to select the suitable activation function for a particular problem; e.g. an
evolutionary approach was used to evolve the optimal activation function
in [649–666] and grid search using artificial data was used in [667]. Another
search for the optimal activation functions was presented in [668] where
several simple activation functions were found to perform remarkably well.
These automatic approaches might be used for evolving the activation func-
tions (e.g., [649, 655]) or for selecting the optimal activation function for a
given neuron (e.g., [658, 669]). While evolved activation function may perform
well for a given problem, they also might be very complex — e.g., evolved
activation functions in [655]. The complexity of an activation function is
also important characteristic as it significantly influences the computational
efficiency of a neural network; however, this might be mitigated by efficient
implementations (including hardware implementations) of such activation
functions (e.g., [670–680]). An empirical analysis of computational efficiency
and power consumption of various AFs is available in [681]. Empirical com-
parison of various activation functions is available in [11, 616, 668, 682–735].3

Furthermore, mixing multiple activation functions might improve the perfor-
mance of a NN [720]. Multiple AFs can also be used in activation ensembles
where the used activation is selected randomly [719]; a different activation
ensemble was used in [736] where Nandi, Jana, and Das trained identical NNs
with different AFs and used majority voting to produce the final classificaiton.
It can be even beneficial to swap the activation functions during the training
as in [737]. An analysis of the initialization method with respect to activation
functions is available in [738]. Saha et al. developed a framework where an
AF is arising from a solution of differential equations in [739]; this framework
can be used to generate more AFs. More details about activation functions
available in reviews — e.g., [11, 12, 650, 682, 700, 713, 740–749].

The overview is limited to real-valued activation functions; complex-valued
neural networks (e.g., [750–763], brief overview available in [700, 764]),
bicomplex-valued neural networks (e.g., [765]), quaternion-valued neural
networks (e.g., [766–770]), photonic neural networks (e.g., [771]), fuzzy neural
networks (e.g., [772–777]), AFs for probabilistic boolean logic (e.g., [778]),
quantum AFs (e.g., [779]) and others are out of the scope of this work.4

3 Unfortunately, most works compare mainly only very small subsets of available AFs.
4 While these kinds of NNs are not discussed throughout this work, some of these approaches

will use AFs presented in this work.
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4.2.1 Binary activation function

The binary activation function (binary AF) — also called a step function —
is a simple yet important activation function used in neural networks [780].
It assigns an output value of 1 if the input is positive or zero and an output
value of 0 if the input is negative [12]. Mathematically, it can be defined as
follows:

f (z) =

1, z ≥ 0,

0, z < 0.
(4.2)

Similar to binary activation function is the sign function, which produces
an output value of -1 if the input is negative and 1 if it is positive (and 0 for
outputs that are exactly zero) [12]. Since the sign and the binary activation
functions have nearly exact properties from the point of view of neural
networks, only the binary activation function is mentioned, but the points
hold similarly for the sign activation function.

The main advantage of the binary activation function is that it is straight-
forward and computationally efficient to implement. It does not involve
complex mathematical operations, making it suitable for networks with low
computational resources or for hardware implementations [781, 782]. How-
ever, the binary activation function has one glaring disadvantage - the lack
of differentiability. The binary activation function is not differentiable at the
point of discontinuity (x = 0) and is zero elsewhere. This poses challenges
for optimization algorithms that rely on gradients, such as BP, since the
gradient is noninformative [684, 780, 783]. Since the gradient-based methods
are used predominantly, the binary activation function is used very rarely
and is important mainly for historical reasons as it was used in the original
perceptron [21, 684].

4.2.2 Sigmoid family of activation functions

Various smoothed variants of the binary activation functions (sigmoids) are
commonly used; the most common is the logistic function — the standard
logistic sigmoid function was dominant in the field prior the introduction of
ReLU (see Section 4.2.6) [46], the logistic function is often called just sigmoid
in the literature which is also used throughout this work for brevity (unless
specified otherwise, sigmoid is equivalent to standard logistic function in the
text). Standard logistic function is defined as

f (z) = σ(z) =
1

1 + exp(−z)
. (4.3)

The logistic sigmoid was a popular choice since its output values can inter-
preted as the probability that a binary variable is 1 [46] since it squashes the
input to the interval (0, 1) [11]. The problem of sigmoid activation functions
is that they saturate — they saturate when their input z is either a large
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positive number or a large negative number, which makes gradient-based
learning difficult [11, 46]; therefore their use in feedforward networks is
usually discouraged [46]. Another option, albeit significantly less popular in
ANNs, is the probit AF [784], which is just the cumulative standard normal
distribution function used as an AF [784].

Another popular sigmod function is the tanh activation function which is
just scaled and shifted logistic sigmoid

tanh(z) =
exp(z)− exp(−z)
exp(z) + exp(−z)

= 2σ(2z)− 1. (4.4)

Similarly as the logistic sigmoid, the tanh also squashes the inputs; however,
it squashes them to the interval (−1, 1). The tanh function is often advanta-
geous over the logistic sigmoid function because it is centered around zero
and it is similar to the identity function near zero, which makes training
of a network easier if the activations are kept small [46]. Nevertheless, the
tanh function saturates similarly as does the logistic sigmoid and therefore
similarly suffers from the vanishing gradients [11]. Computationally efficient
approximation of the tanh activation functions based on splines were pro-
posed in [785] – tanh36 based on approximation relying on 36 equidistant
points and tanh3 using only 3 points. Scaled variant tanh

( z
2

)
was used in

[786]. The linearized unit (LRTanh) is a tanh variant used together with mod-
ified BP that substitutes a different activation function derivative proposed in
[787]. There are also approximations of the logistic sigmoid and tanh that are
meant to speed up the computations; e.g., pRPPSG [788] and other similar
piecewise approximations [789, 790].

A scaled version of the logistic sigmoid function was proposed in [791]
with the motivation to have the same linear regimes as the tanh and relu
activation functions when initialized with the popular normalized initialized
method proposed in [441]. The scaled version used fixed parameters

f (z) = 4σ(z)− 2. (4.5)

A more complicated variant named n-sigmoid was proposed in [792];
however, it seems that the formula presented in the paper is not as the
authors intended and, therefore, we omit this AF from the list.

4.2.2.1 Shifted and scaled sigmoid (SSS)

The shifted and scaled sigmoid (SSS) was used in [793]; it is the logistic
sigmoid with horizontal scaling and translation defined as

f (z) = σ (a (z − b)) =
1

1 + exp (−a (z − b))
, (4.6)

where a and b are predetermined parameters; Arai and Imamura used a =

0.02 and b = 600.
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4.2.2.2 Variant sigmoid function (VSF)

The variant sigmoid function (VSF) is an older parametric variant of the
logistic sigmoid proposed in [794]. It is defined as

f (z) = aσ (bz)− c =
a

1 + exp (−bz)
− c, (4.7)

where a, b, and c are predetermined parameters [794].

4.2.2.3 Scaled hyperbolic tangent

A parametric version called scaled hyperbolic tangent (stanh) was used in
[795]:

f (z) = a tanh (b · z) , (4.8)

where a and b are fixed hyperparameters that control the scaling of the
function. Lecun et al. proposed using a = 1.7159 and b = 2

3
A similar concept was analyzed in [796] where sigmoids with bi-modal

derivatives were used as activation functions. An example of such a function
is

f (z) =
1
2

(
1

1 + exp(−z)
+

1
1 + exp(−z − b)

)
, (4.9)

where b is a hyperparameter [796]; similarly, additional three activation
functions with bi-modal derivates were proposed in [796].

4.2.2.4 Arctan

The arctangent (arctan) function and its variation were used as activation
functions in [797]:

f (z) = tan−1(z). (4.10)

The arctan resembles a logistic sigmoid activation, however, it covers wider
range

(
−π

2 , π
2

)
[797]. The arctan and several its variation were compared with

the tanh, ReLU, leaky ReLU (LReLU), logistic sigmoid activation, and swish
in [797]; the best-performing functions in the presented experiments were the
arctan and its variation arctanGR [797]. Interestingly, the arctan was used as
an AF twenty years earlier in [798]. The arctanGR is a scaled version of the
arctan and is defined as

f (z) =
tan−1(z)

1+
√

2
2

. (4.11)

Other scaling variants such as division by the π, 1+
√

5
2 , or the Euler number

are presented in [799].
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4.2.2.5 Sigmoid-Algebraic activation function

The Sigmoid-Algebraic is a sigmoid variant defined in [800]. It is defined as

f (z) =
1

1 + exp
(
− z(1+a|z|)

1+|z|(1+a|z|)

) , (4.12)

where a ≥ 0 is a parameter [800].

4.2.2.6 Triple-state sigmoid

The triple-state sigmoid unit (TS-sigmoid) is a cascaded AF similar to TS-
swish (see Section 4.2.3.6) [800]; it is defined as

f (z) =
1

1 + exp (−z)

(
1

1 + exp (−z)
+

1
1 + exp (−z + a)

+
1

1 + exp (−z + b)

)
,

(4.13)

where a and b are fixed parameters [800].

4.2.2.7 Improved logistic sigmoid

The improved logistic sigmoid is yet another sigmoid based activation func-
tion designed to deal with the vanishing gradient problem

f (z) =


a(z − b) + σ(b), z ≥ b,

σ(z), −b < z < b,

a(z + b) + σ(b), z ≤ −b,

(4.14)

where a and b are fixed parameters [801]; a controls the slope and b is
a thresholding parameter. The authors recommend a bound on the slope
parameter a:

a > amin =
exp(−b)

(1 + exp(−b))2 . (4.15)

Even though the parameters are fixed during the training of a network, a
procedure for preseting them based on the network and data was proposed in
[801]. The output range of the SiLU is (−∞, ∞) [11]. The authors Qin, Wang,
and Zou also showed that the improved logistic sigmoid AF has a higher
convergence speed than the logistic sigmoid AF [801].

4.2.2.8 Combination of the sigmoid and linear activation (SigLin)

A SigLin5 was used as an AF in [802]. The SigLin is defined as

f (z) = σ (z) + az, (4.16)

where σ(z) is the logistic sigmoid AF and a is a fixed parameter [802]; however,
this AF was used only in a modified optimization procedure [802]. Roodschild,
Gotay Sardiñas, and Will experimented with a ∈ {0, 0.05, 0.1, 0.15} [802].

5 This abbreviation is used only in this work; Roodschild, Gotay Sardiñas, and Will did not
name the function in [802].
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4.2.2.9 Penalized hyperbolic tangent

A penalized hyperbolic tangent (ptanh) the LReLU (see Section 4.2.6) but
uses the tanh function instead of the linear function [791]:

f (z) =

tanh(z), z ≥ 0,
tanh(z)

a
, z < 0,

(4.17)

where a ∈ (1, ∞). This function has similar values near 0 as the LReLU with
identical parameter a as they both share the same Taylor expansion up to the
first order [791]; however this function saturates to − 1

a for z → −∞ and to 1

for z → ∞ [791]. The ptanh AF was found to perform consistently well for
various natural language processing (NLP) tasks compared to ReLU, LReLU
and several other activation functions [685].

4.2.2.10 Soft-root-sign (SRS)

A soft-root-sign (SRS) activation function is a parametric, smooth, non-
monotonic, and bounded activation function [803]. It is defined as

f (z) =
z

z
a + exp

(
− z

b

) , (4.18)

where a and b are predetermined parameters [803]; the authors Li and
Zhou propose using a = 2 and b = 3 whereas the parameters are said
to be learnable in [11]. The output range of SRS is

[
ab

b−ae , a
]

[11, 803]. The
performance of the SRS was demonstrated using hte CIFAR-10 and CIFAR-100

[243] task in comparison with the ReLU (see Section 4.2.6 for the description
of the ReLU family of AFs), LReLU, PReLU, softplus, exponential linear unit
(ELU), scaled ELU (SELU), and swish [803].

4.2.2.11 Soft clipping (SC)

The soft clipping (SC) [804, 805] AF is another bounded AF; it is approxi-
matelly piecewise linear in the range z ∈ (0, 1) and it is defined as

f (z) =
1
a

ln
(

1 + exp (az)
1 + exp (a(z − 1))

)
, (4.19)

where a is a fixed parameter [805].

4.2.2.12 Hexpo

The Hexpo activation function [806] was proposed in order to minimize the
problem of vanishing gradient [11]; it resembles a tanh activation function
with scaled gradients [11]:

f (z) =

−a
(
exp

(
− z

b

)
− 1
)

, z ≥ 0,

c
(
exp

(
− z

d

)
− 1
)

, z < 0,
(4.20)
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where a, b, c, and d are fixed parameters. While the parameters could be
trainable in theory, it is not recommended as it would lead to the vanishing
gradient problem [806]. The Hexpo functions allow for control over the
gradient by tunning the parameters a, b, c, and d and the ratios a

b and c
d —

with increasing the ratios a
b or c

d , the rate of gradient decay to zero decreases;
increasing only a and c scales the gradient around the origin up [806].

4.2.2.13 Softsign

A softsign activation function is a smooth activation function similar to the
tanh activation; however, it is less prone to vanishing gradients [683]. It is
defined as

f (z) =
z

1 + |z| , (4.21)

where |z| denotes the absolute value of z [683].

4.2.2.14 Smooth step

The smooth step is a sigmoid AF; it is defined as

f (z) =


1 z ≥ a

2 ,

− 2
a3 z3 + 3

2a z + 1
2 , − a

2 ≤ z ≤ a
2 ,

0 z ≤ − a
2 ,

(4.22)

where a is a fixed hyperparameter [807].

4.2.2.15 Elliott activation function

Elliott activation function is one of the earliest proposed activation functions
to replace to replace the logistic sigmoid or tanh activation functions [808];
the Elliott AF is a scaled and translated softsign AF. It is defined as [11, 740]

f (z) =
0.5z

1 + |z| + 0.5. (4.23)

The output of the Elliott activation functions is in range [0, 1] [11, 740]. The
main advantage of the Elliott AF is that it can be calculated much faster than
the logistic sigmoid [809].

4.2.2.16 Sinc-Sigmoid

The Sinc-Sigmoid is a sigmoid-based AF proposed in [800]. It is defined as

f (z) = sinc (σ (z)) , (4.24)

where sinc (x) is the unnormalized6 sinc function [800].

6 Koçak and Üstündağ Şiray did not specify whether it is the normalized or unnormalized
variant. Still, they provided the derivative of the Sinc-Sigmoid, which suggests that the
unnormalized variant was used.
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4.2.2.17 Sigmoid-Gumbel activation function

The Sigmoid-Gumbel (SG) is a non-adaptive AF proposed recently in [810]; it
is defined as

f (z) =
1

1 + exp (−z)
exp (− exp (−z)) . (4.25)

4.2.2.18 NewSigmoid

The NewSigmoid is a sigmoid variant proposed in [811]. It is defined as

f (z) =
exp(z)− exp(−z)√

2 (exp(2z) + exp(−2z))
. (4.26)

4.2.2.19 Root2sigmoid

The root2sigmoid is another sigmoid variant proposed in [811]. It is defined7

as

f (z) =
√

2
z −

√
2
−z

2
√

2
√

2
(√

2
2z
+
√

2
−2z) . (4.27)

4.2.2.20 LogLog

The LogLog is a simple AF proposed in [784]; it is defined as

f (z) = exp (− exp (−z)) . (4.28)

The LogLog, cLogLog (see Section 4.2.2.21) were used in NNs for forecasting
financial time-series in [784].

4.2.2.21 Complementary Log-Log (cLogLog)

The complementary LogLog (cLogLog) is another simple AF proposed in
[784] complementing the LogLog (see Section 4.2.2.20); it is defined as

f (z) = 1 − exp (− exp (−z)) . (4.29)

The variant called modified cLogLog (cLogLogm) [784] was also proposed:

f (z) = 1 − 2 exp (−0.7 exp (−z)) . (4.30)

7 The author had probably a typo in the definition in the original paper [811]; we present the
formula we think Kumar and Sodhi intended to write — it resembles the NewSigmoid and
fits the numerical values given in the paper.



4.2 activation functions 57

4.2.2.22 SechSig

The SechSig [812] is another AF utilizing the logistic sigmoid in its definition;
it is defined as

f (z) = (z + sech (z)) σ (z) . (4.31)

Közkurt et al. also proposed a parametric version which we will call para-
metric SechSig (pSechSig):

f (z) = (z + a · sech (z + a)) σ (z) , (4.32)

where a is a fixed parameter [812].

4.2.2.23 TanhSig

The TanhSig [812] is an AF similar to SechSig; it is defined as

f (z) = (z + tanh (z)) σ (z) . (4.33)

Közkurt et al. also proposed a parametric version which we will call para-
metric TanhSig (pTanhSig):

f (z) = (z + a · tanh (z + a)) σ (z) , (4.34)

where a is a fixed parameter [812].

4.2.2.24 Multistate activation function (MSAF)

The multistate activation function (MSAF) is a logistic sigmoid based AF
proposed in [813]. The general MSAF is defined as

f (z) = a +
N

∑
k=1

1
1 + exp (−z + bk)

, (4.35)

where a and bk, k = 1, . . . , N are fixed parameters; a ∈ R, N ∈ N+, bk ∈ R+,
and b1 < b2 < . . . < bN [813]. If a = 0, it is named as N-order8 MSAF.

There is also a special case called symmetrical MSAF (SymMSAF) defined
as

f (z) = −1 +
1

1 + exp (−z)
+

1
1 + exp (−z − a)

, (4.36)

where a is required to be significantly smaller than 0 [813]

4.2.2.25 Rootsig and others

The rootsig is one of the activations listed in [814]. It is defined as

f (z) =
az

1 +
√

1 + a2z2
, (4.37)

8 This does not exactly fit into the exemplar MSAF of order two presented in [813]; it is possible
that authors intended another constraint b1 = 0 for such case.
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where a is a parameter [814]. This function is called rootsig in [784] where
the authors list a variant with a = 1.

There are also several other unnamed sigmoids in [814]:

f (z) = z
sgn (z) z − a

z2 − a2 , (4.38)

f (z) =
az

1 + |az| , (4.39)

and

f (z) =
az√

1 + a2z2
. (4.40)

4.2.2.26 Sigmoid and tanh combinations

Guevraa et al. proposed several activations mostly combining the logistic
sigmoid, tanh, and linear function in [815]. The general approach is

f (z) =

g(z), z ≥ 0,

h(z), z < 0,
, (4.41)

where g(z) and h(z) are two different AFs [815]. The authors used the follow-
ing pairs {g(z), h(z)}: {σ2(z), tanh(z)}, {σ2(z), tanh(z)}, {σ2(z), 0}, {tanh(z), 0},
{σ2(z), az}, and {tanh(z), az}, where a > 0 is a fixed parameter and

σ2(z) =
2

1 + exp (−z)
− 1. (4.42)

Guevraa et al. also proposed an AF we termed SigLU (see Section 4.2.6.52)
and nonadaptive variant of PTELU.

4.2.3 Class of sigmoid-weighted linear units

The SiLU is the most common example of a larger class of sigmoidal units
defined as

f (z) = z · s(z), (4.43)

where s(z) is any sigmoidal function; it becomes the SiLU if the logistic
sigmoid function is used. The SiLU is thus defined as

f (z) = z · σ(z), (4.44)

where σ(z) is the logistic sigmoid [816]. The SiLU has the output range of
(−0.5, ∞) [11] and was first used [816] for reinforcement learning tasks such
as SZ-Tetris and Tetris. The SiLU was also found to work well for the CIFAR-
10/100 [243] and ImageNet [48, 817] tasks in [668]. The adaptive variant of
the SiLU is called swish (see Section 4.3.3.1) [668].
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For the purposes of this work, we also consider any squashing functions
s(z) and not necessarily only sigmoids — for example, we classify rectified
hyperbolic secant (see Section 4.2.3.27) as a member of this class. We also list
functions that are closely based on the SiLU and its variants.

A similar approach named weighted sigmoid gate unit (WiG) was proposed
in [818], where the AF was used only for gating each of the raw inputs:

f (x)i = xi · σ(z) = xi · σ(wT
i x + bi), (4.45)

where x denotes the vector of raw inputs, wi the weights of neuron i and bi
its bias [818]

4.2.3.1 Gaussian error linear unit (GELU)

Gaussian error linear unit (GELU) [819] is an activation function based on the
standard Gaussian cumulative distribution function, and it weights inputs by
their value rather than gating them as ReLUs do [819]. It is defined as

f (z) = z · Φ (z) = z · 1
2

(
1 + erf

(
z√
2

))
, (4.46)

where Φ (z) is the standard Gaussian cumulative distribution function (CDF)
and erf (x) is the Gauss error function [819]. It is similar to the SiLU but it
uses Φ (z) instead of the σ (z). However, due to the complicated formula, the
GELU can be approximated as

f (z) =
1
2

z

(
1 + tanh

(√
2
π

(
z + 0.044715z3))) (4.47)

or

f (z) = z · σ (1.702z) , (4.48)

if the performance gains are worth the loss of exactness [819]. The function is
similar to SiLU (see Section 4.2.3), it only uses Gaussian CDF Φ (z) instead of
the logistic distribution CDF σ(z) [819]. GELU was found to outperform many
competitors (e.g., ReLU, ELU, SELU, continuously differentiable exponential
linear unit (CELU), sigmoid, tanh) in [820]. Hendrycks and Gimpel also
proposed to parameterize the GELU by µ and σ2 — the parameters defining
mean and variance of the Gaussian distribution whose CDF is used in the
GELU [819], however, only the standard Gaussian distribution was used in
experiments in [819]. Replacing ReLUs with GELUs led to better performance
in [821]. More details about GELU are available in [820].

4.2.3.2 Symmetrical Gaussian error linear unit (SGELU)

A symmetric variant of GELU called symmetrical Gaussian error linear unit
(SGELU) was proposed in [822]. It is defined as

f (z) = a · z · erf
(

z√
2

)
, (4.49)



60 literature review

where a is a fixed hyperparameter [822]. The symmetrical nature of the
SGELU also leads to more symmetrically distributed weights of the neural
network compared to SGELU [822]; it is believed that normal distribution of
the weights can make the network more rational, accurate, and robust [822].

4.2.3.3 Cauchy linear unit (CaLU)

Another function related to the GELU and SiLU is the Cauchy linear unit
(CaLU) [823] which uses the CDF of the standard Cauchy distribution instead
of the Gaussian CDF in GELU and logistic sigmoid in SiLU. It is defined as

f (z) = z · ΦCauchy (z) = z ·
(

tan−1 (z)
π

+
1
2

)
, (4.50)

where ΦCauchy (z) is the CDF of the standard Cauchy distribution [823].

4.2.3.4 Laplace linear unit (LaLU)

Another function related to the GELU and SiLU is the Laplace linear unit
(LaLU) [823] which uses the CDF of the Laplace distribution; it is defined as

f (z) = z · ΦLaplace (z) = z ·

1 − 1
2 exp (−z) , z ≥ 0,

1
2 exp (z) , z < 0,

, (4.51)

where ΦLaplace (z) is the CDF of the Laplace distribution [823].

4.2.3.5 Collapsing linear unit (LaLU)

The Collapsing linear unit (CoLU) is an AF similar to the SiLU proposed in
[824]. It is defined as

f (z) = z · 1
1 − z exp (− (z + exp (z)))

. (4.52)

4.2.3.6 Triple-state swish

The triple-state swish unit (TS-swish)9 is a cascaded AF similar to TS-sigmoid
(see Section 4.2.2.6) [800]; it is defined as

f (z) =
z

1 + exp (−z)

(
1

1 + exp (−z)
+

1
1 + exp (−z + a)

+
1

1 + exp (−z + b)

)
,

(4.53)

where a and b are fixed parameters [800].

4.2.3.7 Generalized swish

A SiLU variant called generalized swish10 was proposed in [800]. It is defined
as

f (z) = z · σ (exp(−z)) . (4.54)
9 Koçak and Üstündağ Şiray called the function swish but it is actually based on the SiLU.

10 Also based on the SiLU instead of its adaptive variant swish.
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4.2.3.8 Exponential swish

Another SiLU variant called exponential swish11 was proposed in [800]. It is
defined as

f (z) = exp (−z) σ (z) . (4.55)

4.2.3.9 Derivative of sigmoid function

The derivative of logistic sigmoid was used as an AF in [800]. Koçak and
Üstündağ Şiray formulate the AF using the following form

f (z) = exp(−z) (σ (z))2 . (4.56)

4.2.3.10 Gish

Gish is another SiLU variant [825]; the gish is defined as

f (z) = z · ln (2 − exp (− exp (z))) . (4.57)

Kaytan, Aydilek, and Yeroğlu found that gish outperformed logistic sigmoid,
softplus, ReLU, LReLU, ELU, swish, mish, logish, and smish on the MNIST
[45] and CIFAR-10 [243] datasets [825].

4.2.3.11 Logish

Logish is yet another SiLU variant [826]; it is defined as

f (z) = z · ln (1 + σ (z)) . (4.58)

4.2.3.12 LogLogish

LogLogish is a SiLU variant based on the LogLog (see Section 4.2.2.20) [823];
it is defined as

f (z) = z · (1 − exp (− exp (z))) . (4.59)

4.2.3.13 ExpExpish

ExpExpish is a SiLU variant [823]; it is defined as

f (z) = z · exp (− exp (−z)) . (4.60)

4.2.3.14 Self arctan

The self arctan is an AF proposed in [799] whose formula resembles the SiLU.
The self arctan is defined as

f (z) = z · tan−1 (z) , (4.61)

where tan−1 (z) is the arctangent function [799].

11 Again, based on the SiLU instead of its adaptive variant swish.
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4.2.3.15 Parametric logish

Zhu et al. also proposed a parametric variant of logish — we will call it
parametric logish (pLogish) in this work. It is defined as

f (zi) = aizi · ln (1 + σ (bizi)) , (4.62)

where a and b are fixed parameters [826]; Zhu et al. used a = 1 and b = 10 in
[826].

4.2.3.16 Phish

Phish is a SiLU variant combining GELU and tanh [827]; it is defined as

f (z) = z · tanh (GELU (z)) . (4.63)

The phish was found to outperform GELU, tanh, logistic sigmoid, and ReLU;
it performed similarly as the mish and swish in the experiments in [827].

4.2.3.17 Suish

The suish [733] was proposed as an alternative to the swish AF in [828]. It is
defined as

f (z) = max (z, z · exp (− |z|)) . (4.64)

4.2.3.18 Tangent-sigmoid ReLU (TSReLU)

The tangent-sigmoid ReLU (TSReLU) [829] is an AF very similar to phish,
mish, and TanhExp — it just uses the logistic sigmoid instead of the GELU in
phish, softplus in mish, and the exponential in TanhExp. It is defined as

f (z) = z · tanh (σ (z)) . (4.65)

4.2.3.19 Tangent-bipolar-sigmoid ReLU (TBSReLU)

The tangent-bipolar-sigmoid ReLU (TBSReLU) is a variant of TSReLU pro-
posed in [829]. It is defined as

f (z) = z · tanh
(

1 − exp (−z)
1 + exp (−z)

)
. (4.66)

4.2.3.20 Log-sigmoid

A logarithm of the logistic sigmoid is sometimes used as an activation func-
tion [738]. It is defined as

f (z) = ln (σ(z)) = ln
(

1
1 + exp(−z)

)
. (4.67)
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4.2.3.21 Derivative of sigmoid-weighted linear unit (dSiLU)

The derivative of sigmoid-weighted linear unit (dSiLU) can also be used as
an activation function resembling a sigmoid [816]. It is defined as

f (z) = σ(z) (1 + z (1 − σ(z))) , (4.68)

where σ(z) is the logistic sigmoid [816]. The dSiLU has a maximum value of
around 1.1, and the minimum is approximately -0.1 [816].

4.2.3.22 Double sigmoid-weighted linear unit (DoubleSiLU)

The double sigmoid-weighted linear unit (DoubleSiLU)12 is an AF proposed
in [830]. It is defined as

f (z) = z · 1

1 + exp
(
−z · 1

1+exp(−z)

) , (4.69)

where σ(z) is the logistic sigmoid [830].

4.2.3.23 Modified sigmoid-weighted linear unit (MSiLU)

A modified sigmoid-weighted linear unit (MSiLU) is a variant of the SiLU
that has faster convergence than the SiLU [831]. It is defined as

f (z) = z · σ(z) +
exp

(
−z2 − 1

)
4

, (4.70)

where σ(z) is the logistic sigmoid [831].

4.2.3.24 Hyperbolic tangent sigmoid-weighted linear unit (TSiLU)

Another SiLU variant is the hyperbolic tangent sigmoid-weighted linear unit
(TSiLU) [830], which combines the tanh and SiLU. It is defined13 as

f (z) =
exp

(
z

1+exp(−z)

)
− exp

(
− z

1+exp(−z)

)
exp

(
z

1+exp(−z)

)
+ exp

(
z

1+exp(−z)

) . (4.71)

4.2.3.25 Arctan sigmoid-weighted linear unit (ASiLU)

Arctan sigmoid-weighted linear unit (ATSiLU) is yet another SiLU variant
proposed in [830]; it is defined as

f (z) = tan−1
(

z · 1
1 + exp (−z)

)
. (4.72)

12 Verma, Chug, and Singh termed the unit as DSiLU but that would collide with the dSiLU (see
Section 4.2.3.21) proposed earlier by Elfwing, Uchibe, and Doya.

13 The formula in [830] was wrong as it evaluated to 2x
0 , we present the formula we think authors

intented.
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4.2.3.26 SwAT

Verma, Chug, and Singh proposed an AF named SwAT combining the SiLU
and arctan in[830]. This function is defined as

f (z) = z · 1
1 + exp

(
− tan−1 |le f t(z)

) . (4.73)

4.2.3.27 Rectified hyperbolic secant

A rectified hyperbolic secant activation function was proposed in [832]. This
function is totally differentiable, symmetric about the origin, and is approach-
ing zero for inputs going to positive or negative infinity:

f (z) = z · sech(z), (4.74)

where sech(z) is the hyperbolic secant function [832].

4.2.3.28 Linearly scaled hyperbolic tangent (LiSHT)

A linearly scaled hyperbolic tangent (LiSHT) activation function was pro-
posed in [833] to address the problem of vanishing gradients and the non-
utilization of large negative input values. The LiSHT function is defined as

f (z) = z · tanh(z). (4.75)

The output range of LiSHT function is [0, ∞] [11].The output of LiSHT is
close to the ReLU (see Section 4.2.6) and swish for large positive values
[833]; however, unlike the aforementioned AFs, the output is symmetric, and,
therefore, it behaves identically for large negative values. While the LiSHT
is symmetric, the fact that its output is unbounded and non-negative could
be considered a disadvantage [11]. The effectiveness of the LiSHT activation
function was tested on several different architectures ranging from multilayer
perceptron (MLP) and residual neural networks to LSTM-based networks and
on various tasks — the Iris dataset, the MNIST [45], CIFAR-10 and CIFAR-
100 [243] and the sentiment140 dataset from Twitter [834, 835] for sentiment
analysis [833].

A parametric version of LiSHT named SoftModulusT (see Section 4.2.6.31)
was proposed in [836].

4.2.3.29 Mish

A popular activation function mish[837] is a combination of the tanh and
softplus activation function; the function resembles swish activation (see
Section 4.3.3.1). It is defined as

f (z) = z · tanh (softplus(z)) = z · tanh (ln (1 + exp (z))) . (4.76)

Mish was found to outperform swish; it performed similarly to f (z) =

z · ln (1 + tanh (exp (z))) but this activation function was found to often lead
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to unstable training [837]. The mish was found to outperform swish and ReLU
for many architectures such as various ResNet architectures [13], Inception
v3 [52], DenseNet-121 [838], and others [837]. Detailed comparison with
other activation functions was run using the Squeeze Net [839] where it
outperformed swish, GELU, ReLU, ELU, LReLU, SELU, softplus, S-shaped
ReLU (SReLU) , inverse square root unit (ISRU), tanh, and randomized leaky
ReLU (RReLU) [837]. The mish activation function was, for example, used in
the YOLOv4 [840] and its variant Scaled-YOLOv4 [841].

4.2.3.30 Smish

The smish [842] is a variant of the mish where the exponential function is
replaced by the logistic sigmoid. It is, therefore, defined as

f (z) = az · tanh (ln (1 + σ (bz))) , (4.77)

where a and b are parameters [842]; however, Wang, Ren, and Wang recom-
mend a = 1 and b = 1 based on a small parameter search in [842].

4.2.3.31 TanhExp

Similarly as the mish is the combination of tanh and softplus, the TanhExp
[843] is a combination of tanh and the exponential function [843, 844]. It is
defined as

f (z) = z · tanh (exp(z)) . (4.78)

4.2.3.32 Serf

The serf is an AF similar to the mish; however, it uses the error function
instead of the tanh [845]. It is defined as

f (z) = z erf (ln (1 + exp(z))) , (4.79)

where erf is the Gauss error function [845]. It was found to outperform mish,
GELU, and ReLU for various architectures on Multi30K [846], ImageNet [48,
817], the CIFAR-10, and CIFAR-100 [243] datasets; see [845] for details.

4.2.3.33 Efficient asymmetric nonlinear activation function (EANAF)

An activation function combining tanh and softplus called efficient asym-
metric nonlinear activation function (EANAF) was proposed in [847]. The
function is defined as

f (z) = z · g (h (z)) , (4.80)

where h(z) is the softplus function and g(z) = tanh
( z

2

)
, which can be

simplified to

f (z) =
z · exp (z)

exp (z) + 2
. (4.81)
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The EANAF is continuously differentiable. The EANAF is very similar to
swish with similar amount of computation but Chai et al. found that it
performs better than swish and several other activation functions in RetinaNet
[848] and YOLOv4 [841] architectures on object detection tasks [847].

4.2.3.34 SinSig

SinSig [849] is a self-gated non-monotonic activation function defined as

f (z) = z · sin
(π

2
σ (z)

)
, (4.82)

where σ(z) is the logistic sigmoid function [849]. While SinSig is similar to
swish and mish, it outperformed them in experiments in [849] as the number
of layers in a neural network increased. It was also shown that the SinSig
converges faster. The SinSig outperformed ReLU and mish on several deep
architectures including ResNet 20 v2 [850], ResNet 110 v2 [850], SqueezeNet
[851], and ShuffleNet [852] among others on the CIFAR-100 task [243] in
experiments in [849].

4.2.3.35 Gaussian error linear unit with sigmoid activation function (SiELU)

The with sigmoid activation function (SiELU) was proposed in [853]; it is
defined as

f (z) = zσ

(
2

√
2
π

(
z + 0.044715z3)) . (4.83)

4.2.4 Gated linear unit (GLU)

A gated activation called gated linear unit (GLU) similar to SiLU (see Sec-
tion 4.2.3) for use in RNNs was proposed in [854]. The GLU is defined as

f (z, z′) = z ⊗ σ(z′), (4.84)

where ⊗ is the element-wise product and z and z′ are two learned linear
transformations of input vector x [855, 856].

4.2.4.1 Gated tanh unit (GTU)

A gated activation called gated tanh unit (GTU) similar to GLU (see Sec-
tion 4.2.4) for use in RNNs was proposed in [857]. The GTU is defined as

f (z, z′) = tanh(z)⊗ σ(z′), (4.85)

where ⊗ is the element-wise product and z and z′ are two learned linear
transformations of input vector x [855].
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4.2.4.2 Gated ReLU (ReGLU)

Another GLU extension is the gated (ReGLU) [854, 855]. The ReGLU is
defined as

f (z, z′) = z ⊗ ReLU(z′), (4.86)

where ⊗ is the element-wise product and z and z′ are two learned linear
transformations of input vector x [855].

4.2.4.3 Gated GELU (GEGLU)

A GELU-based GLU extension is the gated (GEGLU) [855]; it is defined as

f (z, z′) = z ⊗ GELU(z′), (4.87)

where ⊗ is the element-wise product and z and z′ are two learned linear
transformations of input vector x [855].

4.2.4.4 Swish GELU (SwiGLU)

A swish-based GLU extension is the gated swish (SwiGLU) [855]; it is defined
as

f (z, z′) = z ⊗ swish(z′), (4.88)

where ⊗ is the element-wise product, z and z′ are two learned linear trans-
formations of input vector x, and swish is the swish with its own trainable
parameter [855].

4.2.5 Softmax

The softmax is not a usual type of AF taking in a single value, but it takes all
the output value of the unit i and, also, the output values of other units in
order to compute a soft argmax of the values. It is defined as

f (zj) =
exp

(
zj
)

∑N
k=1 exp (zk)

, (4.89)

where f (zj) is the output of a neuron j in a softmax layer consisting of N
neurons [858, 859].

4.2.5.1 β-softmax

The β-softmax is a softmax extension proposed in [860]; it is defined as

f (zj) =

∫
exp

(
bzj
)

∑N
k=1
∫

exp (bzk)
, (4.90)

where f (zj) is the output of a neuron j in a softmax layer consisting of N
neurons and b takes random value from N+14[860].

14 No further specification was provided in [860].
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4.2.6 Rectified linear function (ReLU)

The rectified linear unit (ReLU) [861] is widely regarded as the most popular
activation function in modern feedforward networks [46, 122, 862] due to its
simplicity and improved performance [11]. It has been observed that ReLUs
can significantly expedite the convergence of stochastic gradient descent
[49]. Additionally, traditional ReLUs are computationally less expensive
compared to activation functions like the logistic or tanh functions [122].
ReLUs often outperform sigmoidal activation functions [862]. However, a
drawback of ReLUs is the potential for neurons to become "dead" or "disabled"
during training. This means that they may never activate again for any input,
resulting in a permanently zero output gradient [122]. This issue can occur
after a weight update when a large gradient flows through the unit [122]. This
might happen after a weight update after a large gradient flows through the
unit [122]. However, ReLUs often lead to faster convergence than for sigmoid
activation, as shown in [863]. It can also be shown that ReLUs and rational
function efficiently approximate each other [864]. The ReLU was used as an
example of the more general class of piecewise affine AFs for neural network
verification15 using theorem provers in [865].

A ReLU is mathematically defined as the maximum of zero and the input
value [862, 866]:

f (z) = max (0, z) . (4.91)

ReLU is commonly recommended as the default choice for feedforward
networks due to its usually superior performance compared to sigmoidal
functions and its computational efficiency [122]; furthermore, it works com-
parably to its modifications [866]. Many popular NN models utilize ReLU as
the activation function of choice, e.g., [49, 867].

Many ReLU modification and derivations were proposed [866, 868] — e.g.
leaky ReLU (LReLU) [869], very leaky ReLU (VLReLU) [870], parametric
ReLU [871], randomized leaky ReLU (RReLU) [872] or S-shaped ReLU [873].
Smoothed modifications are, for example, exponential linear unit [874] and
softplus [862]. Most of the modifications solve the problem of dying out
neurons as they allow for gradient flows for any input.

4.2.6.1 Shifted ReLU

A Shifted ReLU [874] is a simple translation of a ReLU and is defined as

f (z) = max (−1, z) . (4.92)

4.2.6.2 Leaky ReLU (LReLU)

Leaky ReLU (LReLU) [869] is defined as

f (z) =

z, z ≥ 0,
z
a , z < 0,

(4.93)

15 More details are out of the scope of this work, see [865] for more details.
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where a ∈ (1, ∞) is set to large number;16 the recommended setting from
[869] is a = 100.

LReLU solves the problem of dying neurons when neurons have perma-
nently zero output gradient in classical ReLU by "leaking" the information
for z < 0 instead of outputting exact zero. Both ReLU and LReLU can be
considered to be a special case of the maxout unit (see Section 4.3.46) [11]. A
theoretical analysis of the ReLU and LReLU is available in [875].

Very leaky ReLU (VLReLU) [870] is almost identical to the LReLU but
has much higher slope when the z is negative for faster training [870] by
setting ai = 3. While it can be considered as a special case of LReLU, some
researchers consider it as a separate case, e.g., [868].

The so-called optimized leaky ReLU (OLReLU) [876] propose another
reformulation of LReLU and calculation of the slope parameter a that is
inspired by the RReLU (see Section 4.2.6.3):

f (z) =

z, z ≥ 0,

z · exp(−a), z < 0,
(4.94)

where

a =
u + l
u − l

, (4.95)

where u and l are hyperparameters of the bounds of the RReLU [876].

4.2.6.3 Randomized leaky ReLU (RReLU)

RReLU is a leaky ReLU where the leakiness is stochastic during the training
[872], i.e.:

f (zi) =

zi, zi ≥ 0,
z
ai

, zi < 0,
(4.96)

where ai is a sampled for each epoch and neuron i from the uniform distri-
bution: ai ∼ U(l, u) where l < u and l, u ∈ (0, ∞) [872]. Similarly as in the
dropout approach [143], an average over all ai over is taken during inference
phase — the ai is set to l+u

2 :

f (zi) =

zi, zi ≥ 0,
z

l+u
2

, zi < 0.
(4.97)

Recommended distribution is U(3, 8) for sampling the ai [872].

16 Depending on the source, researchers use either this form z
a or the inverted form az for the

negative inputs.
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4.2.6.4 Softsign randomized leaky ReLU (S-RReLU)

The softsign randomized leaky ReLU (S-RReLU)17 is a RReLU combined with
the softsign proposed in [877, 878]. It is defined as

f (zi) =


1

(1+zi)
2 + zi, zi ≥ 0,

1
(1+zi)

2 + aizi, zi < 0,
(4.98)

where ai is a sampled for each epoch and neuron i from the uniform distri-
bution: ai ∼ U(l, u) where l < u and l, u ∈ (0, ∞) [877]. Elakkiya and Dejey
used l = 1

8 and u = 1
3 [877].

4.2.6.5 Sloped ReLU (SlReLU)

A Sloped ReLU (SlReLU) [879] is similar to the LReLU — whereas the LReLU
parameterizes the slope for negative inputs, the SlReLU parameterizes the
slope of ReLU for positive inputs. It is, therefore, defined as

f (z) =

az, z ≥ 0,

0, z < 0,
(4.99)

where a is a fixed, predetermined parameter [879]. Seo, Lee, and Kim recom-
mended a ∈ [1, 10] based on their experiments in [879].

4.2.6.6 Noisy ReLU (NReLU)

A stochastic variant of the ReLU called noisy ReLU (NReLU) was proposed
in [861]:

f (z) = max (0, z + a) , (4.100)

where a is a stochastic parameter a ∼ N (0, σ(z)), N
(
0, σ2) is the Gaussian

distribution with zero mean and variance σ2 and σ(z) is the standard de-
viation of the inputs z. The NReLU was designed for use with Restricted
Boltzmann machines [861]. More details about the NReLU is available in
[861].

4.2.6.7 SineReLU

The SineReLU [880, 881] is a ReLU based activation that uses trigonometric
functions for negative inputs. It is defined as

f (z) =

z, z ≥ 0,

a (sin (z)− cos (z)) , z < 0,
(4.101)

where a is a fixed parameter [880, 881].

17 Elakkiya and Dejey used S-RReLU as a name and not an abbreviation; however, since S-
RReLU is a combination of the softsign and RReLU, we feel that using it as an abbreviation is
appropriate.
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4.2.6.8 Minsin

The minsin is a ReLU-based AF used in [733]. It is defined as

f (z) = min (z, sin (z)) =

sin(z), z ≥ 0,

z, z < 0.
(4.102)

4.2.6.9 Variational linear unit (VLU)

The variational linear unit (VLU) is an AF combining the ReLU and sine
functions proposed in [880]. It is defined as

f (z) = ReLU (z) + a sin (bz) = max (0, z) + a sin (bz) , (4.103)

where a and b are fixed parameters [880].

4.2.6.10 Spatial context-aware activation (SCAA)

The spatial context-aware activation (SCAA) is a ReLU extension proposed
in [882]. The ReLU performs an element-wise max operation on the feature
map X:

ReLU (X) = max (X, 0) , (4.104)

where ReLU (X) is the ReLU in the matrix notation and 0 is a matrix of
zeroes with the same shape as X [882]. The SCAA first applies a depth-wise
convolution on X to produce spatial context aggregated feature map denoted
fDW (X) and then proceeds with the elementwise max operation [882]; the
SCAA is, therefore, defined as

f (X) = max (X, fDW (X)) . (4.105)

4.2.6.11 Randomly translational ReLU (RT-ReLU)

A randomly translational ReLU (RT–ReLU) is a ReLU with a randomly added
jitter during each iteration of the training process [883]. It is defined as

f (zi) =

zi + ai, zi + ai ≥ 0,

0, zi + ai < 0,
(4.106)

where ai is stochastic parameter for each neuron i randomly sampled from
the Gaussian distribution at each iteration, ai ∼ N

(
0, σ2), where σ2 is the

variance of the Gaussian distribution. The authors Cao et al. set the σ2 = 0.752

for their experiments [883]. The ai is set to 0 during the test phase [11].

4.2.6.12 Natural-Logarithm-ReLU (NLReLU)

The natural-logarithm-ReLU (NLReLU) introduces non-linearity to ReLU
similarly as rectified linear tanh (ReLTanh) (see Section 4.3.1.36) but only for
positive part of the activation function [11]:

f (z) = ln (a · max (0, z) + 1) , (4.107)

where a is a predefined constant [884].
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4.2.6.13 Softplus linear unit (SLU)

An activation function softplus linear unit (SLU) combining the ReLU with
the softplus activation function was proposed in [885]; the function is based
around the assumption that zero mean activations improve learning perfor-
mance [885]. The SLU is defined as

f (z) =

az, z ≥ 0,

b ln (exp (z) + 1)− c, z < 0,
(4.108)

where ai, bi, and ci are predefined parameters; however, to ensure that the
function is continuous, differentiable at zero and to avoid vanishing or ex-
ploding gradients, its parameters are set to a = 1, b = 2, and c = 2 ln (2)
[885]. The SLU is therefore equal to

f (z) =

z, z ≥ 0,

2 ln exp(z)+1
2 , z < 0.

(4.109)

4.2.6.14 Rectified softplus (ReSP)

Another activation function combining ReLU and softplus called rectified
softplus (ReSP) [11] was proposed in [886]. The function is defined as

f (z) =

az + ln(2), z ≥ 0,

ln (1 + exp (z)) , z < 0,
(4.110)

where a is a fixed hyperparameter controlling the slope [886]. Larger values
of a between 1.4 and 2.0 were found to work well [886].

4.2.6.15 Parametric rectified non-linear unit (PReNU)

A ReLU variant called parametric rectified non-linear unit (PReNU) [887]
replaces the linear part of the ReLU for positive inputs by a non-linear
function similarly to RePU (see Section 4.2.6.39). It is defined as

f (z) =

z − a · ln (z + 1) , z ≥ 0,

0, z < 0,
(4.111)

where a is a fixed hyperparameter [887] — however, this parameter could
be adaptive similarly as in PReLU (see Section 4.3.1.1) that PReNU extends
since Jaafari, Ellahyani, and Charfi thought of the PReLU as non-adaptive
function for some reason [887].
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4.2.6.16 Bounded ReLU (BReLU)

A BReLU [888] is a variant of ReLU that limits the output as the unlimited
output of the original ReLU might lead to an instability [11]. It is defined as

f (z) = min (max (0, z) , a) =


0, z ≤ 0,

z, 0 < z < a,

a, z > a,

(4.112)

where a is a predefined parameter [888]. The BReLU appeared later in the
literature under the name ReLUN in [889], where it seems that it was inde-
pendently proposed.

4.2.6.17 Hard sigmoid

A Hard sigmoid is very similar to BReLU; it is a very crude approximation of
the logistic sigmoid and is commonly defined [651, 890] as

f (z) = max
(

0, min
(

z + 1
2

, 1
))

. (4.113)

Other definitions are sometimes used; e.g. variant from [891] is defined as

f (z) = max (0, min (0.2z + 0.5, 1)) . (4.114)

While the Hard sigmoid is not as commonly used as the logistic sigmoid,
it can be used, for example, in binarized neural network with stochastic
activation functions [890] — the binaryized neural networks can lead to
much faster inference than regular neural networks, e.g., Courbariaux et al.
reached up to 7× speed up without any loss in classification accuracy [890]
(however, even better speed-ups can be obtained using, for example, FPGA
implementations as in [892]).

4.2.6.18 HardTanh

The HardTanh is another piecewise linear function; it is very similar to Hard
sigmoid, but it approximates the tanh instead of the logistic sigmoid. It is
defined as

f (z) =


a, z < a,

z, a ≤ z ≤ b,

b, z > b,

(4.115)

where a and b are fixed parameters [893]; Liu et al. used a = −1 and b = 11
in [894]. NNs with HardTanhs are more suitable for linear predictive control
than NNs with ReLUs as they usually require less hidden layers and neurons
for representing identical min-max maps [893].
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4.2.6.19 Shifted HardTanh

Kim et al. proposed HardTanh variants with vertical and horizontal shifts in
[895]. The SvHardTanh18 is defined as

f (z) =


−1 + a, z < −1,

z + a, −1 ≤ z ≤ 1,

1 + a, z > 1,

(4.116)

where a is a fixed parameter [895]. Kim et al. used HardTanh variant with
thresholds −1 and 1; a more general variant with parametric thresholds from
Eq. (4.115) could be defined similarly.

The SvHardTanh is defined as

f (z) =


−1 + a, z < −1,

z + a, −1 ≤ z ≤ 1,

1 + a, z > 1,

(4.117)

where a is a fixed parameter [895].
The ShHardTanh is defined as

f (z) =


−1, z < −1 − a,

z, −1 − a ≤ z ≤ 1 − a,

1, z > 1 − a,

(4.118)

where a is a fixed parameter [895].
Kim et al. used HardTanh variant with thresholds −1 and 1; more general

variants of SvHardTanh and ShHardTanh with parametric thresholds from
Eq. (4.115) could be defined similarly.

4.2.6.20 Hard swish

A linearized variant of the swish AF (see Section 4.3.3.1) was proposed in
[896]. It is defined as

f (z) = z ·


0, z ≤ −3,

1, z ≥ 3,
z
6 +

1
2 , −3 < z < 3.

(4.119)

The linearization allows for more efficient computation [896].

18 Both SvHardTanh and ShHardTanh are named using the same convention as shifted ELUs
(see Section 4.3.1.56) for the purposes of this work.
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4.2.6.21 Truncated rectified (TRec) activation function

The truncated rectified (TRec) AF is a truncated variant of the ReLU [897]. It
resembles onesided variant of the Hardshrink (see Section 4.2.6.22) — it is
defined as

f (z) =

z, z > a,

0, z ≤ a,
(4.120)

where a is a fixed parameter. Konda, Memisevic, and Krueger used a = 1 for
most of their experiments [897].

4.2.6.22 Hardshrink

The Hardshrink [703, 897–899] (named thresholded linear AF in [897]19) is very
similar to Hard sigmoid, TRec, and other piecewise linear functions; it is
defined as

f (z) =


z, z > a,

0, −a ≤ z ≤ a,

z, z < −a,

(4.121)

where a > 0 is a fixed parameter.

4.2.6.23 Softshrink

The Softshrink is an AF similar to the Hardshrink used in [661, 900]. It is
defined as

f (z) =


z − a, z > a,

0, −a ≤ z ≤ a,

z + a, z < −a,

(4.122)

where a > 0 is a fixed thresholding parameter [900].

4.2.6.24 Bounded leaky ReLU (BLReLU)

Similarly as the BReLU is a bounded variant of the ReLU, the bounded leaky
ReLU (BLReLU) is a bounded variant of LReLU (see Section 4.2.6.2) [888]. It
is defined as

f (z) =


az, z ≤ 0,

z, 0 < z < b,

az + c, z > b,

(4.123)

19 Konda, Memisevic, and Krueger proposed it as a novel AF but it was already proposed in
[898].
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where a and b are predefined parameters and c is computed such that
b = ab + c [888], i.e. c = (1 − a)b. The parameter a controls the leakiness, the
parameter b is the threshold of saturation, and c is computed such that the
function is continuous.

4.2.6.25 V-shaped ReLU (vReLU)

A V-shaped variant of ReLU called V-shaped ReLU (vReLU) is proposed
in [901, 902] and tackles the problem of dying neurons that is present with
ReLUs [901]. The vReLU is identical to the absolute value function and is
defined as

f (z) =

z, z ≥ 0,

−z, z < 0.
(4.124)

The output range of vReLU is [0, ∞) [11]. The modulus activation function
later proposed in the literature by Vallés-Pérez et al. in [836] is identical to
the vReLU. The absolute value function was used as an AF also in [903].

4.2.6.26 Pan function

The pan function is an AF similar to the vReLU and Softshrink [904, 905]. It
is defined as

f (z) =


z − a, z ≥ a,

0, −a < z < a,

−z − a, z ≤ −a,

(4.125)

where a is a fixed boundary parameter [904].

4.2.6.27 Absolute linear unit (AbsLU)

The absolute linear unit (AbsLU) [906] is a ReLU-based AF similar to the
vReLU. It is defined as

f (z) =

z, z ≥ 0,

a · |z| , z < 0,
(4.126)

where a ∈ [0, 1] is a fixed hyperparameter [906].

4.2.6.28 Mirrorer rectified linear unit (mReLU)

The mirrored rectified linear unit (mReLU) is a bounded AF that suppresses
the output for unusual inputs [907]. It is defined as

f (z) = min (ReLU (1 − z) , ReLU (1 + z)) =


1 + z, −1 ≤ z ≤ 0,

1 − z, 0 < z ≤ 1,

0, otherwise .

(4.127)
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4.2.6.29 Leaky single-peaked triangle linear unit (LSPTLU)

An AF similar to vReLU, AbsLU, and tent activation named leaky single-
peaked triangle linear unit (LSPTLU) was proposed in [908]. It is defined as

f (z) =



0.2z, z < 0,

z, 0 ≤ z ≤ a,

2a − z, a < z ≤ 2a,

0, z ≥ 2a,

(4.128)

where a is a fixed parameter [908]. An identical AF was proposed under the
name leaky rectified triangle linear unit (LRTLU) in [909].

4.2.6.30 SoftModulusQ

The SoftModulusQ is a quadratic approximation of the vReLU proposed in
[836]. The SoftModulusQ is defined as

f (z) =

z2 (2 − |z|) , |z| ≥ 1,

|z| , |z| > 1.
(4.129)

4.2.6.31 SoftModulusT

While the SoftModulusQ (see Section 4.2.6.30) is a quadratic approximation
of the vReLU (see Section 4.2.6.25), the SoftModulusT [836] is a tanh based
approximation of the vReLU. It is basically a parametric version of the LiSHT
activation function (see Section 4.2.3.28):

f (z) = z · tanh
( z

a

)
, (4.130)

where a is a predetermined parameter; the authors Vallés-Pérez et al. used
a = 0.01 in their experiments [836]. When a = 1, the SoftModulusT becames
the LiSHT activation function.

4.2.6.32 SignReLU

The combination of ReLU and softsign resulted in SignReLU [910] that
improves the convergence rate and alleviates the vanishing gradient problem
[910]. The SignReLU is defined as

f (z) =

z, z ≥ 0,

a z
|z|+1 , z < 0,

(4.131)

where a is a fixed parameter [910, 911]; the SignReLU becomes ReLU for
a = 0. The SignReLU was independently proposed under the name DLU in
[912];20 this name is sometimes used in the literature — e.g., [904].

20 [912] is a preprint of [911].
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4.2.6.33 Li-ReLU

Elakkiya and Dejey proposed a combination of a linear function and the
ReLU in [877]; they named the function Li-ReLU21 and it is defined as

f (z) =

az + z, zi ≥ 0,

az, zi < 0,
(4.132)

where ai is a fixed parameter [877].

4.2.6.34 Concatenated ReLU (CReLU)

A concatenated ReLU (CReLU) is an adaptation of the ReLU function pro-
posed based on the observation that filters in CNNs in the lower layers form
pairs consisting of filters with opposite phase [913]. The CReLU conserves
both negative and positive linear responses after convolution by concatenat-
ing the output of two ReLUs (hence the name) [913]. The CReLU is a function
R → R2 and is defined as [913]

f (z) =

[
ReLU(z)

ReLU(−z)

]
, (4.133)

with the output range of [0, ∞) for both output elements [11].

4.2.6.35 Negative CReLU (NCReLU)

A CReLU extension named negative CReLU (NCReLU) was proposed in
[914]; while it is very similar to CReLU, it multiplies the second element by
−1:

f (z) =

[
ReLU(z)

−ReLU(−z)

]
. (4.134)

Very similar AF was proposed concurrently in [915] under the name bipolar
activation function (BAF). Unlike the NCReLU, it does not produce a vector
output but is applied in an alternating manner similar to All-ReLU (see
Section 4.3.33) but for neurons instead of layers. It is defined for the i-th
neuron as

f (zi) =

g (zi) , i%2 = 0,

−g (−zi) , i%2 = 1,
(4.135)

where g (zi) is any ReLU family AF and % is the modulo operation.

21 Not an abbreviation.
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4.2.6.36 DualReLU

Where CReLU activation functions takes a single value and outputs a vector
of two values, the DualReLU [916] takes two values as an input and outputs
a single value. The DualReLU is a two-dimensional activation function meant
as a replacement of the tanh activation function for Quasi-Recurrent neural
networks [916]. It is defined as

f (z, z′) = max (0, z)− max
(
0, z′

)
=



0, z ≤ 0 ∧ z′ ≤ 0,

z, z > 0 ∧ z′ ≥ 0,

−b, z ≤ 0 ∧ z′ > 0,

a − b, z > 0 ∧ z′ > 0.

(4.136)

4.2.6.37 Orthogonal permutation liner unit

The orthogonal permutation liner unit (OPLU) is not applied to a single
neuron but always to a pair of neurons [917]. First, the neurons are grouped
into pairs of neurons {i, j} and the OPLU takes two inputs zi and zj of
neurons i and j and produces the output

f (zi, zj) = max
(
zi, zj

)
(4.137)

for neuron i and

f (zi, zj) = min
(
zi, zj

)
(4.138)

for neuron j [917].

4.2.6.38 Elastic ReLU (EReLU)

Another extension is the elastic ReLU (EReLU), which slightly randomly
changes the slope of the positive part of the ReLU during the training [918].
The EReLU is defined as

f (zi) =

kizi, zi ≥ 0,

0, zi < 0,
(4.139)

where ki is a sampled for each epoch and neuron i from the uniform dis-
tribution: ai ∼ U(1 − α, 1 + α) where α ∈ (0, 1) is a parameter controlling
the degree of response fluctuations [918]. The EReLU thus complements
the principle of RReLU, which randomly changes the leakiness during the
training while keeping the positive part fixed, while the EReLU changes the
positive part and keeps the output constantly zero for negative inputs. The
EReLU sets the ki its expected value E(ki) which is equal to one — the EReLU
becomes the ReLU during the test phase [918].
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4.2.6.39 Power activation functions & rectified power units (RePU)

A power activation function extending ReLU together with a training scheme
for better generalization was proposed in [919]. This activation function was
later independently proposed under the name RePU in [920]. The RePU is
defined as

f (z) =

za, z ≥ 0,

0, z < 0,
(4.140)

where a is a fixed parameter [919, 921]. The RePU is a generalization of several
activation functions — it becomes the Heaviside step function for a = 0 and
ReLU for a = 1; the case a = 2 is called rectified quadratic unit (ReQU) in [920]
and squared ReLU in [922]; finally, the case a = 3 is called rectified cubic unit
(ReCU) [920]. The disadvantage of RePU is its unbounded and asymmetric
nature and that it is prone to vanishing gradient [11]. Theoretical analysis of
the RePU is available in [921].

However, Berradi recommends alternating using a = b and a = 1
b each

epoch; i.e.:

f1(z) =

zb, z ≥ 0,

0, z < 0,
(4.141)

and

f2(z) =

z
1
b , z ≥ 0,

0, z < 0.
(4.142)

Then the activation function f1(z) is used during odd epochs and f2(z) during
even epochs; their mean is used during the test phase [919]. The value b > 1
was used in the experiments in [919] - b ∈ {1.05, 1.1, 1.15, 1.20, 1.25}.

4.2.6.40 Approximate ReLU (AppReLU)

The approximate ReLU (AppReLU)22 [923, 924] is the RePU with aditional
scaling parameter; it is defined as

f (z) =

azb, z ≥ 0,

0, z < 0.
(4.143)

22 Saha et al. used the abbreviation AReLU but this is already used for the Attention-based
ReLU in this work.
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4.2.6.41 Power linear activation function (PLAF)

The power linear activation function (PLAF)23 is a class of two similar AFs
proposed in [925]. The first, even power linear activation function (EPLAF),
is defined as

f (z) =


z −

(
1 − 1

d

)
, z ≥ 1,

1
d |z|

d , −1 ≤ z < 1,

−z −
(
1 − 1

d

)
, z < −1,

(4.144)

where d is a fixed parameter [925]. Similarly, the second AF — odd power
linear activation function (OPLAF) — is defined as

f (z) =



z −
(
1 − 1

d

)
, z ≥ 1,

1
d |z|

d , 0 ≤ z < 1,

− 1
d |z|

d , −1 ≤ z < 0,

−z −
(
1 − 1

d

)
, z < −1,

(4.145)

where d is a fixed parameter [925]. Nasiri and Ghiasi-Shirazi focused on the
EPLAF in their work [925] and showed that EPLAF with d = 2 performed
similarly as the ReLU for some of the tasks but it performed significantly
better for other tasks; the OPLAF was not experimentally validated in [925].

4.2.6.42 Average biased ReLU (ABReLU)

Similarly as the RT–ReLU (see Section 4.2.6.11), the average biased ReLU
(ABReLU) [926] uses horizontal shifting in order to handle negative values
[11]. It is defined as

f (zi) =

zi − ai, zi − ai ≥ 0,

0, zi − ai < 0,
(4.146)

where ai is the average of input activation map to the neuron/filter i [11, 926],
which makes the function data dependent and adjusts the threshold based
on the positive and negative data dominance [926]. The output range is [0, ∞)

[11].

4.2.6.43 Delay ReLU (DRLU)

The delay ReLU (DRLU)24 is a function that also adds a horizontal shift to the
ReLU [927]; however, the DRLU uses a fixed, predetermined shift whereas
RT–ReLU uses stochastic shifts (see Section 4.2.6.11) and ABReLU computes

23 Originally, Nasiri and Ghiasi-Shirazi named PLAF as PowerLinear AF. Also, its variants EPLAF
and OPLAF were named as EvenPowLin and OddPowLin in [925].

24 Authors termed the function DRLU; however, the usual notation in this work would be DReLU.
Since such notation would collide with the dynamic ReLU, we will use the original notation
from [927] despite the inconsistency.
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the shift as the average of input activation map (see Section 4.2.6.42). The
DRLU is defined as

f (z) =

z − a, z − a ≥ 0,

0, z − a < 0,
(4.147)

where a is a fixed, predetermined parameter [927]. Shan, Li, and Chen also
add a constraint a > 0 [927] and they used a ∈ {0.06, 0.08, 0.10} in their
experiments [927].

4.2.6.44 Displaced ReLU (DisReLU)

Very similar to the flexible ReLU (FReLU) (see Section 4.3.1.15) and dynamic
ReLU (DReLU) (see Section 4.3.1.14) is the displaced ReLU (DisReLU)25 as it
also shifts the ReLU [928]:

f (z) =

z, z + a ≥ 0,

−a, z + a < 0,
(4.148)

where a is a predefined hyperparameter [11, 928]. A Shifted ReLU (see
Section 4.2.6.1) is a special case of DisReLU with a = 1 [928]. The VGG-
19 [51] with DisReLUs outperform the ReLU, LReLU, PReLU, and ELU
activation functions with a statistically significant difference in performance
on the CIFAR-10 and CIFAR-100 datasets [243] as shown in [928].

4.2.6.45 Modified LReLU

Inspired by the DisReLU [928], Yang et al. proposed the modified LReLU
(MLReLU) in [929]. The MLReLU is a translated LReLU and is defined as

f (z) =

z, z + a > 0,

−az, z + a ≤ 0,
(4.149)

where a is a fixed parameter controlling both the slope and the threshold
[929].

4.2.6.46 Flatted-T swish

An activation function flatted-T swish (FTS) [930] combines ReLU and the
logistic sigmoid activation function; it is defined as

f (z) = ReLU(z) · σ(z) + T =

 z
1+exp(−z) + T, z ≥ 0,

T, z < 0,
(4.150)

where T is a predefined hyperparameter [930], the recommended value is T =

−0.20 [930]. The FTS is identical to a shifted swish for the positive z. The FTS
was shown to outperform ReLU, LReLU, swish, ELU, and FReLU activation
functions [930]. The special case with T = 0 was proposed independently
under the name of ReLU-Swish in [800].

25 Macêdo et al. originally abbreviated the displaced ReLU as DReLU but that is already taken
by dynamic ReLU from Section 4.3.1.14.
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4.2.6.47 Optimal activation function (OAF)

The so-called Optimal Activation Functio (OAF) is a combination of ReLU
and swish activations proposed in [931]. It is defined as

f (z) = ReLU(z) + z · σ(z) =

z + z · σ(z), z ≥ 0,

z · σ(z), z < 0.
(4.151)

4.2.6.48 Exponential linear unit (ELU)

An ELU is an extension of LReLU where the function employs an exponential
function for the negative inputs, which speeds up the learning process [874]:

f (z) =

z, z ≥ 0,
exp(z)−1

a , z < 0,
(4.152)

where a is a hyperparameter; the authors Clevert, Unterthiner, and Hochreiter
used a = 1 in their work [874]. The a determines the value to which an ELU
saturates for inputs going to negative infinity [874].

4.2.6.49 Rectified exponential unit (REU)

A rectified exponential unit (REU) [932] is an activation function inspired
by the ELU and swish (see Sections 4.2.6.48 and 4.3.3.1) and is based on the
assumption that the success of the swish activation functions is due to the
non-monotonic property in the negative quadrant [932]. The REU is defined
as

f (z) =

z, z ≥ 0,

z · exp(z), z < 0.
(4.153)

A parametric version called parametric rectified exponential unit (PREU) was
also proposed in [932]; see Section 4.3.1.9 for details.

4.2.6.50 Apical dendrite activation (ADA)

A biologically inspired AF named apical dendrite activation (ADA) was
proposed in [933]. It is similar to the ELU, but it applies an exponential
function for positive inputs. It is defined as

f (z) =

exp (−az + b) , z ≥ 0,

0, z < 0,
(4.154)

where a and b are fixed parameters [933].
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4.2.6.51 Leaky apical dendrite activation (LADA)

As LReLU extends the ReLU, the leaky apical dendrite activation (LADA)
[933] extends the ADA.

f (z) =

exp (−az + b) , z ≥ 0,

cz, z < 0,
(4.155)

where a, b, and c ∈ [0, 1] are fixed parameters [933]. Georgescu et al. used
c = 0.01 in their experiments in [933].

4.2.6.52 Sigmoid linear unit (SigLU)

The sigmoid linear unit (SigLU)26 is an ELU alternative that uses a modified
logistic sigmoid instead of the exponential [815]. It is defined as

f (z) =

z, z ≥ 0,
1−exp(−2z)
1+exp(−2z) , z < 0.

(4.156)

4.2.6.53 Swish and ReLU activation (SaRa)

The swish and ReLU activation (SaRa) is an AF combining the swish and
ReLU AFs proposed in [934]. It is defined27 as

f (z) =

z, z ≥ 0,
z

1+a·exp(−bz) , z < 0,
(4.157)

where a and b are fixed parameters; Qureshi and Sarosh Umar recommend
a = 0.5 and b = 0.7 [934].

4.2.7 Maxsig

The maxsig is one of the AFs listed in [733]. The maxsig is similar to the
SigLU (see Section 4.2.6.52) and is defined as

f (z) = max (z, σ(z)) , (4.158)

where σ(z) is the logistic sigmoid [733].

26 The AF is unnamed in the original work [815].
27 The formula in [934] is malformed; we believe that this is the intended case. It is possible that

authors intended that the SaRa is actually only the part that is defined for the negative inputs
in Eq. (4.157) — however, we think that it is less likely as that would be only a swish (see
Section 4.3.3.1) AF with some fixed scaling of the output or the AHAF (see Section 4.3.3.2)
with fixed parameters.
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4.2.7.1 Tanh linear unit (ThLU)

The tanh linear unit (ThLU) [935]28 is an AF combining tanh and ReLU. It is
defined as

f (z) =

z, z ≥ 0,
2

1+exp(−z) − 1, z < 0,
=

z, z ≥ 0,

tanh
( z

2

)
, z < 0.

(4.159)

The ThLU is a special case of the tanh based ReLU (TReLU) with bi =
1
2 .

Similar AF was used under the name maxtanh in [733] — it just omitted the
scaling factor. The maxtanh can also be written as f (z) = max (z, tanh (z))
[733].

4.2.7.2 DualELU

The DualELU [916] is equivalent of DualReLU (see Section 4.2.6.36) for ELUs
and are defined as

f (z, z′) = fEL (z)− fEL
(
z′
)

, (4.160)

where fEL (z) is the ELU activation function applied to an input z.

4.2.7.3 Difference ELU (DiffELU)

An ELU variant named difference exponential linear unit (DiffELU)29 was
proposed in [936]. It is defined as

f (z) =

z, z ≥ 0,

a (z exp (z)− b exp (bz)) , z < 0,
(4.161)

where a and b ∈ (0, 1) are fixed parameters [936]. Hu et al. also tested setting
the parameters to be trainable but that led to worse performance [936]. The
recommended setting is a = 0.3 and b = 0.1 [936].

4.2.7.4 Polynomial linear unit (PolyLU)

The polynomial linear unit (PolyLU) is an AF similar to the ELU proposed in
[937]. It is defined as

f (z) =

z, z ≥ 0,
1

1−z − 1, z < 0.
(4.162)

Despite the similarity with the ELU, Feng and Yang have shown that the
PolyLU outperformed the ELU on the CIFAR-10/100 [243] and Dogs vs. Cats
[938, 939] datasets [937]. The PolyLU was also proposed under the name first
power linear unit with sign (FPLUS)30 in [940].

28 The ref [935] is not the original work with ThLUs; it references another work but that uses
pure tanh as the AFs.

29 Hu et al. used the abbreviation DELU but this name is used for the AF proposed by Pishchik
in [889] throughout this work.

30 Duan, Yang, and Dai used the equivalent definition f (z) = (sgn (z) · z + 1)sgn(z) − 1 in [940],
hence the name.
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4.2.7.5 Inverse polynomial linear unit (IpLU)

The polynomial linear unit (IpLU) was proposed in [906]; it is defined as

f (z) =

z, z ≥ 0,
1

1+|z|a , z < 0,
(4.163)

where a > 0 is a fixed hyperparameter guaranteeing a small slope for negative
inputs [906].

4.2.7.6 Power linear unit (PoLU)

The power linear unit (PoLU) [941] is an AF similar to the ELU. It is defined
as

f (z) =

z, z ≥ 0,

(1 − z)−a − 1, z < 0,
(4.164)

where a is a fixed parameter [941]. Li, Ding, and Li used a ∈ {1, 1.5, 2} in
their experiments in [941].

4.2.7.7 Power function linear unit (PFLU)

The power function linear unit (PFLU) is an AF proposed in [942]; it is defined
as

f (z) = z · 1
2

(
1 +

z√
1 + z2

)
. (4.165)

4.2.7.8 Faster power function linear unit (FPFLU)

The faster power function linear unit (FPFLU) is an AF proposed in [942] that
resembles the IpLU (see Section 4.2.7.5) It is defined as

f (z) =

z, z ≥ 0,

z + z2
√

1+z2 , z < 0.
(4.166)

4.2.7.9 Elastic adaptively parametric compounded unit (EACU)

The elastic adaptively parametric compounded unit (EACU) [943] is a stochas-
tic AF. It is defined as

f (zi) =

bizi, zi ≥ 0,

aizi · tanh (ln (1 + exp (ai, zi))) , zi < 0,
(4.167)

where bi is stochastically sampled during training as

bi =

si, 0.5 < si < 1.5,

1, otherwise,
(4.168)
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si ∼ mathrmN (0, 0.01) , (4.169)

and ai is an adaptive parameter for each neuron or channel i [943].

4.2.7.10 Lipschitz ReLU (L–ReLU)

A L–ReLU [944] is a piecewise linear activation function. The slope of the
negative part is selected with respect to a data-dependent Lipschitz constant
[944]. It builds on a proposed piecewise function that treats the positive z > 0
and negative values (z ≤ 0) separately:

f (z) = p(z|z > 0) + n(z|z ≤ 0), (4.170)

where

p(z) = max (ϕ(z), 0) , (4.171)

and

n(z) = min(µ(z), 0), (4.172)

where ϕ(z) and µ(z) can be any function f : R → R [944]. This makes
the positive part of the piecewise lay in the first quadrant of the Cartesian
coordinate system and the negative part in the third quadrant [944].

4.2.7.11 Scaled exponential linear unit (SELU)

A SELU [945] was proposed in order to make the network self-normalize by
automatically converging towards zero mean and unit variance [11]. The ELU
was chosen as the basis for self-normalizing neural networks (SNNs) because
these cannot be derived with ReLUs, sigmoid, and tanh units or even LReLUs
[945] — the activation function has to have negative and positive values for
controlling the mean, saturation region where derivatives approach zero in
order to dampen the variance if it is too large, a slope larger than one in order
to increase the variance if it is too small, and a continuous curve to ensure a
fixed point where the variance dampening is balanced out by the variance
increasing [945]. The SELU is defined as

f (z) =

az, z ≥ 0,

ab (exp (z)− 1) , z < 0,
(4.173)

where a > 1 and b are predefined parameters [11, 945]; the recommended
values are a ≈ 1.05078 and b ≈ 1.6733 [945].
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4.2.7.12 Leaky scaled exponential linear unit (LSELU)

A leaky variant of SELU called leaky scaled exponential linear unit (LSELU)
was proposed in [946] and is defined as

f (z) =

az, z ≥ 0,

ab (exp (z)− 1) + acz, z < 0,
(4.174)

where a > 1 and b are predefined parameters of the original SELU (see Sec-
tion 4.2.7.11), and c is a new, predefined parameter controlling the leakiness
of the unit [946].

4.2.7.13 Scaled exponentially-regularized linear unit (SERLU)

The scaled exponentially-regularized linear unit (SERLU) is a modification of
the SELU proposed in [947]; it is defined as

f (z) =

az, z ≥ 0,

abz exp (z) , z < 0,
(4.175)

where a > 0 and b > 0 are predefined parameters [947]. An extension of
this approach named ASERLU for bidirectional long short-term memory
(BiLSTM) architectures was proposed in [948].

4.2.7.14 Scaled scaled exponential linear unit (sSELU)

Additional scaling of the negative pre-activations was introduced in the scaled
scaled exponential linear unit (sSELU) [946]:

f (z) =

az, z ≥ 0,

ab (exp (cz)− 1) , z < 0,
(4.176)

where a > 1 and b are predefined parameters of the original SELU (see
Section 4.2.7.11), and c is a new, predefined parameter controlling the scaling
of the negative inputs to the unit [946].

4.2.7.15 RSigELU

A parametric ELU variant called RSigELU [949] is defined as

f (z) =


z
(

1
1+exp(−z)

)
a + z, 1 < z < ∞,

z, 0 ≥ z ≥ 1,

a (exp(z)− 1) , −∞ < z < 0,

(4.177)

where a is a predefined parameter, Kiliçarslan and Celik used 0 < a < 1
in their work [949]. For a = 0, the RSigELU becomes ReLU [949]. The
RSigELU was shown to outperform ReLU, LReLU, softsign, swish, ELU, SEU,



4.2 activation functions 89

GELU, LISA, Hexpo and softplus on the MNIST dataset [45], Fashion MNIST
[950] and the IMDB Movie dataset; it still outperformed these activation
functions on the CIFAR-10 dataset [243] but it was outperformed by its
variant RSigELUD [949].

4.2.7.16 HardSReLUE

Another AF proposed by Kiliçarslan is the HardSReLUE [951]. Kiliçarslan
defined the AF as

f (z) =

az
(
max

(
0, min

(
1, z+1

2

)))
+ z, z ≥ 0,

a (exp(z)− 1) , z < 0,
(4.178)

where a is a fixed slope parameter [951].

4.2.7.17 Exponential linear sigmoid squashing (ELiSH)

An activation function exponential linear sigmoid squashing (ELiSH) [651]
combines the swish (see Section 4.3.3.1) and the ELU function [11]. It is
defined as

f (z) =


z

1+exp(−z) , z ≥ 0,
exp(z)−1

1+exp(−z) , z < 0.
(4.179)

4.2.7.18 Hard exponential linear sigmoid squashing (HardELiSH)

As ELiSH (see Section 4.2.7.17) combines swish with ELU and linear function,
the hard exponential linear sigmoid squashing (HardELiSH) combines the
Hard sigmoid [890] with ELU and linear function [651]. It is defined as

f (z) =

z · max
(
0, min

( z+1
2 , 1

))
, z ≥ 0,

(1 + exp (−z)) · max
(
0, min

( z+1
2 , 1

))
, z < 0.

(4.180)

4.2.7.19 RSigELUD

The RSigELUD is a double parameter variant of the RSigELU (see Sec-
tion 4.2.7.15) [949] that is defined as

f (z) =


z
(

1
1+exp(−z)

)
a + z, 1 < z < ∞,

z, 0 ≤ z ≤ 1,

b (exp(z)− 1) , −∞ < z < 0,

(4.181)

where a and b are predefined parameters, Kiliçarslan and Celik used 0 < a <

1 and 0 < b < 1 in their work [949]. For a = b = 0, the RSigELUD becomes
the ReLU the same as the RSigELU; however, for a = 0 and positive b, the
function resembles the vanilla ELU [949].
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4.2.7.20 LS–ReLU

The LS–ReLU31 is a ReLU-inspired AF proposed in [952]. It is defined as

f (z) =


z

1+|z| , z ≤ 0,

z, 0 ≤ z ≤ b,

log (az + 1) + |log (ab + 1)− b| , z ≥ b,

(4.182)

where a and b are fixed32 parameters [952].

4.2.8 Square-based activation functions

Several square-based activation functions were proposed in [953–955] for
better computational efficiency, especially on low-power devices [953]. The
approach uses the square function to replace the potentially costly exponential
function. These function leads to significantly more efficient computation
when there is no hardware implementation of the exponential function [953].
The efficiency gains can be further improved with a custom hardware operator

fh(x) = − |x| · x, (4.183)

which can be used for efficient hardware implementation of all of the activa-
tion functions of the square-based family [953]. The usage of the AFs from the
family can lead to performance gains of one order of magnitude compared
to traditional AFs [953] for both forward and backward passes (depends on
the particular activation function and the usage of fixed or floating point
representations) [953].

4.2.8.1 SQNL

A computationally efficient activation function was proposed in [954]; unlike
many other sigmoidal functions, it uses the square operator instead of the
exponential function in order to achieve better computational efficiency. The
derivative of the function is linear, which leads to a less computationally
costly computation of the gradient. The function is defined in [953] (the
original paper [954] had several mistakes in the definition) as

f (z) =



1, z > 2,

z − z2

4 , 0 ≤ z ≤ 2,

z + z2

4 , −2 ≤ z < 0,

−1, z < −2.

(4.184)

The SQNL33 has bounded range [−1, 1] [953]. The performance of the
SQNL was verified on several datasets from the UCI Machine Learning

31 Not an abbreviation.
32 Wang et al. do not specify whether the parameters are trainable or fixed.
33 SQNL is not an abbreviation but rather a name given by Wuraola and Patel.
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Repository [956] and on the MNIST dataset [45]; more details available in
[954].

4.2.8.2 Square linear unit (SQLU)

Similarly as the SQNL (see Section 4.2.8.1) uses square function to form
a sigmoidal function to approximate tanh, the square linear unit (SQLU)
[953] uses square function to form a ELU-like activation function that is
computationally efficient:

f (z) =


z, z > 0,

z + z2

4 , −2 ≤ z ≤ 0,

−1, z < −2.

(4.185)

The SQLU basically uses the negative part of the SQNL and replaces the
positive part with a linear function.

4.2.8.3 Square swish (squish)

Another example of the family of activation functions based on the square
operator is the square swish (squish) [953], which is an AF inspired by the
swish and GELU (see Section 4.2.3.1). It uses the square non-linearity in order
to achieve good computational efficiency:

f (z) =


z + z2

32 , z > 0,

z + z2

2 , −2 ≤ z ≤ 0,

0, z < −2.

(4.186)

While the squish was inspired by the swish and GELU activation functions,
it is an approximation of neither [953].

4.2.8.4 Square REU (SqREU)

Similarly as REU (see Section 4.2.6.49) is a combination of the ReLU and
swish activation functions, the square REU (SqREU) [953] is a combination of
ReLU and squish:

f (z) =


z, z > 0,

z + z2

2 , −2 ≤ z ≤ 0,

0, z < −2.

(4.187)
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4.2.8.5 Square softplus (SqSoftplus)

A square softplus (SqSoftplus) is another square-based computationally effi-
cient replacement of an activation function — softplus [953]:

f (z) =


z, z > 1

2 ,

z + (z+ 1
2 )

2

2 , − 1
2 ≤ z ≤ 1

2 ,

0, z < 1
2 .

(4.188)

4.2.8.6 Square logistic sigmoid (LogSQNL)

While the SQNL [954] replaces the tanh AF, the square logistic sigmoid
(LogSQNL) [953] is a square-based replacement for the logistic sigmoid:

f (z) =



1, z > 2,
1
2

(
z − z2

4

)
+ 1

2 , 0 ≤ z ≤ 2,

1
2

(
z + z2

4

)
+ 1

2 , −2 ≤ z < 0,

0, z < −2.

(4.189)

4.2.8.7 Square softmax (SQMAX)

The square softmax (SQMAX) is a square-based replacement for the softmax,
which is exponential-based. It is defined as

f (zj) =

(
zj + c

)2

∑N
k=1 (zk + c)2 , (4.190)

where f (zj) is the output of a neuron j in a softmax layer consisting of N
neurons and c = 4 is a predefined constant [953].

4.2.8.8 Linear quadratic activation

Another square-based AF called linear quadratic activation (LinQ) was pro-
posed in [955].

f (z) =


az +

(
1 − 2z + z2) , z ≥ 2 − 2a,

1
4 z (4 − |z|) , −2 + 2a < z < 2 − 2a,

az −
(
1 − 2z + z2) , z ≤ −2 + 2a,

(4.191)

where a is a fixed parameter controlling the slope of the function’s linear
parts [955].

4.2.8.9 Inverse square root linear unit (ISRLU)

Inverse square root linear unit (ISRLU) [957] is an activation function similar
to the ELU (see Section 4.2.6.48). It has similar properties and a shape as
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ELU; however, it is faster to compute, leading to more efficient training and
inference [957]. It is defined as

f (z) =

z, z ≥ 0,

z · 1√
1+az2 , z < 0,

(4.192)

where a is a hyperparameter controlling the value to which the ISRLU
saturates for negative inputs [957]. While the authors state that the hyperpa-
rameter a could be trainable for each neuron i, only the non-trainable variant
was analyzed [957]. Carlile et al. analysed ISRLU with a = 1 and a = 3 [957].

4.2.8.10 Inverse square root unit (ISRU)

ISRU [957] is an activation function meant to replace sigmoidal activation
functions. It is defined as

f (z) = z · 1√
1 + az2

, (4.193)

where a si a fixed hyperparameter controlling the saturation values; the
parameter could be trainable similarly as in the ISRLU (see Section 4.2.8.9)
but only the nonadaptive variant was used [957].

4.2.8.11 Modified Elliott function (MEF)

The modified Elliott function (MEF) [809] is an AF inspired by the Elliott
function (see Section 4.2.2.15); it can also be considered to be a translated
special case of the ISRU (see Section 4.2.8.10) with a = 1. It is defined as

f (z) = z · 1√
1 + z2

+
1
2

. (4.194)

4.2.9 Square-root-based activation function (SQRT)

A square-root-based activation function (SQRT) is a monotonically increasing,
unbounded activation function proposed in [958] with a similar structure as
the earlier proposed logarithmic activation function (LAF) but with the square
root function instead of the natural logarithm used in LAF. It is defined as

f (z) =


√

z, z ≥ 0,

−
√
−z, z < 0.

(4.195)

The SQRT activation function was found to outperform both tanh and ReLU
activation functions on the CIFAR-10 dataset [243] in experiments in [958].

A parametric variant of the SQRT called S-shaped activation function
(SSAF) was proposed independently in [959]. It is defined as

f (z) =


√

2az, z ≥ 0,

−
√
−2az, z < 0,

(4.196)

where a is a fixed parameter [959].
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4.2.10 Bent identity

The bent identity [960] is an AF approximating the ReLU; it can be seen as
a fixed variant of the bendable linear unit (BLU) (see Section 4.3.1.37) with
ai =

1
2 . It is defined as

f (z) =
√

z2 + 1 − 1
2

+ z. (4.197)

4.2.11 Mishra activation function

The Mishra34 AF is defined as

f (z) =
1
2

(
z

1 + |z|

)2

+
1
2

z
1 + |z| . (4.198)

4.2.12 Saha-Bora activation function (SBAF)

A Saha-Bora activation function (SBAF) was proposed in [923, 962] to be used
for the habitability classification of exoplanets. It employs two non-trainable
parameters α and k, which were set to k = 0.98 and α = 0.5, where authors
determined a stable fixed point. It is defined as:

f (z) =
1

1 + kzα(1 − z)(1−α)
. (4.199)

4.2.13 Logarithmic activation function

The logarithmic activation function (LAF) was proposed in [963] (ref. from
[798]). According to [798], it is defined as

f (z) =

ln z + 1, z ≥ 0,

− ln−z + 1, z < 0.
(4.200)

The LAF was independently proposed under the name symlog in [964].

4.2.14 Symexp

The symexp [964] is an activation function that is inverse of the logmoid
activation unit (LAU). It is defined as

f (z) = sgn (z) (exp (|z|)− 1) . (4.201)

34 The AF was unnamed in the original papers [709, 961]; however, the work [707] named it
using the name of the original author. We keep the naming in this work.
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4.2.15 Scaled polynomial constant unit (SPOCU)

The scaled polynomial constant unit (SPOCU) is a polynomial-based AF
proposed in [965, 966]. It is defined as

f (z) = ah
( z

c
+ b
)
− ah (b) , (4.202)

where

h(x) =


r(d), x ≥ d,

r(x), 0 ≤ x < d,

x, x < 0,

(4.203)

r(x) = x3
(

x5 − 2x4 + 2
)

, (4.204)

and a > 0, b ∈ (0, 1), c > 0, and d ∈ [1, ∞) are fixed parameters satisfying
additional conditions listed in [965, 966].

4.2.16 Polynomial universal activation function (PUAF)

Similarly as the universal activation function (UAF) (see Section 4.3.21), the
polynomial (PUAF)35 is able to approximate popular AFs such as the logistic
sigmoid, ReLU, and swish [967]. It is defined as

f (z) =


za, z > c,

za (c+z)b

(c+z)b+(c−z)b , |z| ≤ c,

0, z < −c,

(4.205)

where a, b and c are fixed parameters [967]. The PUAF becomes the ReLU
with a = 1, b = 0, and c = 0; the logistic sigmoid is approximated with a = 0,
b = 5, and c = 10; finally, the swish is approximated using a = 1, b = 5, and
c = 10 [967].

4.2.17 Softplus

The softplus function was proposed in [969] and is defined as

f (z) = ln (exp (z) + 1) . (4.206)

The softplus was used as an activation function in [862] where it was used
alongside with a ReLU. The advantage of softplus over ReLU is that it is
smooth and it has a non-zero gradient for negative inputs; thus, it does
not suffer from the phenomenon of dying out neurons that is common in
networks with ReLU activations [970]. The softplus was found to outperform
ReLU for certain applications and architectures [970]. A noisy variant was
used for spiking neural networks in [971].

35 Hwang and Kim named the function only as the universal activation function but this name is
already taken by the UAF by Yuen et al. from [968].
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4.2.18 Parametric softplus (PSoftplus)

Parametric softplus (PSoftplus) [972] is a softplus variant that allows for
scaling and shifting using two additional parameters. The PSoftplus is defined
as

f (z) = a (ln (exp (z) + 1)− b) , (4.207)

where a and b are fixed predetermined hyperparameters [972]. The creation
of the softplus was motivated by the assumption that activations with mean
outputs close to zero can improve the performance of a neural network;
since the output of the softplus is always positive, a shift parameter b was
introduced to shift the mean output closer to zero [972]. The slope controlling
parameter a is used to adjust the function and the gradient disappearance
or overflow during training [972]. The recommended values are a = 1.5 and
b = ln(2) [972].

4.2.18.1 Soft++

Another softplus extension Soft++ is a multiparametric nonsaturating nonlin-
ear activation function proposed in [973]. It is defined as

f (z) = ln (1 + exp (az)) +
z
b
− ln(2), (4.208)

where a and b are fixed predetermined hyperparameters [973]; however,
Ciuparu, Nagy-Dăbâcan, and Mureşan proposed they could be adaptable in
future works. Multiple values of the parameters were used in the experiments
in [973], but a = 1 and b = 2 were found to work well [973]; nevertheless, a
hyperparameter optimization is recommended [973].

4.2.19 Rand softplus (RSP)

A softplus variant rand softplus (RSP) [974] introduces a stochastic parameter
al that is determined by the noise level of the input data [974]. The RSP is
defined as

f (zl) = (1 − al)max (0, zl) + al · ln (1 + exp (zl)) , (4.209)

where al is adapting to the input noise levels of each layer l — the exact
procedure is described in [974].

4.2.20 Aranda-Ordaz

The Aranda-Ordaz AF[975, 976] was used in NNs in [975]. It is defined as

f (z) = 1 − (1 + a exp (z))−
1
a , (4.210)

where a > 0 is a fixed parameter [975]. Essai Ali, Abdel-Raman, and Badry
used a = 2 in their work [710].
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4.2.21 Bi-firing activation function (bfire)

A bi-firing activation function (bfire) was proposed in [977] and is defined as

f (z) =


z − a

2 , z > a,
z2

2a , −a ≥ z,≥ a

−z − a
2 , z < −a,

(4.211)

where a is a predefined smoothing hyperparameter [977]. The bfire is basically
a smoothed variant of the later proposed vReLU (see Section 4.2.6.25) as it
becomes vReLU as a → 0.

4.2.22 Bounded bi-firing activation function (bbfire)

A bounded variant of the bi-firing (bfire) activation function (see Section 4.2.21)
called bbfire was proposed in [888]; similarly as BReLU and BLReLU bounds
ReLU and LReLU respectively (see Sections 4.2.6.16 and 4.2.6.24), the bounded
bi-firing function (bbfire) is defined as

f (z) =



b, z < −b − a
2 ,

−z − a
2 , −b − a

2 ≥ z < −a,
z2

2a , −a ≥ z ≥ a,

z − a
2 , a < z ≥ b + a

2 ,

b, z > b + a
2 ,

(4.212)

where a and b are predefined hyperparameters [888]. The is symmetrical
about the origin and has a near inverse-bell-shaped activation curve [888].
While authors of the original bfire [977] solved potential numerical instabil-
ities caused by the unboundedness by imposing a small L1 penalty on the
hidden activation values [977], the bbfire alleviates this problem explicitly
without any need for such penalty.

4.2.23 Piecewise Mexican-hat activation function (PMAF)

The piecewise Mexican-hat activation function (PMAF) was used in [978]; it
is defined as

f (z) =


(

2√
3
π− 1

4

) (
1 − (z + a)2

)
exp

(
− (z+a)2

2

)
, z < 0,(

2√
3
π− 1

4

) (
1 − (z − a)2

)
exp

(
− (z−a)2

2

)
, z ≥ 0,

(4.213)

where a is a fixed parameter — Liu, Zeng, and Wang used a = 4 [978].
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4.2.24 Piecewise radial basis function (PRBF)

The piecewise (PRBF) was used in [978]; it is defined as

f (z) =


exp

(
− (z−2a)2

b2

)
, z ≥ a

exp
(
− z2

b2

)
, −a < z < a

exp
(
− (z+2a)2

b2

)
, z ≤ −a

(4.214)

where a and b are fixed parameters [978] — Liu, Zeng, and Wang used a = 3
and b = 1 [978].

4.2.25 Comb-H-sine

A comb-H-sine is an activation function that was found using an evolutionary
approach in [659]. It is defined as

f (z) = sinh (az) + sinh−1 (az) , (4.215)

where sinh(x) is the hyperbolic sine, sinh−1(x) is its inverse, and a is a
predefined hyperparameter [659]. This function was found to outperform
ReLU, tanh, logistic sigmoid, and several other activation functions in LSTM
models in [659].

4.2.26 Modified arcsinh

The modified arcsinh (m-arcsinh) AF was proposed in [979] and is defined as

f (z) =
1
12

sinh−1 (z)
√
|z|. (4.216)

Interestingly, the m-arcsinh can be used either as an AF in a NN or as a
kernel function in the SVM [979].

4.2.27 hyper-sinh

The hyper-sinh is an AF that uses the sinh and cubic functions [980, 981]; it
is defined as

f (z) =


sinh(z)

3 , z > 0,
z3

4 , z ≤ 0.
(4.217)

4.2.28 Arctid

The arctid is an arctan-based AF used in [733]; it is defined as

f (z) =
(

tan−1 (z)
)2

− z. (4.218)
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4.2.29 Sine

The sine with inputs scaled by π was used as an activation in [982]:

f (z) = sin (πz) . (4.219)

It was, for example, used recently with a data-driven determination of a
network’s biases in [786]. Just the sine function without any scaling was used
as an activation in [983–988].

Scaled sine with vertical shift was used in [667]; the used AF is defined as

f (z) = 0.5 sin (az) + 0.3, (4.220)

where a is a fixed parameter; a ∈ {0.2, 0.8, 1.2, 1.8, 4} [667].

4.2.30 Cosine

A cosine activation was used in simulations in [989]; it was defined as

f (z) = 1 − cos (z) . (4.221)

4.2.31 Cosid

The cosid is one of the AFs listed in [733]. It is defined as

f (z) = cos (z)− z. (4.222)

4.2.32 Sinp

A parametric AF similar to the cosid was proposed in [990] under the name
sinp.36 It is defined as

f (z) = sin (z)− az, (4.223)

where a is a fixed parameter [990]. Chan et al. used a ∈ {1, 1.5, 2} [990].

4.2.33 Growing cosine unit (GCU)

Another cosine-based AF is the growing cosine unit (GCU) proposed in [991].
It is defined as

f (z) = z cos (z) . (4.224)

Empirical evaluation of the performance of GCU compared to ReLU, PReLU,
and mish is available in [992]; its brief evaluation with respect to the genera-
tion of NFTs is available in [993].

36 Technically, the full name used by Chan et al. is SinP[N] but we ommited the parameter from
the name of the AF.



100 literature review

4.2.34 Amplifying sine unit (ASU)

The amplifying sine unit (ASU) is the sine equivalent of the GCU [994, 995]

f (z) = z sin (z) . (4.225)

4.2.35 Sinc

The sinc is an older AF proposed in [996]. It is defined as

f (z) =


sin(πz)

πz , z ̸= 0,

1, z = 1.
(4.226)

A shifted variant was proposed under the name shifted sine unit (SSU) in
[997]. It is defined as

f (z) = πsinc (z − π) . (4.227)

4.2.36 Decaying sine unit (DSU)

The decaying sine unit (DSU) is a sinc based AF proposed in [997]. It is
defined as

f (z) =
π

2
(sinc (z − π)− sinc (z + π)) . (4.228)

4.2.37 Hyperbolic cosine linearized squashing function (HcLSH)

The hyperbolic cosine linearized squashing function (HcLSH) is an AF pro-
posed in [998]; it is defined as

f (z) =

ln
(
cosh (z) + z · cosh

( z
2

))
, z ≥ 0,

ln (cosh (z)) + z, z < 0.
(4.229)

4.2.38 Polyexp

The polyexp is an AF combining quadratic function and an exponential
function [996];37 it is defined as

f (z) =
(
az2 + bz + c

)
exp

(
−dz2) , (4.230)

where a, b, c, and d are fixed parameters [996].

4.2.39 Exponential

The exponential was used as an AF in [667]. The AF was defined as

f (z) = exp (−z) . (4.231)
37 The [982] is referenced as the origin of polyexp in [996] but we have not seen the definition

there.
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4.2.40 E-Tanh

An AF named E-Tanh combining the exponential and tanh functions was
proposed in [999]. It is defined as

f (z) = a · exp (z) tanh (z) , (4.232)

where a is a fixed scaling parameter [999, 1000].

4.2.40.1 Evolved combination of tanh and ReLU

The combination of tanh and ReLU was found using neuroevolution in [666]
— while Vijayaprabakaran and Sathiyamurthy also mentioned other AFs, this
combination led to the best performance on the HAR dataset using the LSTM
units. The best-performing recurrent AF was

f (z) = a
(
tanh

(
z2)+ ReLU (z)

)
(4.233)

and the regular AF was

f (z) = max (tanh (log (z)) , ReLU (z)) . (4.234)

See [666] for evaluation details and for other top AFs.

4.2.41 Wave

The wave is an AF combining quadratic function and an exponential function
[996];38 similarly as the polyexp but only with a single parameter; it is defined
as

f (z) =
(
1 − z2) exp

(
−az2) , (4.235)

where a is a fixed parameter [996].

4.2.42 Non-monotonic cubic unit (NCU)

A simple AF based on a third-degree polynomial was proposed in [997]. It is
named non-monotonic cubic unit (NCU) and is defined as

f (z) = z − z3. (4.236)

4.2.43 Triple

Another AF based on a third-degree polynomial called triple was proposed
in [1001]. It is defined as

f (z) = a · z3, (4.237)

where a is a fixed parameter [1001]. Chen et al. tested values of a ∈ {0.1, 0.5, 1, 2}
and observed that a = 1 reaches the best results [1001].

38 The [982] is referenced as the origin of wave in [996] but we have not seen the definition there.
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4.2.44 Shifted quadratic unit (SQU)

The shifted quadratic unit (SQU) [997] is a simple non-monotonic AF defined
as

f (z) = z2 + z. (4.238)

4.2.45 Knowledge discovery activation function (KDAC)

Wang et al. proposed a special AF for knowledge discovery in [1002]. This
function named knowledge discovery activation function (KDAC) has two
adaptive parameters a > 0 and b > 0 and one fixed parameter c. It is defined39

as

f (z) = p · (1 − hmax (p, r))+ r ·h (p, r)+ khmax (p, r) (1 − hmax (p, r)) , (4.239)

where

hmax(x, y) = clip
(

1
2
− 1

2
x − y

c

)
, (4.240)

clip(x) =


0, x ≤ 0,

x, 0 < x < 1,

1, x ≥ 0,

(4.241)

p = az, (4.242)

q = hmin (bz, s) , (4.243)

r =

p, z > 0,

bz · (1 − q) + s · h (q, s) + kq (1 − q) , z ≤ 0,
(4.244)

s = tanh(z), (4.245)

and

hmin(x, y) = clip
(

1
2
+

1
2

x − y
c

)
. (4.246)

Wang et al. used fixed c = 0.01 [1002].

39 The original code by Wang et al. is available at https://github.com/pyy-copyto/KDAC/blob/
main/KDAC.py.

https://github.com/pyy-copyto/KDAC/blob/main/KDAC.py
https://github.com/pyy-copyto/KDAC/blob/main/KDAC.py
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4.2.46 K-winner-takes-all activation function (k-WTA)

The k-winner-take-all (k-WTA) AF was used to improve adversarial robust-
ness in [1003]. It is defined as

f (z)j =

zj, zj ∈ {k largest elements of z} ,

0, otherwise,
(4.247)

where f (z) : RN → RN is the k-WTA AF and f (z)j its j-th element, z is the
input to the AF, and k a fixed parameter [1003].

4.2.47 Volatility-based activation function (VBAF)

The volatility-based activation function (VBAF)40 is an AF with multiple
intputs proposed in [1004]. It is meant for time-series forecasting and was
used in a LSTM NN in [1004]. It is defined as

f (z1, . . . , zn) =

√
∑n

j=1
(
0̄z − zj

)
n

, (4.248)

where

0̄z =
∑n

j=1 zj

n
, (4.249)

n is the number of time-series samples in the given period [1004, 1005].
Unfortunately, no more details about the application of the VBAF were
provided in [1004]; thus, it remains unclear whether the VBAF was applied
only directly to the inputs, or it was used on intermediary representations of
a NN.

4.2.48 Chaotic activation functions

The chaotic activation functions (CAFs) listed in this work are AFs that use a
recursive definition to produce a chaotic behavior.

4.2.48.1 Hybrid chaotic activation function

The hybrid chaotic activation function (HCAF) is a multi-output type of
AF proposed in [1006]. Neuron i in layer l takes an input zl

i , applies the
logistic sigmoid AF and then maps the outputs using logistic map function
to individual outputs going to the neurons in layer l + 1 [1006]. Therefore, a
single neuron in layer l emits a different activation value to each neuron in
the layer l + 1 [1006].

For a neuron i, the HCAF first applies the logistic sigmoid function to
produce activation ai

ai = f (zi) = σ (zi) , (4.250)

40 Kayim and Yilmaz named the function originally only volatility activation function.
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then the first value going to the neuron 1 in the following layer is calculated
as

ci,1 = rai (1 − ai) , (4.251)

and the output values going to the other neurons in the following layer are
calculated recursively as

ci,j = rci,j−1
(
1 − ci,j−1

)
, (4.252)

where j is the number of a neuron in a following layer and r represents an
excitatory rate in a neuron [1006]. Reid and Ferens used r = 4 as this value
produces a chaotic behavior of the logistic map [1006]; generally, values below
0 or above 4 lead to the output to become unbounded, values between 0

and 1 lead to convergence toward the zero, values between 1 and 3 lead to
convergence to a fixed number, values between 3 and 3.5 lead to a periodic
solution and only values between 3.5 and 4 produce chaotic behavior [1006].

4.2.48.2 Fusion of chaotic activation function (FCAF)

Similarly as HCAF, also the fusion of chaotic activation function (FCAF)
[1007] uses a recursive definition for computing the output of a neuron. The
FCAF is defined41 for hidden units as42

f (zi+1) = rzi (1 − zi) + zi + a − b
2π

sin (2πzi) (4.253)

and for the output units as

f (zi+1) = rzi (1 − zi) + zi + a − b
2π

sin (2πzi) + exp
(
−cz2

i
)
+ d, (4.254)

where r, a, b, c, and d are fixed parameters [1007]; the suitable values for the
parameter r are discussed in Section 4.2.48.1 where an equivalent parameter
is used.

4.2.48.3 Cascade chaotic activation function (CCAF)

The cascade chaotic activation function (CCAF) was introduced in [1008] and
is recursively defined for the neuron i + 1 in a given layer using the preceding
neuron i from the same layer as

f (zi+1) = a · sin (π · b · sin (πzi)) , (4.255)

where a and b are two fixed parameter from the interval [0, 1] [1008].

41 Kabir et al. did not explicitly defined what the index i denotes but most likely it denotes the
i-th neuron in a given layer.

42 The formula given in [1007] probably missed a minus sign after the parameter a.
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4.3 adaptive activation functions

The activation function introduces non-linearities to neural networks and is
crucial for network’s performance [46]. Even though it might be suboptimal,
the same activation function is usually used for the whole network or at
least for all neurons in a single layer. Over the last few decades, there have
been several attempts to use activation functions that might differ across
neurons (e.g., [871, 1009–1012]). The adaptive activation functions — i.e.,
functions that have a trainable parameter that changes their shape — have
been receiving more attention recently (e.g., [871, 1013–1015]) and might
become a new standard in the field. One of the first descriptions of the
general adaptive activation function (AAF) approach is available in [1009]
where Wu, Zhao, and Ding described an AF43 that has one or more trainable
parameters that are trained together with the rest of the network’s weights
[1009]. The simplest forms just add a parameter to a particular neural network
that controls one of its properties (e.g., slope), while the more complex ones
allow for the learning of a large number of activation functions (e.g., adaptive
spline activation functions in [1012]).

4.3.1 The ReLU-based family of adaptive functions

The are numerous ReLU extensions that are adaptive [11]. Some of the
adaptive activations have a non-adaptive counterpart — e.g., PReLU (see
Section 4.3.1.1), which is basically a LReLU with an adaptive parameter of
leakiness.

4.3.1.1 Parametric rectified linear unit (PReLU)

However, AAFs might be very useful even in the simplest form with a single
added parameter — an AAF called PReLU was used to obtain a state-of-
the-art result on the ImageNet Classification in 2015, the first surpassing
human-level performance [871]. The PReLU generalize the ReLU by adding
a parameter that controls the slope of the activation function for negative
inputs (the ReLU is constant at zero for negative inputs) that is learned with
other weights [1016]:

f (zi) =

zi, zi ≥ 0,
zi
ai

, zi < 0,
(4.256)

where ai is an optimized parameter for each neuron/filter i. The LReLU
[869] is essentially a PReLU but with the parameter ai fixed and not trainable
(see Section 4.2.6.2 for LReLU details). PReLUs are better than ReLUs for
verification-friendly NNs [1017].

43 The authors used the name trainable activation function (TAF) rather than the adaptive
activation function (AAF) that is used throughout this work.
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4.3.1.2 Positive parametric rectified linear unit (PReLU+)

The positive PReLU is an adaptive variant of the SlReLU (see Section 4.2.6.5)
proposed in [1018]; it is also a special case of, for example, DPReLU, Dual
Line, and piecewise linear unit (PiLU). It is defined as

f (zi) =

aizi, zi ≥ 0,

0, zi < 0,
(4.257)

where ai is a trainable parameter [1018].

4.3.1.3 Margin Relu

The margin (MarReLU)44 is an adaptive variant of the Shifted ReLU where
the shift ai is determined as the channel-by-channel expectation value of the
negative response [1019]. It is defined as

f (zi) = max (z, ai) =

z, zi − ai ≥ 0,

ai, zi − ai < 0.
(4.258)

4.3.1.4 Funnel parametric rectified linear unit (FunPReLU)

The funnel rectified linear unit (FunReLU)45 and funnel (FunPReLU) are 2D
AFs proposed in [1020]. The FunReLU and FunPReLU introduce a spatial
context into the AF by comparing the input to a funnel condition instead
of the zero that is used as the threshold in ReLU and PReLU [1020]. The
FunReLU is defined as

f (zc,m,n) = max (zc,m,n, t (zc,m,n)) , (4.259)

where zc,m,n is the input on the c-th channel at the 2D spatial position m, n
and t (zc,m,n) is the spatial context from a 3 × 3 window46

t (zc,m,n) = ∑
m−1≤h≤m+1,n−1≤w≤n+1

zc,h,w · pc,h,w (4.260)

and pc,h,w denotes the coefficients on this window [1020]. The FunPReLU is
defined similarly. The FunReLU was, for example, used in [1021, 1022].

4.3.1.5 React-PReLU (RPReLU)

The react- (RPReLU) is an adaptive variant of the PReLU with vertical and
horizontal shifts; it is defined as

f (zi) =

zi − ac + bc, zi ≥ ac,

cc (zi − ac) + bc, zi < ac,
(4.261)

44 Heo et al. abbreviated it as MReLU, but this abbreviation is used for the mirrored rectified
linear unit (see Section 4.2.6.28) in this work.

45 Ma, Zhang, and Sun originally named the unit FReLU but its abbreviation would collide with
the flexible ReLU.

46 Other sizes were also tested in [1020] but Ma, Zhang, and Sun found 3 × 3 to work the best.
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where ac, bc, and cc are trainable parameters for each channel c and zi denotes
the input to the neuron i in the channel c [1023]; ac controls the horizontal
shift, bc controls the vertical shift, and cc is the slope parameter for negative
inputs as in the original PReLU.

4.3.1.6 Smooth activation unit (SAU)

The smooth activation unit (SAU) is a smoothed variant of the PReLU47 using
the convolution operation with the Gaussian function [1024]. It is defined as

f (zi) =
(
PReLUai ∗ ϕbi

)
(zi), (4.262)

where ∗ is the convolution operation, PReLUai is the PReLU48 parametrized
by ai

49 and ϕbi(x) is the Gaussian function parameterized by bi inversely
controlling the deviation of the function [1024]. The resulting AF is then

f (zi) =
1

2bi

√
2
π

exp
(
−

b2
i z2

i
2

)
+

1 + 1
ai

2
zi +

1 − 1
ai

2
zi · erf

(
bizi√

2

)
, (4.263)

where ai and bi are either fixed or trainable parameters [1024].

4.3.1.7 Smooth maximum unit (SMU)

The smooth maximum unit (SMU) [1025] is an AAF that uses a smooth
approximation of the absolute value function. The SMU is defined as

f (zi) =
(1 + ai) zi + (1 − ai) zi erf (bi (1 − ai) zi)

2
(4.264)

where ai and bi are learnable parameters [1025]. This smooth approximation
of the absolute value function using the Gaussian error function could be
used to create a whole class of AFs similarly as in Section 4.3.54.

4.3.1.8 Leaky Learnable ReLU (LeLeLU)

An adaptive LReLU variant named leaky learnable ReLU (LeLeLU) was
proposed in [1026]. It is a LReLU with learnable scaling parameter:

f (zi) =

aizi, zi ≥ 0,

0.01aizi, zi < 0,
(4.265)

where ai is a trainable parameter for each neuron i [1026].

47 The principle could be, however, applied to other AFs.
48 Biswas et al. used the LReLU in the definition of the SAU but since they consider the parameter

ai trainable, we stick to the usage of PReLU in the defintion.
49 To conform to the used definition of the PReLU unit, we will use the slope scaling by 1

ai
even

though authors originally used the ai for slope scaling of negative inputs.



108 literature review

4.3.1.9 Parametric rectified exponential unit (PREU)

Similarly as PReLU extends the ReLU (see Section 4.3.1.1), the PREU extends
the swish and ELU inspired REU [932]. It is defined as

f (zi) =

aizi, zi ≥ 0,

aizi · exp(bizi), zi < 0,
(4.266)

where ai and bi are trainable parameters for each neuron/filter i [932]. The
advantage of PREU is that it uses the negative information near zero [11] —
unlike the ReLU.

4.3.1.10 Randomly translational PReLU (RT-PReLU)

A randomly translational PReLU (RT–PReLU) an equivalent extension to
PReLU as is RT–ReLU to ReLU (see Section 4.2.6.11) [883]. It is defined as

f (zi) =

zi, zi + bi ≥ 0,
zi
ai

, zi + bi < 0,
(4.267)

where ai is a trainable parameter and bi is a stochastic parameter for each
neuron i randomly sampled from the Gaussian distribution at each iteration,
bi ∼ N

(
0, σ2), where σ2 is the variance of the Gaussian distribution. The

offset bi is set to zero during the test phase [11]. The authors Cao et al. set
the σ2 = 0.752 for their experiments [883]. It is also possible to have the
parameter bi sampled for each neuron i, but the ai is shared by all neurons in
a channel c [1027].

4.3.1.11 Probabilistic activation (ProbAct)

A probabilistic class of activation functions ProbAct that adds a random noise
to any activation function [1028]. It is defined as

f (z) = g(z) + σe, (4.268)

where g(z) is any function (either fixed or trainable) defining the mean of
the probabilistic activation, e ∼ N(0, 1) is a random value sampled from a
standard normal distribution, and σ is either fixed or learnable parameter
controlling the range of the perturbation [1028]. σ can be either a global
learnable parameter or different for each neuron i [1028]. The ProbAct used
in [1028] is a ReLU based ProbAct defined as

f (z) = max(0, z) + σe, (4.269)

which resembles NReLU (see Section 4.2.6.6) that adds random noise for
output values for the positive inputs z [861]. A similar concept for sigmoid
and tanh activation was used in [1029] (see Section 4.3.17).

The chaotic injections presented in [1030] represent a similar approach;
however, the injections are not stochastic but rather defined using the chaos
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theory. Furthermore, Reid, Ferens, and Kinsner discuss several approaches
for injections of a chaotic value sn into a ReLU: ReLU (z + sn), ReLU (z · sn),
ReLU (z + z · sn), ReLU (z)+ sn, ReLU (z) · sn, ReLU (z)+ zsn, and ReLU (z)+
ReLU (z) · sn [1030].

4.3.1.12 Adaptive offset activation function (AOAF)

Another ReLU variant with adaptive shift termed adaptive offset activation
function (AOAF) was defined in [1031]. The AOAF introduces two hyper-
parameters and one data-dependent adaptive parameter; it is defined as

f (zi) = max (0, zi − bai) + cai, (4.270)

where b and c are predefined, fixed parameters and ai is the mean value of
the inputs of neuron i [1031]. The recommended values for the parameters b
and c are b = c = 0.17 as it yielded the best image classification accuracy in
the experiments [1031].

4.3.1.13 Dynamic leaky ReLU (DLReLU)

An error based dynamic leaky ReLU (DLReLU) was proposed in [1032] (under
the name of Dynamic ReLU — DReLU — but this naming collides with
DReLU established in [1033, 1034]; see Section 4.3.1.14 and Section 4.3.55.3).
The DLReLU is a LReLU where the leakiness depends on the test error from
the previous epoch [11]

f (z) =

z, z ≥ 0,

abtz, z < 0,
(4.271)

where a ∈ (0, 1) is a predefined parameter controlling the leakiness similarly
as in LReLU (see Section 4.2.6.2) and bt is a dynamic parameter computed
for current training epoch t as the test erroch from the previous epoch t − 1,
i.e., bt = MSEt−1 [1032].

A version exp–DLReLU was proposed to deal with deeper networks with
more than seven hidden layers in order to avoid too large error values causing
the training to fail [1032]:

f (z) =

z, z ≥ 0,

actz, z < 0,
(4.272)

where ct = exp(−bt) = exp (MSEt−1) [1032].
The advantage of DLReLU and exp–DLReLU is that the changes in leak-

iness are big at the beginning of the training due to higher test error and
diminish towards the end [1032]. A similar effect could be obtained by a
schedule of the leakiness parameter in the LReLU.
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4.3.1.14 Dynamic ReLU (DReLU)

Similar approach to the ABReLU is presented by the DReLU [1033] (not to be
confused with identically named activations in [1032, 1034]),

f (zi) =

zi, zi − ai ≥ 0,

ai, zi − ai < 0,
(4.273)

where ai is a threshold value that is computed as the midpoint of the range
of input values for each batch; e.g., if the values range from -4 to 8, then
ai = −4+8

2 = 2 [1033]. The DReLU can be considered to be a variant of
DisReLU (see Section 4.2.6.44) with data-dependent determination of the
shifting point.

4.3.1.15 Flexible ReLU (FReLU)

The FReLU is a ReLU extension with zero-like property and the ability to
capture negative information [1035]. The zero-like property is the ability to
push activation means closer to zero [1035] as this might speed up learning
[874]. The FReLU builds on the ability to shift the AF

f (zi) = ReLU (zi + ai) + bi, (4.274)

where ai and bi would be optimized parameters [1035]. However, since the
parameter ai can be learned by the bias term of the neuron to whose output
is the activation function applied, the authors Qiu, Xu, and Cai formulate the
FReLU as

f (zi) = ReLU (zi) + bi =

zi + bi, zi ≥ 0,

bi, zi < 0,
, (4.275)

where bi is a trainable parameter [1035].

4.3.1.16 Adaptive shifted ReLU (ShiLU)

An adaptive shifted ReLU (ShiLU) [889] is another adaptive variant of the
ReLU activation; it is a variant that adds a trainable slope and a vertical shift:

f (zi) = aiReLU (zi) + bi = ai · max (0, z) + bi, (4.276)

where ai and bi are trainable parameters for each neuron i [889]. They used
the name shifted ReLU, but that name is already taken by the non-adaptive
Shifted ReLU; hence, the full name is adaptive shifted ReLU throughout this
work to avoid confusion.

4.3.1.17 StarReLU

The StarReLU [1036] is an adaptive version of the RePU of power 2 using a
similar approach as the ShiLU; it is defined as
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f (zi) = ai (ReLU (z))2 + bi, (4.277)

where ai and bi are trainable parameters for each neuron i [1036]. If the
parameters are not used in an adaptive manner, Yu et al. recommend setting
ai = 0.8944 and bi = −0.4472 [1036].

4.3.1.18 Adaptive HardTanh

An adaptive variant of HardTanh was used in [894]; it is defined as

f (z) = HardTanh (at (z − b)) , (4.278)

where at is a scale factor for each epoch t such that 1 ≤ a1 ≤ a2 ≤ . . . ≤
at ≤ . . . ≤ aT, T is the total number of training epochs and b is an adaptive
parameter trained using BP with other parameters of the NN [894]. The
parameters at are set such that the function starts in a similar shape as a
regular HardTanh (see Section 4.2.6.18) and gradually approaches the sign
function [894]. This allows for training a network that will gradually become
a binary NN where each activation is the sign function which can be used
for speeding the inference [894].

4.3.1.19 Attention-based ReLU (AReLU)

Attention-based ReLU (AReLU) [1037] is a adaptive ReLU variant that uses
ELSA — element-wise attention mechanism proposed in [1037]. It is defined
as

f (zl) =

(1 + σ(bl)) zl , zl ≥ 0,

C(al)zl , zl < 0,
, (4.279)

where al and bl are learnable parameters for each layer l, σ(x) is the logistic
sigmoid function, C(x) is a function that clips the input into [0.01, 0.99] [1037].
The derivative of C(al) is handled by just not using the BP when al < 0.01 or
al > 0.99 [1037]. While Chen, Li, and Xu observe that the parameters al and bl
are insensitive to the initialization, they recommend initializing al = 0.9 and
bl = 2.0 as a larger initial value of bl can speed up the convergence [1037]. The
AReLU was found to outperform CELU, ELU, GELU, LReLU, Maxout, Relu,
RReLU, SELU, sigmoid, softplus, swish, tanh, adaptive piece-wise linear unit
(APLU), Padé activation unit (PAU), PReLU, and self-learnable activation
function (SLAF) in experiments with various learning rates in [1037]. The
performance of AReLU was validated under different settings in [698, 821,
1038].

4.3.1.20 Dual parametric ReLU (DPReLU) and Dual Line activation function

A DPReLU [1039] extends the concept of PReLU even further:

f (zi) =

aizi, zi ≥ 0,

bizi, zi < 0,
(4.280)
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where ai and bi are trainable parameters for each neuron i; these are initialized
the same as PReLU — ai = 1, bi = 0.01 [1039]. The DPReLU was also later
proposed independently in [1040] under the name fully parametric ReLU and
the abbreviation FReLU (which is already used in the literature for the flexible
ReLU; see Section 4.3.1.15).

4.3.1.21 Dual Line

The DPReLU was further extended into a Dual Line activation function that
adds a shift parameter

f (zi) =

aizi + mi, zi ≥ 0,

bizi + mi, zi < 0,
(4.281)

where ai and bi are trainable parameters for each neuron i the same as in
DPReLU and mi is an additional trainable shift parameter for each neuron or
filter i; mi was initialized to mi = −0.22 [1039].

4.3.1.22 Piecewise linear unit (PiLU)

An AF very similar to the Dual Line is the piecewise linear unit (PiLU)
proposed in [1041]; it just extends the Dual Line concept by adding horizontal
shifts. It is defined as

f (zi) =

aizi + ci(1 − ai), zi ≥ ci,

bizi + ci(1 − bi), zi < ci,
(4.282)

where ai, bi, and ci are adaptive parameters for each neuron i [1041]. The
PiLU geneneralizes, for example, ReLU, LReLU, PReLU, SlReLU, DPReLU,
and Dual Line.

4.3.1.23 Dual parametric family of activation functions

The DPReLU approach (see Section 4.3.1.20) can be extended to a general
concept transforming any activation function g(z):

f (zi) =

aig(zi) + mi, zi ≥ 0,

g(zi) + mi, zi < 0,
(4.283)

where g(zi) is any activation function and ai and mi are trainable parame-
ters for each neuron i [1039]. The functions of this family are called dual
parametric activation functions (DPAFs) throughout this text.
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4.3.1.24 Fully parameterized activation function (FPAF)

Similar approach to DPAF (see Section 4.3.1.23) was proposed under the
name of fully parameterized activation function (FPAF) in [1040]; the FPAF is
defined as

f (zi) =

aig1(zi), zi ≥ 0,

big2(zi), zi < 0,
(4.284)

where ai and bi are trainable parameters for each neuron i and g1(zi) and
g2(zi) can be any function [1040]. The FPAF, in contrast to the family of
DPAFs, has no trainable shift but allows for learnable slopes for both parts of
the piecewise function.

4.3.1.25 Elastic PReLU (EPReLU)

The same as EReLU extends the concept of ReLU (see Section 4.2.6) [918], the
Elastic (EPReLU) extends the PReLU — it adds a varying coefficient to the
positive part of the PReLU [918]:

f (zi) =

kizi, zi ≥ 0,
zi
ai

, zi < 0,
(4.285)

where ai is the optimized parameter, ki is a sampled for each epoch and
neuron i from the uniform distribution: ai ∼ U(1 − α, 1 + α) where α ∈ (0, 1)
[918]. A modified training procedure for EPReLU is also proposed — the
neuron weights and the trainable parameter ai are updated with ki = 1 in odd
epochs, while in even epochs, the ai is kept fixed, the parameter ki is sampled
from the uniform distribution, and only the neuron weights are updated
[918]. It was shown that the EPReLU leads to improved performance over the
ReLU, PReLU, EReLU, APLU, network in network (NIN), and maxout unit
networks on several datasets [918].

4.3.1.26 Paired ReLU

A paired ReLU [1042] is a concept similar to CReLU (see Section 4.2.6.34),
but it introduces four trainable parameters. It is defined as

f (z) =

[
max (aizi − bi, 0)

max (cizi − di, 0)

]
, (4.286)

where ai, bi, ci, and di are trainable parameters for each neuron i [11, 1042].
The parameters ai and ci are scale parameters and bi and di are trainable
thresholds; the inital values of scale parameters are ai = 0.5 and ci = −0.5
[1042].

4.3.1.27 Tent

The tent is a ReLU-based AF proposed in [1043]; it is defined as

f (zi) = max (0, ai − |zi|) , (4.287)
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where ai is a trainable parameter [1043]. Rozsa and Boult recommend using
batch normalization and initializing ai = 1 [1043]. Also, having a weight
decay on the parameter ai during training proved beneficial for certain tasks
[1043].

4.3.1.28 Hat

The hat [1044] is an AAF very similar to the tent AF — the only difference
is that the tent AF is centered around zero while the hat is positive only for
positive inputs. The hat AF is defined as

f (zi) =



0, zi < 0,

zi, 0 ≤ zi ≤ ai
2 ,

zi,
ai
2 ≤ zi ≤ ai,

0, zi > ai,

(4.288)

where ai is can be either fixed or trainable parameter [1044]. Wang, Xu, and
Zhu used ai = 2 for the fixed variant in [1044]; this value was also used in
[1045].

4.3.1.29 ReLU memristor-like activation function (RMAF)

The ReLU memristor-like activation function (RMAF) is an activation function
similar to the swish AF (see Section 4.3.3.1) and it also attempts to leverage
the negative values [1046]. It is defined as

f (zi) =

[
b

1
(0.25 (1 + exp(−zi)) + 0.75)c

]
aizi, (4.289)

where ai is a trainable parameter initialized ai = 1 for each neuron i or it is a
fixed hyperparameter and b and c are fixed hyperparameters [1046].

4.3.1.30 Parametric tanh linear unit (PTELU)

A parametric tanh linear unit (PTELU) [1047] is an adaptive function that, for
positive inputs, behaves just as a ReLU; however, the negative part is parame-
terized tanh function [11]. It can also be seen as an extension of the PReLU
(see Section 4.3.1.1). It is an adaptive variant of ThLU (see Section 4.2.7.1). It
is defined as

f (zi) =

zi, zi ≥ 0,

ai tanh (bizi) , zi < 0,
(4.290)

where ai and bi are trainable parameters for each neuron i; ai ≥ 0 and
bi ≥ 0 [1047]. It has output range of [−ai, ∞) [11]. The parameter ai controls
the saturation value, and the parameter bi controls the convergence rate
[1047]. While the AF resembles an adaptive extension of an ELU activation
functions, the author Gupta and Duggal decided to use tanh function for the
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negative inputs because it gives a higher gradient for small negative inputs
and saturates earlier than exp(z)− 1 and thus the noise-robust deactivation
state earlier and faster [1047]. The nonadaptive variant of PTELU with ai = 1
and bi = 1 was proposed in [815].

4.3.1.31 Tangent linear unit (TaLU)

The tanh linear unit (TaLU) [1048] is an AF similar to the PTELU. The TaLU
is defined as

f (zi) =


zi, zi ≥ 0,

tanh (zi) ai < zi < 0,

tanh (ai) zi ≤ ai,

(4.291)

where ai < 0 is either a learnable50 or fixed parameter [1048].

4.3.1.32 PTaLU

The PTaLU51 is a variant of TaLU with another learnable parameter [1048]. It
is defined as

f (zi) =


zi, zi ≥ bi,

tanh (zi) ai < zi < bi,

tanh (ai) zi ≤ ai,

(4.292)

where ai and bi are trainable parameters [1048]. Mercioni and Holban used
initial values ai = −0.75 and bi = 1 in [1048].

4.3.1.33 TanhLU

The tanhLU52 is a parametric combination of the tanh and a linear function
proposed in [1049]. It is defined as

f (zi) = ai · tanh (bizi) + cizi, (4.293)

where ai, bi, and ci are trainable parameters for each neuron i [1049].

4.3.1.34 TeLU

Despite the similar name, the tanh exponential linear unit (TeLU)53 [844]
is quite different from the PTELU. The TeLU is closely related to the mish
and TanhExp activations, but, unlike these two AFs, it also has an additional
adaptive parameter. It is defined as

f (zi) = zi · tanh (ELU (aizi)) , (4.294)

where ai is either learnable or fixed scaling parameter [844].

50 The variant with the adaptive parameter was named TaLU learnable by the authors.
51 Not an abbreviation but a name given by Mercioni and Holban in [1048].
52 Not an abbreviation but a name given by Shen et al. in [1049].
53 [844] used the TeLU as the name and not as an abbreviation; nevertheless, the long name tanh

exponential linear unit fits the usual naming convention and, therefore, it is used in this work.
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4.3.1.35 Tanh based ReLU (TReLU)

A TReLU was proposed in [1050]; however, it is is only a special case of
previously proposed PTELU (see Section 4.3.1.30). It is defined as

f (zi) =

zi, zi ≥ 0,

tanh (bizi) , zi < 0,
(4.295)

where bi is a trainable parameter for each neuron i[1050]. This function is
identical to the PTELU with its parameter ai fixed to ai = 1. Another special
case of PTELU was proposed in [1051] also under the name of TReLU — this
time, the parameter ai becomes a predefined fixed parameter, and bi becomes
fixed to bi = 1. This function is denoted TReLU variant 2 (TReLU2) in this
work and is defined as

f (z) =

z, z ≥ 0,

a tanh (z) , z < 0,
(4.296)

where a is fixed54 parameter [1051].

4.3.1.36 Rectified linear tanh (ReLTanh)

A ReLTanh is a piecewise adaptive activation function that improves tradi-
tional tanh activation function [1052] — it replaces the positive and negative
saturated regions of the tanh activation functions with straight lines whose
slopes are identical to the slope of the tanh at the thresholds [1052]. It is
defined as

f (zi) =


tanh′(ai)(zi − ai) + tanh(ai), zi ≤ ai,

tanh(zi), ai < zi < bi,

tanh′(bi)(zi − bi) + tanh(bi), zi ≥ bi,

(4.297)

where tanh′(x) is the derivative of the tanh function

tanh′(x) =
4

(exp(x) + exp(−x))2 , (4.298)

and ai ∈ [alow, ahigh] and bi ∈ [blow, bhigh] are two trainable parameters that
may be defined for each neuron i but are rather recommended to be shared by
a whole layer l [1052] in order to decrease computational burden. The limits
alow, ahigh, blow, and bhigh for the parameters are to constraint the learnable
range and are predefined hyperparameters. Wang et al. used alow = −∞,
ahigh = −1.5, blow = 0, and bhigh = 0.5 in their work [1052]. The initial values
were set to ai = −1.5 and bi = 0 for all layers (the parameters were shared
layer-wise) in order to speed up the training process in early stages by the
larger gradients [1052].

54 While Nakhua et al. used the parameter fixed during their experiments, they also speculated
that making it learnable might improve the performance.
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4.3.1.37 Bendable linear unit (BLU)

A BLU [1053] is an adaptive function that allows for any interpolation between
the identity function and a rectifier [11, 1053]. It is defined as

f (zi) = ai

(√
z2

i + 1 − 1
)
+ zi, (4.299)

where ai ∈ [−1, 1] is a trainable parameter for each neuron or filter [1053].
One of the main advantages of the BLU is that it can model an identity
function; the identity function is useful because its gradient cannot vanish
or explode, and it also allows for a layer to be "skipped" [1053] — it is one
of the reasons of why ResNets [13] became so popular [1053] as it is rather
hard to learn an identity transformation using conventional neural network
and the architecture with skip connections allows for easy learning of the
identity mapping [13]. Unless the magnitude |ai| is exactly 1, the derivative
of BLU is non-zero for both positive and negative inputs (similarly to LReLU
and in contrast to vanilla ReLU and ELU) [1053]. BLU has a slope higher
than 1 for positive inputs for ai approaching 1 (or for negative inputs for
ai approaching -1) [1053]; this property helps to avoid vanishing gradient
problems [945, 1053]. Another useful benefit is that BLU are C∞ continuous
[1053], which can be theoretically exploited for speeding up the optimization
[1053], e.g., [1054–1057]. It was also shown that smooth activation functions
provide better signal propagation [648].

4.3.1.38 Rectified BLU (ReBLU)

A variant of the BLU (see Section 4.3.1.37) was proposed in [1018] under the
name rectified BLU (ReBLU). It is defined as

f (zi) =

BLU (zi) , zi > 0,

0, zi ≤ 0,
=

ai

(√
z2

i + 1 − 1
)
+ zi, zi > 0,

0, zi ≤ 0,
(4.300)

, where ai is a trainable parameter [1018].

4.3.1.39 DELU

The DELU55 activation function [889] is a ReLU variation that utilizes the
SiLU function (see Section 4.2.3). It is defined as

f (zi) =

(ai + 0.5)zi + |exp (−zi)− 1| , zi ≥ 0,

ziσ (zi) , zi < 0,
(4.301)

where ai is a trainable parameter for each neuron i and σ(zi) is the logistic
sigmoid function [889].

55 DELU is not an abbreviation but rather a name given by Pishchik.
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4.3.1.40 Soft clipping mish

A ReLU variant called soft clipping mish (SC-mish) was proposed in [1058].
It adds soft clipping to the positive inputs using the mish AF; it is defined as

f (zi) = max (0, zi · tanh (softplus(aizi))) , (4.302)

where ai is a fixed parameter [1058]; Mercioni and Holban used ai = 1. It also
has a variant where the parameter ai is trainable. Such a variant is called soft
clipping learnable mish (SCL-mish). When using the SCL-mish, Mercioni and
Holban initalized the parameter ai = 0.25 [1058].

4.3.1.41 Soft clipping swish

Yet another AF proposed by Mercioni and Holban is the soft clipping swish
(SC-swish) [1059–1061]. This function is very similar to SC-mish and is defined
as

f (z) = max (0, z · σ (z)) , (4.303)

where σ(z) is the logistic sigmoid [1059].

4.3.1.42 Parametric swish (p-swish)

The parametric swish (p-swish) [1062] is another AF proposed by Mercioni
and Holban. It is defined as

f (zi) =

aiziσ (bizi) , zi ≤ ci,

zi, zi > ci,
(4.304)

where ai, bi, and ci are either trainable or fixed parameters (or combination
thereof) [1062]. The parameters were initialized to ai = 1, bi = 1 and ci = 0
in experiments in [1062]. An AF named R_S similar to the p-swish was
independently proposed in [1063]; it is equivalent to a p-swish with fixed
ai = 1.

4.3.1.43 Parametric exponential linear unit (PELU)

Similarly as PReLU extends the concept of ReLU, the parametric exponential
linear unit (PELU) [1064] extends the concept of ELU (see Section 4.2.6.48).
The PELU builds on a parameterization that separately controls the saturation
point, the decay, and the slope:

f (zi) =

cizi, zi ≥ 0,

ai

(
exp

(
zi
bi

)
− 1
)

, zi < 0,
(4.305)

where ai, bi, and ci are trainable parameter for each neuron i [1064]. However,
the PELU introduces only two new parameters — ai controlling the saturation
point, and bi controlling the decay — to control the shape of the activation
function; the slope is not controlled separately through another parameter as
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it could lead to non-differentiability at zi = 0; therefore the slope is set such
that the derivatives on both sides of zero are equal which leads to ci =

ai
bi

[1064] and therefore the PELU is defined as

f (zi) =


ai
bi

zi, zi ≥ 0,

ai

(
exp

(
zi
bi

)
− 1
)

, zi < 0.
(4.306)

The PELU combined with mixing different activation functions which
use an adaptive linear combination or hierarchical gated combination of
activation function was shown to perform well [1065] — see Section 4.3.1.45.

4.3.1.44 Extended exponential linear unit (EDELU)

An adaptive function called extended exponential linear unit (EDELU)56

was proposed in [1066]. This function is the same as the PELU, but it omits
the vertical scaling for positive inputs, adds a parameter controlling the
threshold, and uses inverse definitions of the parameters present in the PELU.
It is defined as

f (zi) =

zi, zi ≥ ci,
(exp(aizi)−1)

bi
, zi < ci,

(4.307)

where ai ≥ 057 and bi ≥ 058 are trainable PELU parameters and ci ≥ 0
is the novel parameter for controlling the threshold that has to satisfy the
relationship

bici = exp (aici)− 1; (4.308)

while the ci = 0 is always a solution of the equation, there are other solutions
for bi > ai > 0 [1066].

4.3.1.45 Adaptive combination of PELU and PReLU

Two different activation functions can be mixed together, as shown in [1065].
One such example of mixed activation function is

f (zi) = ai · LReLU(zi) + (1 − ai)ELU(zi), (4.309)

where ai is a combination coefficient that might be learned from the data
[1065]. Another mixing approach was shown for combining PReLU and
PELU:

f (zi) = σ(aizi)PReLU(zi) + (1 − σ (aizi))PELU(zi), (4.310)

where σ(x) is the logistic sigmoid [1065]. Qian et al. also proposed other
mixing schemes such as hierarchical activation, winner-take-all selection
whose performance were shown on the MNIST [45], CIFAR-10 and CIFAR-
100 [243] datasets; see [1065] for details.

56 Authors called the function extendeD ELU resulting in an abbreviation DELU but that name is
already taken by an AF proposed a few months earlier in [889].

57 The PELU equivalent would be 1
bi

.
58 The PELU equivalent would be 1

ai
.
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4.3.1.46 Fast exponential linear unit (FELU)

An ELU variant called fast exponential linear unit (FELU) aiming at efficient
training and network inference was proposed in [1067] — it is inspired by
fast approximation of the exponential function proposed in [1068] to replace
the exponential in the ELU:

f (zi) =

zi, zi ≥ 0,

ai

(
2

zi
ln(2) − 1

)
, zi < 0,

(4.311)

where ai is a trainable parameter controlling the soft saturation region [1067].

4.3.1.47 P+FELU

Adem proposed variant of the FELU function named P+FELU; this variant
has an added parameter and is defined as

f (zi) =

zi + b, zi ≥ 0,

ai

(
2

zi
ln(2) − 1

)
+ b, zi < 0,

(4.312)

where ai is a trainable parameter same as the original FELU and b is the
added trainable parameter [1069].

4.3.1.48 Multiple parametric exponential linear unit (MPELU)

A PELU extension, multiple parametric exponential linear unit (MPELU)
[1070], uses two trainable parameters to allow for a combination of a ReLU
and ELU [11]. The multiple parametric exponential linear unit (MPELU) is
defined as

f (zi) =

zi, zi ≥ 0,

ai (exp (bizi)− 1) , zi < 0,
(4.313)

where ai and bi are trainable parameters for each neuron i [11, 1070]. The
ReLU, certain parameterizations of PELU, and ELU are special cases of the
MPELU [1070]. A special method for weight initialization of neurons with
MPELU units was also proposed; depending on a particular initialization, the
method can become the initialization for ELU networks or for ReLU networks
[1070]. The MSRA59 filler approach [871] can be considered as a special
case of the MPELU initialization [1070]. The MPLU initialization is a similar
approach to LSUV initialization [868], but unlike the LSUV initialization,
it provides an analytic solution for ELU and MPELU and therefore it has
lower computational costs [1070]. It was also shown that the MPELU works
better with batch normalization compared to the vanilla ELU [1070]. The
performance of the MPELU was empirically shown on the CIFAR-10 and
CIFAR-100 datasets [243] using multiple neural network architectures [1070],
e.g. nine-layer deep NIN [1072] or even a ResNet with 1001 layers [13].

59 The initialization method was unnamed in the original paper [871] but was later named
Microsoft Research Asia (MSRA) filler [1071].
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4.3.1.49 P-E2-ReLU

The AAF named P-E2-ReLU is combining two ELUs and a ReLU using two
adaptive parameters [1073]. It is defined as

f (zi) = ai ·ReLU (zi) + bi ·ELU (zi) + (1 − ai − bi) · (−ELU (−zi)) , (4.314)

where ai and bi are trainable parameters for each neuron i [1073]. The param-
eters were initialized to ai = 0.4 and bi = 0.3 in experiments in [1073]. Jie
et al. mentioned that other combinations could be considered and called this
family P-E2-XU. One such combination is denoted P-E2-Id and is defined as

f (zi) = aizi + (1 − ai) · (mathrmELU (zi)− ELU (−zi)) , (4.315)

and another is named P-E2-ReLU-1

f (zi) = ai ·ReLU (zi) + (1 − ai) · (mathrmELU (zi)− ELU (−zi)) , (4.316)

whera ai is a trainable parameter in both AAFs [1073]. The parameter was
initialized to ai = 0.5 in experiments in [1073].

4.3.1.50 Soft exponential

The soft exponential activation function is an adaptive activation function that
is able to interpolate between logarithmic, linear, and exponential functions
[1074]. It is defined as

f (zi) =


exp(zi)−1

ai
+ ai, ai > 0,

zi, ai = 0,

− ln(1−ai(zi+ai))
ai

, ai < 0,

(4.317)

where ai is a trainable parameter [1074]. The soft exponential activation
functions is continuously differentiable with respect to zi and also with
respect to ai [1074]; furthermore, for any constant ai, the function is monotonic
[1074]. When ai = −1, the function becomes f (zi) = ln(zi), while for ai = 0
it becomes linear function f (zi) = zi and for ai = 1, it is the exponential
function f (zi) = exp(zi) [1074].

4.3.1.51 Continuously differentiable ELU (CELU)

A CELU was proposed in [1075]; CELU is very similar to the original param-
eterization of ELU [11] but reformulated such that the derivative at zi = 0 is
1 for all values of ai [1075]. CELU is defined as

f (zi) =

zi, zi ≥ 0,

ai

(
exp

(
zi
ai

)
− 1
)

, zi < 0,
(4.318)

where ai is a learnable parameter for each neuron i. Its main advantages are
that its derivative with respect to zi is bounded and that it contains both the
linear transfer function and ReLU [1075].



122 literature review

4.3.1.52 Erf-based ReLU (ErfReLU)

The Erf-based ReLU (ErfReLU) [1076] is an AAF similar to the ELU. It is
defined as

f (zi) =

zi, zi ≥ 0,

aierf (zi) , zi < 0,
(4.319)

where ai is a learnable parameter for each neuron i and erf (zi) is the Gauss
error function [1076].

4.3.1.53 Parametric scaled exponential linear unit (PSELU)

A parametric scaled exponential linear unit (PSELU) [1077] is basically a
SELU (see Section 4.2.7.11) where the parameters a and b controlling the
behavior are trainable. It is defined as

f (zi) =

aizi, zi ≥ 0,

aibi (exp (zi)− 1) , zi < 0,
(4.320)

where ai and bi are trainable parameters for each neuron i.

4.3.1.54 Leaky parametric scaled exponential linear unit (LPSELU)

A leaky parametric scaled exponential linear unit (LPSELU) [1077] is a leaky
extension of the PSELU (see Section 4.3.1.53) to avoid small gradients hinder-
ing the learning process [1077]:

f (zi) =

aizi, zi ≥ 0,

aibi (exp (zi)− 1) + cizi, zi < 0,
(4.321)

where ai and bi are trainable parameters for each neuron i and ci is either a
predefined constant or a trainable parameter [1077].

4.3.1.55 Leaky parametric scaled exponential linear unit with reposition parameter
(LPSELU_RP)

The LPSELU can be extended by a reposition parameter similarly as FReLU
extends ReLU (see Section 4.3.1.15) [1077]; such function is called LPSELU_RP
and is defined as

f (zi) =

aizi + mi, zi ≥ 0,

aibi (exp (zi)− 1) + cizi + mi, zi < 0,
(4.322)

where ai and bi are trainable parameters for each neuron i, and ci is either
a predefined constant or a trainable parameter the same as for LPSELU
(see Section 4.3.1.54) and mi is a trainable reposition parameter [1077]. It
was empirically observed that the shift parameter mi converges to a small
negative value, which supports the hypothesis that the negative output of
activation functions is important [1077].
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4.3.1.56 Shifted ELU family

A family of several activation functions, shifted exponential linear unit, was
proposed in [1078]; functions in this family have either vertical or horizontal
shift of an ELU activation function that can be either constant or trainable.
An ELU with fixed horizontal shift is ShELU, with fixed vertical SvELU and
PELU (see Section 4.3.1.43) with trainable horizontal shift is PShELU [1078].
The ShELU is defined as

f (z) =

z + b, z + b ≥ 0,

a (exp (z + b)− 1) , z + b < 0,
(4.323)

where a is a fixed parameter similarly as in the vanilla ELU and b is novel,
preset parameter controlling the horizontal shift [1078]. The SvELU is defined
similarly:

f (z) =

z + b, z ≥ 0,

a (exp (z)− 1) + b, z < 0,
(4.324)

where a is a fixed parameter similarly as in the vanilla ELU and b is novel,
preset parameter controlling the vertical shift [1078]. Grelsson and Felsberg
define also a variant of PELU with horizontal shift called PSheLU:

f (zi) =


ai
bi
(zi + ci) , zi + ci ≥ 0,

ai

(
exp

(
zi+ci

bi

)
− 1
)

, zi + ci < 0,
(4.325)

where ai and bi are trainable parameters of the original PELU, and ci is a
novel trainable parameter controlling the horizontal shift for each neuron i
[1078]. For some reason, Grelsson and Felsberg did not propose a PELU with
vertical shift (PSvELU), but it could be defined in a similar manner

f (zi) =


ai
bi

zi + ci, zi ≥ 0,

ai

(
exp

(
zi
bi

)
− 1
)
+ ci, zi < 0,

(4.326)

where ai, bi are trainable parameters of the original PELU and ci is a novel
trainable parameter controlling the vertical shift. Note that the shifted activa-
tion functions with horizontal shifts are equivalent to non-shifted variants
with biases that are individual for each neuron and not shared in the same
tiling pattern as the convolutional kernel [1078].

4.3.1.57 Tunable swish (T-swish)

The tunable swish (T-swish) proposed in [1079] is an AAF combining the
ELU, E-swish (see Section 4.3.3.4) and swish (see Section 4.3.3.1) as it has
trainable parameters for both horizontal and vertical scaling for negative
inputs. It is defined as

f (zi) =

zi, zi ≥ ci,

aizi · σ(bizi), zi < ci,
(4.327)
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where ai, bi, and ci are either fixed or trainable parameters for each neuron i
[1079].

4.3.1.58 Rectified parametric sigmoid unit (RePSU)

The rectified parametric sigmoid unit (RePSU) is an AAF proposed in [1080];
it consists of a linear combination of two components — rectified parametric
sigmoid shrinkage unit (RePSKU) and rectified parametric sigmoid stretchage
unit (RePSHU). It is defined as

f (zi) = aiRePSKUbi ,ci ,di ,ei (zi) + (1 − ai)RePSHUbi, ci, di, ei (zi) , (4.328)

where

RePSKUbi ,ci ,di ,ei (zi) =


zi−bi

1+exp
(
−sgn(zi−ci)

(
|zi−ci |

di

)ei
) , zi ≥ bi,

0, zi < bi,

(4.329)

RePSHUbi ,ci ,di ,ei (zi) =

2zi − RePSKUbi ,ci ,di ,ei (zi) zi ≥ bi,

0, zi < bi,
(4.330)

and ai, bi, ci, di, and ei are parameters (common for both RePSKUbi ,ci ,di ,ei (zi)
and RePSHUbi, ci, di, ei (zi)) [1080]. The RePSU is a generalization of the
smooth sigmoid-based shrinkage (SSBS) function [1081] used for image
denoising [1080].

4.3.1.59 Parametric deformable exponential linear unit (PDELU)

An adaptive activation function parametric deformable exponential linear
unit (PDELU) [1082] is based on the premise that shifting the mean value
of the output closer to zero speeds up the learning [1082]. The PDELU is
defined as

f (zi) =

zi, zi ≥ 0,

ai

(
[1 + (1 − b) zi]

1
1−b − 1

)
, zi < 0,

(4.331)

where ai is a trainable parameter for each neuron i and b is a fixed hyper-
parameter controlling the degree of deformation [1082]. The Cheng et al.
recommend setting b = 0.9 [1082]. The authors found that the MSRA initial-
ization method [871] is consistent with PDELU [1082]. The performance of
PDELU was empirically shown on the CIFAR-10 and CIFAR-100 datasets
[243] and on the ImageNet dataset [48] where it outperformed ReLU, APLU,
LReLU, PReLU, SReLU, ELU, MPELU (and other) activation functions [1082].
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4.3.1.60 Elastic exponential linear unit (EELU)

An adaptive variant of the ELU function that has a stochastic component was
proposed in [1027] — the elastic exponential linear unit (EELU). The EELU
combines EReLU (see Section 4.2.6.38) and MPELU (see Section 4.3.1.48) and
is defined as

f (zc
i ) =

kc
i zc

i , zc
i ≥ 0,

ac (exp
(
bczc

i
)
− 1
)

, zc
i < 0,

(4.332)

where ac and bc are trainable parameters shared among all neurons of a
channel c and kc

i is a randomly sampled noise parameter for each neuron i
in channel c during the training stage [1027] and set to 1 during the testing
stage. The kc

i is sampled coefficient from Gaussian distribution with a random
standard deviation that is truncated from 0 to 2; kc

i is therefore sampled as

kc
i = max (0, min (sc

i , 2)) (4.333)

where

sc
i ∼ N

(
1, σ2) , (4.334)

σ ∼ U(0, ϵ), ϵ ∈ (0, 1], (4.335)

where N
(
1, σ2) is Gaussian distribution with mean 1 and variance σ2, U

denotes the uniform distribution [1027]. The ϵ is a hyperparameter; the
authors recommend smaller values, e.g., 0.1 or 0.2 [1027].

The training algorithm is also modified and works in two steps — first,
the EELU parameter and the weights are updated with fixed kc

i = 1, and
then weights are updated with random kc

i and fixed EELU parameters [1027].
The authors also recommend using the MPELU initialization [1070] method
[1027].

4.3.1.61 Parametric first power linear unit with sign (PFPLUS)

The parametric first power linear unit with sign (PFPLUS) is an AAF proposed
in [940, 1083]. It is defined as

f (zi) = aizi · (1 − bizi)
H(zi)−1 , (4.336)

where H(zi) is Heaviside step function (see Section 4.2.1)

H(zi) =

1, zi ≥ 0,

0, zi < 0.
(4.337)

and ai > 0 and bi > 0 are trainable parameters for each neuron i [940]. For
example, the PFPLUS is similar to the ReLU when ai = 0.2 and bi = 10 and
similar to a linear mapping when ai = 5 and bi = 0.1 [940].
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4.3.1.62 Parametric variational linear unit (PVLU)

The parametric variational linear unit (PVLU) is an adaptive variant of the
VLU proposed [880]. It is defined as

f (zi) = ReLU (zi) + ai sin (bizi) = max (0, zi) + ai sin (bizi) , (4.338)

where ai and bi are trainable parameters [880].

4.3.2 Sigmoid-based adaptive functions

Many different adaptive activation functions based on the sigmoid family
were proposed in the literature [11], one of the earliest examples is a logistic
sigmoid activation function with shape autotuning [1084]. The function
proposed by Yamada and Yabuta uses a single parameter controlling both the
amplitude and the slope of the activation function [691, 1084]. The proposed
adaptive function is defined as

f (z) = 2
1 − exp (−az)

a (1 + exp (−az))
, (4.339)

where a ∈ (0, ∞) is a learnable parameter [691].

4.3.2.1 Generalized hyperbolic tangent

The generalized hyperbolic tangent [1085] introduces two trainable parame-
ters that control the scale of the activation function:

f (zi) =
ai (1 − exp(−bizi))

1 + exp(−bizi)
, (4.340)

where ai and bi are trainable parameters for each neuron i [1084]. A non-
adaptive version with fixed parameters was used for document recognition in
[795] in order to improve convergence toward the end of the learning session
[795] (see Section 4.2.2.3).

4.3.2.2 Trainable amplitude

A more general approach was introduced in [1086], which used networks with
a trainable amplitude of activation functions; the same approach was later
used for recurrent neural networks [1087]. The class of adaptive functions
with a trainable amplitude is defined as

f (zi) = aig(zi) + bi, (4.341)

where ai and bi are trainable parameters for each neuron i. The ai determines
the trainable amplitude and the bi trainable offset. These parameters can be
either different for each neuron or may be shared by a whole layer or even a
whole network [1086].
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4.3.2.3 Adaptive slope sigmoidal function (ASSF)

A adaptive slope sigmoidal function (ASSF) based on the work of Yamada
and Yabuta, Yamada and Yabuta was used in [1089, 1090]. It is defined as

f (z) = σ (a · z) , (4.342)

where σ is the logistic sigmoid and a is a global trainable parameter [1090].
The ASSF was also rediscovered by Mercioni, Tiron, and Holban in [1091].

4.3.2.4 Slope varying activation function (SVAF)

A slope varying activation function (SVAF) was proposed in [1092]

f (z) = tanh (a · z) , (4.343)

where a is a global trainable parameter. The slope varying activation function
was proposed together with a BP modification that has two different learning
rates [1092]. The slope varying activation function was implemented as a
modification of the BP algorithm rather; a different example of modification
of the BP algorithm resulting in an adaptive activation function is presented
in [1093].

4.3.2.5 TanhSoft

The TanhSoft is a family of AAFs proposed in [1094] that combine the softplus
and tanh that contains three notable cases — TanhSoft-1, TanhSoft-2, and
TanhSoft-3 [1094, 1095].

The general TanhSoft is defined as

f (zi) = tanh (aizi + bi exp (cizi)) ln (di + exp (zi)) , (4.344)

where ai, bi, ci, and di are either trainable or fixed parameters [1094]; ai ∈
(−∞, 1], bi ∈ [0, ∞), ci ∈ (0, ∞), and di ∈ [0, 1] [1094].

The first AF, named TanhSoft-1, is defined as

f (zi) = tanh (aizi) ln (1 + exp (zi)) , (4.345)

where ai is a trainable parameter [1094, 1095]; it can be obtained from the
general TanhSoft by setting bi = 0 and di = 1 [1094]. The second AF from
[1095], TanhSoft-2, is defined as

f (zi) = zi tanh (bi exp (cizi)) , (4.346)

where bi and ci are trainable parameters [1094, 1095]. The TanhSoft-2 can be
obtained from the general TanhSoft by setting ai = 0 and di = 0 [1094]. The
last AF from [1095], TanhSoft-3, is defined as

f (zi) = ln (1 + exp (zi) tanh (aizi)) , (4.347)

where ai is a trainable parameter [1095]. It can be obtained from the general
TanhSoft by setting bi = 0 and di = 1.
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4.3.2.6 Parametric sigmoid (psigmoid)

An adaptive variant of logistic sigmoid named parametric sigmoid (psig-
moid)60 was proposed in [1096, 1097].61 Similarly as in generalized hyperbolic
tangent, it introduces two scaling parameters to a logistic sigmoid:

f (zi) = aiσ (b · zi) , (4.348)

where ai is a trainable parameter for each neuron or channel i and b is a
global trainable parameter [1096].

4.3.2.7 Parametric sigmoid function (PSF)

A parametric sigmoid function (PSF) is a continuous, differentiable, and
bounded function proposed in [1098, 1099]62 and is defined as

PSF(z) =
1

(1 + exp(−z))m , (4.349)

where m is a global trainable parameter [11, 1100]. The parameter m controls
the slope of the sigmoid and the position of the maximum derivative; the
envelope of the relevant derivatives for different values of m is also a sigmoid
function [1098]. The larger values of m improve the gradient flow [11]. The
PSF is only one instance of a larger class of activation functions proposed in
[1101].

4.3.2.8 Slope and threshold adaptive activation function with tanh function (STAC-
tanh)

The slope and threshold adaptive activation function function with tanh
function (STAC-tanh) was proposed in [1102]. It is basically a tanh based
equivalent of the improved logistic sigmoid with adaptive parameters. It is
defined as

f (zi) =


tanh−ai + bi (zi + ai) , zi < −ai,

tanh zi, −ai ≤ zi ≤ ai,

tanh ai + bi (zi − ai) , zi > ai,

(4.350)

where ai and bi are trainable parameters [1102].

4.3.2.9 Generalized Riccati activation (GRA)

The generalized Riccati activation (GRA) is an adaptive variant of a sigmoid
AF proposed in [1103]. It is defined as

f (zi) = 1 − ai

ai + (1 + bizi)
ci

, (4.351)

where ai, bi, and ci are adaptive parameters — bi > 0 and ci > 0 [1103].

60 Not to be confused with parametric sigmoid function (PSF) from Section 4.3.2.7.
61 It seems that this AAF was first proposed in 2010 in [1097] and then independently in 2021 in

[1096].
62 [1099] contains the definition equivalent to f (z) = PSF

( z
2
)
.
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4.3.3 Adaptive sigmoid-weighted linear units

There are several AFs that are based on the SiLU but have an adaptive
parameter; the most common example is the swish AF, but there are also
other popular functions based on the same principle.

4.3.3.1 Swish

A swish activation function [668] is an adaptive variant of the SiLU [816] (see
Section 4.2.3); it is also the member of the LAAF class (see Section 4.3.15):

f (zi) = zi · σ(aizi), (4.352)

where σ(z) is the logistic sigmoid, ai is either a fixed hyperparameter or a
trainable parameter [668]. The swish has an output range of (−∞, ∞) [11].
The parameter ai controls the amount of non-linearity the swish activation has
[11]. The swish might also be considered a member of the family of activate
or not activation functions (ACONs) [1104]; it is then named ACON-A. The
parametric SiLU (PSiLU) is another name for the swish activation used in
[1018].

4.3.3.2 Adaptive hybrid activation function (AHAF)

A swish variant with vertical scaling was proposed in [1105] under the name
adaptive hybrid activation function (AHAF). It is defined as

f (zi) = aizi · σ(bizi), (4.353)

where ai and bi are trainable parameters [1105].

4.3.3.3 Parametric shifted SiLU (PSSiLU)

The parametric shifted SiLU (PSSiLU) is a swish based AAF proposed in
[1018]. It is defined as

f (zi) =
zi · (σ(aizi)− bi)

1 − bi
, (4.354)

where ai and bi are trainable parameters [1018].

4.3.3.4 E-swish

E-swish [1106] is an AAF inspired by the swish [668] activation function (see
Section 4.3.3.1); the E-swish has a scaling parameter that allows for vertical
scaling of the activation function [1106]. The name of the activation function is
not chosen well as the E-swish is rather extending the SiLU (see Section 4.2.3)
and not swish which is its adaptive variant.63 The function is defined as

f (z) = az · σ(z), (4.355)

63 Calling the SiLU as swish is quite common in the literature, e.g., exponential swish, generalized
swish, and TS-swish.
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where σ(z) is the logistic sigmoid and a is a preset parameter [1106] — how-
ever, the parameter a is considered to be trainable in review [11]. Alcaide
recommends setting a ∈ [1, 2] to avoid exploding gradients that are hypoth-
esized to more likely occur for higher values of a [1106]. The E-swish was
found to outperform the SiLU (called swish in the paper) on the the MNIST
[45], CIFAR-10 and CIFAR-100 [243] datasets using the Wide ResNet (WRN)
[55] architecture [1106].

4.3.3.5 ACON-B

The ACON family conists of swish AF and several extensions; one is named
ACON-B and is defined as

f (zi) = (1 − bi) zi · σ (ai (1 − bi) zi) + bizi, (4.356)

where ai and bi are trainable parameters [1104]. The bi is initalized to 0.25

and ai to 1.64

4.3.3.6 ACON-C

The ACON-C is another member of the ACON family from [1104]. It is
defined as

f (zi) = (ci − bi) zi · σ (ai (ci − bi) zi) + bizi, (4.357)

where ai, bi, and ci are trainable parameters [1104, 1107]. Ma et al. used initial
values ai = 1, bi = 0, and ci = 1 in [1104].

Ma et al. also proposed a general extension to the ACON family named
MetaACON which uses a small NN to determine the value of the parameter
ai; they used the variant ACON-C for the experiments with MetaACON
resulting in MetaACON-C65 [1104]. The MetaACON was used to improve
YOLOv7 [1108] in [1109]. Kan et al. extented the ACON AFs into an AF they
named CBAC66 [1110]. The ACONs were used, for example, in [1104, 1107,
1109, 1111–1123]. The 1Dmeta-ACON is a MetaACON extension proposed in
[1124].

4.3.3.7 Parameterized self-circulating gating unit (PSGU)

The Parameterized self-circulating gating unit (PSGU) [1125] is related to the
LiSHT and GTU activation functions as it is basically a LiSHT with gated
input with learnable scaling parameter. It is defined as

f (zi) = zi · tanh (aiσ (zi)) , (4.358)

where ai is a learnable parameter and σ(z) is the logistic sigmoid function
[1125]. Li et al. also propose a novel initialization method for NNs with the

64 There is no initial value for ai in ACON-B mentioned explicitly in [1104]; however, there is
one for its extension ACON-C.

65 The implementation of MetaACON-C and other AFs from the ACON family is available at
https://github.com/nmaac/acon.

66 No further description is provided in [1110].

https://github.com/nmaac/acon
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PSGU AF and show that it is more suitable for the use with PSGU than other
common methods [1125]. The PSGU is shown to outperform ReLU, mish,
swish, PATS and GELU using various NIN and ResNet architectures [1125].
The PSGU was also proposed in [829] under the name TSReLU learnable
(TSReLUl) as the adaptive variant of TSReLU. Mercioni, Tat, and Holban
used ai = 0.5 as the initial value [829].

4.3.3.8 Tangent-bipolar-sigmoid ReLU learnable (TBSReLUl)

Similarly as TSReLUl is an adaptive variant of TSReLU, the TBSReLU learn-
able (TBSReLUl) [829] is an adaptive variant of TBSReLU. This variant is
defined as

f (z) = zi · tanh
(

ai
1 − exp (−zi)

1 + exp (−zi)

)
. (4.359)

where ai is a trainable parameter [829]. Mercioni, Tat, and Holban used
ai = 0.5 as the initial value [829].

4.3.3.9 PATS

The AF named PATS67 [1126] is very similar to PSGU, but it uses arctan and
a random scaling parameter instead of the tanh and the adaptive parameter
in PSGU. It is defined as

f (zi) = zi tan−1 (aiπσ (zi)) , (4.360)

where σ(z) is the logistic sigmoid function and

ai ∼ U (l, u) , (4.361)

is sampled during training68 from the uniform distribution with bounds l
and u such that 0 < l < u < 1 [1126]. The authors experimented with fixed,
deterministic values of ai ∈ { 1

4 , 1
2 , 5

8 , 3
4} — the value 5

8 led to lowest test error
on the CIFAR-10 [243]; they also deemed that suitable values for l and u are
1
2 and 34 respectively [1126]. However, only fixed variant with ai =

5
8 was

used in the follow-up works such as [679].

4.3.3.10 Adaptive quadratic linear unit (AQuLU)

The adaptive quadratic linear unit (AQuLU) is an adaptive SiLU variant
proposed in [823]; it is defined as

f (zi) =


zi, zi ≥ 1−bi

ai
,

aiz2
i + bizi, − bi

ai
≥ zi <

1−bi
ai

,

0, zi < − bi
ai

,

(4.362)

where ai and bi are trainable parameters for each neuron i [823].

67 Not an abbreviation.
68 Unfortunately, the author did not specify what happens during the test phase in [1126], one

can only assume that the expected value is used.
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4.3.3.11 Sinu-sigmoidal linear unit (SinLU)

Another adaptive SiLU variant is the sinu-sigmoidal linear unit (SinLU),
which adds an adaptive term using the sine function to the linear part of the
SiLU [1127]. The SinLU is defined as

f (zi) = (zi + ai sin (bizi)) · σ(zi), (4.363)

where σ(zi) is the logistic sigmoid function and ai and bi are trainable param-
eters for each neuron i [1127].

4.3.3.12 ErfAct

An AAF based on the Gauss error function was proposed in [1128]. The AAF
is named ErfAct and is defined as

f (zi) = zi · erf (ai exp (bizi)) , (4.364)

where ai and bi are trainable parameters for each neuron i and erf(x) is the
Gauss error function [1128].

4.3.3.13 Parametric serf (pserf)

An adaptive version of the serf AF named parametric serf (pserf) was pro-
posed in [1128]. It is defined as

f (zi) = zi · erf (ai ln (1 + exp (bizi))) , (4.365)

where ai and bi are trainable parameters for each neuron i and erf(x) is the
Gauss error function [1128].

4.3.3.14 Swim

The swim is an adaptive variant of the PFLU (see Section 4.2.7.7) indepen-
dently proposed in [1129]. It is defined as

f (zi) = zi ·
1
2

(
1 +

aizi√
1 + zi

2

)
, (4.366)

where ai is either fixed or trainable parameter for each neuron i [1129]. Abdool
and Dear used fixed ai = 0.5 in their experiments in [1129].

4.3.4 Tuned softmax (tsoftmax)

A softmax (see Section 4.2.5) variant named tuned softmax (tsoftmax) was
proposed in [860]; it is defined as

f (zj) =

∫
exp

(
zj
)

∑N
k=1
∫

exp (zk)
+ c, (4.367)

where f (zj) is the output of a neuron j in a softmax layer consisting of N
neurons and c is an adaptive parameter [860].
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4.3.5 Generalized Lehmer softmax (glsoftmax)

The generalized Lehmer softmax (glsoftmax) is a softmax variant proposed
in [1130]. It is defined as

f (zj) =
exp

(
LNORM

(
zj
))

∑N
k=1 exp (LNORM (zk))

, (4.368)

where LNORM
(
zj
)

is a generalized Lehmer-based Z-score-like normalization
with four trainable parameters ai, bi, ci, and di defined in [1130]:

LNORM (zi) =
zi − Mai ,bi

GLMci ,di

(
z − Mai ,bi

) , (4.369)

Mai ,bi = GLMai ,bi (z) , (4.370)

GLMα,β (x) =
ln
(

∑N
k=1 α(β+1)xk

∑N
k=1 αβxk

)
ln (α)

, (4.371)

x is a vector of elements xk, k = 1, . . . , N and z − Mai ,bi represents a vector
with elements zk − Mai ,bi , k = 1, . . . , N [1130].

4.3.6 Generalized power softmax (gpsoftmax)

The generalized power softmax (gpsoftmax) is another softmax variant pro-
posed in [1130]. It is defined as

f (zj) =
exp

(
PNORM

(
zj
))

∑N
k=1 exp (PNORM (zk))

, (4.372)

where PNORM
(
zj
)

is a generalized power-based Z-score-like normalization
with four trainable parameters ai, bi, ci, and di defined in [1130]:

PNORM (zi) =
zi − Mai ,bi

GPMci ,di

(
z − Mai ,bi

) , (4.373)

Mai ,bi = GPMai ,bi (z) , (4.374)

GPMα,β (x) =
ln
(

∑N
k=1 αβxk

)
− ln (N)

β ln (α)
, (4.375)

x is a vector of elements xk, k = 1, . . . , N and z − Mai ,bi represents a vector
with elements zk − Mai ,bi , k = 1, . . . , N [1130].
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4.3.7 Adaptive radial basis function (ARBF)

The adaptive (ARBF) was used in [1131]. It is defined as

f (zi) exp

(
− (zi − ai)

2

2b2
i

)
, (4.376)

where ai and bi are adaptive parameters for each neuron i [1131]. The pa-
rameter ai controls the center while the parameter bi controls the width
[1131].

4.3.8 Parametric Gaussian error linear unit (PGELU)

The AAF named parametric Gaussian error linear unit (PGELU) was proposed
in [1132] as the result of noise injection. It is an GELU (see Section 4.2.3.1)
adaptive variant defined as

f (zi) = z · Φ
( z

a

)
, (4.377)

where Φ (z) is the standard Gaussian CDF and a is a global learnable param-
eter representing the root mean square (RMS) noise [1132].

4.3.9 Parametric flatted-T swish (PFTS)

A parametric flatted-T swish (PFTS) [1133] is an adaptive extension of the FTS
(see Section 4.2.6.46); PFTS is identical to FTS except for that the parameter T
is adaptive — i.e.:

f (zi) = ReLU(zi) · σ(zi) + Ti =


zi

1+exp(−zi)
+ Ti, zi ≥ 0,

Ti, zi < 0,
(4.378)

where Ti is a trainable parameter for each neuron i [1133]; the parameter Ti is
initialized to the value -0.20 [1133].

4.3.10 Parametric flatten-p mish (PFPM)

The parametric flatten-p mish (PFPM) is an AAF proposed in [1134]; it is
defined as

f (zi) =

zi tanh (ln (1 + exp (zi))) + pi, zi ≥ 0,

pi, zi < 0,
(4.379)

where pi is a trainable parameter [1134].

4.3.11 Gaussian error unit (GEU)

The AAF named Gaussian error unit (GEU) was proposed in [1132] as the
result of noise injection. It is defined as

f (zi) = Φ
( z

a

)
, (4.380)
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where Φ (z) is the standard Gaussian CDF and a is a global learnable param-
eter representing the RMS noise [1132]. The GEU multiplied by z becomes
the PGELU (see Section 4.3.8).

4.3.12 Scaled-gamma-tanh activation function (SGT)

The scaled-gamma-tanh (SGT) AF is a piecewise polynomial function pro-
posed in [1135]. It is defined as

f (zi) =

azbi
i , zi ≥ 0,

czdi
i , zi < 0,

(4.381)

where a and c are fixed, predefined parameters and bi and ci are trainable
parameters for each neuron or filter i [1135].

4.3.13 RSign

An adaptive variant of the sign function was used in [1023]. It is called
react-sign (RSign) and is defined as

f (zi) =

1, zi ≥ ac,

−1, zi < ac,
(4.382)

where ac is an adaptive threshold for each channel [1023]. An extension was
used in [1136], where Ding, Liu, and Zhou used multiple RSign functions for
each channel.

4.3.14 P-SIG-RAMP

An AAF combining the logistic sigmoid and ReLU was proposed in [1073]
under the name P-SIG-RAMP. The P-SIG-RAMP is defined as

f (zi) = aiσ (zi) + (1 − ai) ·


1, zi ≥ 1

2bi
,

bizi +
1
2 , − 1

2bi
< zi <

1
2bi

,

0, zi ≤ − 1
2bi

,

(4.383)

where ai ∈ [0, 1] and bi are trainable parameters [1073].

4.3.15 Locally adaptive activation function (LAAF)

A general class of slope varying functions called locally adaptive activation
function (LAAF) was proposed in [1137, 1138]:

f (zi) = g(ai · zi), (4.384)

where ai is a trainable parameter for each neuron i and g is any activa-
tion function; Jagtap, Kawaguchi, and Karniadakis used logistic sigmoid,
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tanh, ReLU, and LReLU as g in their LAAFs in [1137]. The corresponding
activations are thus given by

f (zi) = σ(aizi) =
1

1 + exp (−aizi)
, (4.385)

f (zi) = tanh(aizi) =
exp (aizi)− exp (−aizi)

exp (aizi) + exp (−aizi)
, (4.386)

f (zi) = ReLU(aizi) = max (0, aizi) , (4.387)

and

f (zi) = LReLU(aizi) = max (0, aizi)− b max (0,−aizi) , (4.388)

where b is the LReLU leakiness parameter [1137]. To accelerate the conver-
gence, Jagtap, Kawaguchi, and Karniadakis add additional fixed parameter
to the expression:

f (zi) = g(naizi), (4.389)

where n > 1 is a fixed parameter [1137]. It was found that this additional
parameter improves both the convergence rate and the solution accuracy
[1137].

4.3.15.1 Adaptive slope hyperbolic tangent

A tanh activation function with adaptive slope was used in an MLP architec-
ture in [1139]. The used activation function is defined as

f (zi) = tanh (aizi) , (4.390)

where ai is a trainable parameter for each neuron i.

4.3.15.2 Parametric scaled hyperbolic tangent (PSTanh)

A parametric activation function similar to the swish but based on the tanh
function instead of the logistic sigmoid called parametric scaled hyperbolic
tangent (PSTanh) was proposed in [688]. It is defined as

f (zi) = zi · ai (1 + tanh (bizi)) , (4.391)

where ai and bi are trainable parameters for each neuron i [688]. The function
is also very similar to the PTELU (see Section 4.3.1.30) as for zi > 0 and ai ≈ 1,
the output is close to zi [688] (the exact distance depends on the parameters
ai and bi).

4.3.15.3 Scaled sine-hyperbolic function (SSinH)

An AF similar to PSTanh is the scaled sine-hyperbolic function (SSinH) [1140];
it is defined as

f (zi) = ai sinh (bizi) , (4.392)

where ai and bi are trainable scaling parameters and sinh is the hyperbolic
sine [1140].
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4.3.15.4 Scaled exponential function (SExp)

Husain, Ong, and Bober also proposed scaled exponential function (SExp)
along with the SSinH in [1140]. It is defined as

f (zi) = ai (exp (bizi)− 1) , (4.393)

where ai and bi are trainable scaling parameters and sinh is the hyperbolic
sine [1140].

4.3.15.5 Logmoid activation unit (LAU)

A learnable LAU was proposed in [1141, 1142]; which utilise two learnable
parameters al and bl for each network layer l

f (zi,l) = z ln (1 + alσ (bl · zi,l)) , (4.394)

where zi,l is the output of the neuron i in layer l without the activation
function and σ is the logistic sigmoid [1142]. The author used initial values
of the parameters al = bl = 1 for each network’s layer l and trained these
parameters together with the rest of the network’s weights [1142].

4.3.15.6 Cosinu-sigmoidal linear unit (CosLU)

The cosinu-sigmoidal linear unit (CosLU) is an adaptive activation function
proposed in [889] that is based on the logistic sigmoid. It is defined as

f (zi) = (z + ai cos (bizi)) σ (zi) , (4.395)

where ai and bi are trainable parameters for neuron i and σ(zi) is the logistic
sigmoid function [889]. The cosine amplitude is controlled by the parameter
ai, whereas its frequency is controlled by the parameter bi.

4.3.15.7 Adaptive Gumbel (AGumb)

An activation function adaptive Gumbel (AGumb) is based approach of
viewing activation functions as a combination of unbounded and bounded
components where the bounded component is based upon a cumulative
distribution function of a continuous distribution [1143]. While the logistic
sigmoid activation is a CDF of the symmetric logistic distribution, the AGumb
is based on the Gumbel distribution [1143]. It is defined as

f (zi) = 1 − (1 + ai · exp (zi))
− 1

ai , (4.396)

where ai ∈ R+ is trainable parameter for each neuron i [1143].
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4.3.16 Shape autotuning adaptive activation function (SAAAF)

The shape autotuning adaptive activation function (SAAAF)69 is an AAF
proposed in [1144]. It is defined as

f (zi) =
zi

zi
ai
+ exp (− f raczibi)

, (4.397)

where ai ≥ 0 and bi ≥ 0 are trainable parameters for neuron i and 0 < bi
ai
< e

[1144].

4.3.17 Noisy activation functions

Stochastic variants of saturing activation functions such as the logistic sigmoid
or hyperbolic tangent were proposed in [1029] where an additional noise is
injected to the activation function when it operates in the saturation regimes
[1029]. The noisy activation function is defined as

f (zi) = ah(zi)+ (1 − a)u(zi)− sgn(zi)sgn(1− a)c
(

σ
(

pi (h(zi)− u(zi))
))2

ϵ,

(4.398)

where h(zi) is any saturating activation function such as hard-tanh or hard-
sigmoid, u(zi) is its linearization using first-order Taylor expansion around
zero, c is a hyperparameter changing the scale of the standard deviation of
the noise, pi is a trainable parameter adjusting the magnitude of the noise for
each neuron i, a is a hyperparameter influencing the mean of the added term,
and σ(x) is the logistic sigmoid function [1029]. ϵ is the added noise; it is
defined as ϵ = |ξ| if the noise term ξ is sampled from half-normal distribution
and as ϵ = ξ if the noise term ξ is sampled from normal distribution with
mean 0 and variance 1 [1029].

Gulcehre et al. also experimented with adding noise to the input of the
activation function, resulting in an activation function defined as

f (zi) = h (zi + s(zi)ϵ) , (4.399)

where s(zi) is either fixed parameter s(zi) = b or it is a trainable term

s(zi) = c (σ (pi (h(zi)− u(zi))))
2 , (4.400)

where the meaning of c, σ, pi, h(zi), and u(zi) is same as in Eq. (4.398) [1029].
A similar concept in ReLU settings is the ProbAct activation function (see

Section 4.3.1.11).

69 Zhou et al. named the function as shape autotuning activation function but the resulting abbrevi-
ation SAAF is already taken by smooth adaptive activation function (see Section 4.3.28). Since
the proposed function is an AAF, we term it as such to avoid the abbreviation collision.
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4.3.18 Fractional adaptive activation functions

Fractional adaptive activation functions (FAAFs) were proposed in [1145–
1149] as a generalization of several activation functions using the fractional
calculus (see [1150] for a general introduction to the fractional calculus).
Generally, for any activation function f (z), its generalization g(z) using
fractional derivatives is defined as the a − th fractional derivative of f :

g(z) = Da f (z), (4.401)

where a can be a learnable70 parameter [1145]. The FAAFs proposed in [1147]
were further evaluated in [1148].

4.3.18.1 Fractional ReLU

The fractional ReLU (FracReLU) is defined as

f (zi) =
z1−ai

i
Γ (2 − ai)

, (4.402)

where Γ (x) is the Gamma function and ai is a trainable parameter [1145].
The FracReLU was later independently proposed in [1147] under the name
FReLU (but this abbreviation is already taken by flexible ReLU).

4.3.18.2 Fractional softplus

The fractional softplus (FracSoftplus) is using the softplus function to general-
ize sigmoid-like functions through fractional derivatives [1145]. It is defined
as

f (zi) = Dai ln (1 + exp(zi)) , (4.403)

which is then computed as

f (zi) = lim
h→0

1
hai

∞

∑
n=0

(−1)n Γ(ai + 1) ln (1 + exp(zi − nh))
Γ(n + 1)Γ(1 − n + ai)

, (4.404)

where ai is a trainable parameter [1145]. Particularly interesting cases are
when ai = 0 as it is the softplus function, ai = 1 logistic sigmoid, and ai = 2
which leads to a bell-like shape [1145].

4.3.18.3 Fractional hyperbolic tangent

The fractional tanh (FracTanh) is another fractional generalization proposed
in [1145]; it is defined as

f (zi) = Dai tanh (zi) , (4.405)

which is then computed as

f (zi) = lim
h→0

1
hai

∞

∑
n=0

(−1)n Γ(ai + 1) tanh (zi − n · h)
Γ(n + 1)Γ(1 − n + ai)

, (4.406)

where ai is a trainable parameter [1145]. The function becomes the tanh for
ai = 0 and the quadratic hyperbolic secant function for ai = 1.

70 [1147] did not specified whether the parameter is trainable but [1145] explicitly uses a trainable
a.
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4.3.18.4 Fractional adaptive linear unit

The fractional adaptive linear unit (FALU) [1146] is yet another AAF based
on fractional calculus71 It can be seen as the fractional generalization using
the ai − th fractional derivative of the swish function:

f (zi) = Dai ziσ (bizi) , (4.407)

where ai and bi are trainable parameters and σ is the logistic sigmoid function
[1146]. The fractional derivative is then calculated as

f (zi) = lim
h→0

1
hai

∞

∑
n=0

(−1)n Γ(ai + 1)ziσ (bizi)

Γ(n + 1)Γ(1 − n + ai)
. (4.408)

However, as this calculation is not practical, Zamora-Esquivel, Rhodes, and
Nachman use following approximation for ai ∈ [0, 2] and bi ∈ [1, 10]:

f (zi) ≈

g(zi, bi) + aiσ(bizi) (1 − g(zi, bi)) , ai ∈ [0, 1],

g(zi, bi) + aiσ(bizi) (1 − 2h(zi, bi)) , ai ∈ (1, 2],
(4.409)

where

g(zi, bi) = ziσ (bizi) , (4.410)

h(zi, bi) = g(zi, bi) + σ(zi) (1 − g(zi, bi)) , (4.411)

and ai and bi are the two previously mentioned trainable parameters [1146].
The FALU was shown to outperform ReLU, GELU, ELU, SELU, and kernel
activation function (KAF) on the MNIST [45], CIFAR-10 [243], ImageNet [48,
817], and Fashion MNIST [950] datasets for several tested architectures [1146].

4.3.18.5 Fractional leaky ReLU (FracLReLU)

The fractional LReLU (FracLReLU) is the fractional variant of the LReLU (see
Section 4.2.6.2) proposed in [1147]. It is defined using fractional calculus as

f (zi) =

Dai zi, zi ≥ 0,

Dai 0.1zi, zi < 0,
(4.412)

where ai ∈ (0, 1) is a fixed parameter [1147]. The fractional derivative is then
calculated as

f (zi) =


1

Γ(2−ai)
z1−ai

i , zi ≥ 0,

b
Γ(2−ai)

z1−ai
i , zi < 0.

(4.413)

71 The FALU was published in [1146] without any links to [1145] even though it was proposed
by the same first author and it uses the same principles.
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4.3.18.6 Fractional parametric ReLU (FracPReLU)

The fractional PReLU (FracPReLU) is the fractional variant of the PReLU (see
Section 4.3.1.1) proposed in [1147]. It is defined using fractional calculus as

f (zi) =

Dai zi, zi ≥ 0,

Dai bizi, zi < 0,
(4.414)

where ai ∈ (0, 1) is a fixed parameter and bi is a trainable parameter [1147].
The fractional derivative is then calculated as

f (zi) =


1

Γ(2−ai)
z1−ai

i , zi ≥ 0,

bi
Γ(2−ai)

z1−ai
i , zi < 0.

(4.415)

4.3.18.7 Fractional ELU (FracELU)

The fractional ELU (FracELU) is the fractional variant of the ELU (see Sec-
tion 4.2.6.48) proposed in [1147]. It is defined using fractional calculus as

f (zi) =

Dai zi, zi ≥ 0,

Dai b (exp(zi − 1)) , zi < 0,
(4.416)

where ai ∈ (0, 1) and b are fixed parameters [1147]. The fractional derivative
is then calculated as

f (zi) =


1

Γ(2−ai)
z1−ai

i , zi ≥ 0,

b ∑∞
k=0

(
1
k! ·

Γ(k+1)
Γ(k+1−ai)

zk−ai
i

)
− b 1

Γ(1−ai)
z−ai

i , zi < 0.
(4.417)

4.3.18.8 Fractional SiLU (FracSiLU)

The fractional SiLU (FracSiLU) is the fractional variant of the SiLU (see
Section 4.2.3) proposed in [1147]. It is defined using fractional calculus as

While Job et al. intended the fractional SiLU (FracSiLU) to be the fractional
variant of the SiLU (see Section 4.2.3), they used a wrong definition of the
SiLU. Here we present both the FracSiLU from the [1147] and the FracSiLU
that fit the definition of SiLU — the definition from [1147] will be denoted as
FracSiLU variant 1 (FracSiLU1) whereas the variant we derived as FracSiLU
variant 1 (FracSiLU2). The Job et al. used this definition72 of SiLU:

f (zi) =

Dai zi, zi ≥ 0,

Dai ziσ (zi) , zi < 0.
(4.418)

72 Job et al. referenced [742, 1065] for their definition of SiLU; however, the [742] contains the
SiLU definition from Section 4.2.3 and [1065] does not mention SiLU at all.
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Then the FracSiLU1 is defined as

f (zi) =

Dai zi, zi ≥ 0,

Dai ziσ (zi) , zi < 0,
(4.419)

where σ (zi) is the logistic sigmoid [1147]. The fractional derivative is then
calculated as

f (zi) =


1

Γ(2−ai)
z1−ai

i , zi ≥ 0,

∑∞
k=0

(
(−1)k +

(2k+1−1)Bk+1Γ(k+2)
Γ(k+2−ai)(k+1)!

)
zk+1−ai

i , zi < 0,
(4.420)

where Bn is n-th Bernoulli’s number [1147].
When using the SiLU definition from Section 4.2.3, the FracSiLU2 is then

defined as

f (zi) = Dai ziσ (zi) . (4.421)

Since Job et al. made no assumption about the sign of zi, the fractional
derivative of FracSiLU2 is computed as

f (zi) = sum∞
k=0

(
(−1)k +

(
2k+1 − 1

)
Bk+1Γ (k + 2)

Γ (k + 2 − ai) (k + 1)!

)
zk+1−ai

i , (4.422)

where Bn is n-th Bernoulli’s number.

4.3.18.9 Fractional GELU (FracGELU)

Similarly as for FracSiLU, Job et al. intended the fractional GELU (FracGELU)
to be the fractional variant of the GELU (see Section 4.2.3.1), but they used
a wrong definition of the GELU. Here we present both the FracGELU from
the [1147] and the FracGELU that fit the definition of GELU — the definition
from [1147] will be denoted as FracGELU variant 1 (FracGELU1) whereas the
variant we derived as FracGELU variant 1 (FracGELU2). The Job et al. used
this definition73 of GELU:

f (z) =

z, z ≥ 0,

z · Φ (z) , z < 0,
(4.423)

where Φ (z) is the standard Gaussian CDF [1147]. Then the FracGELU1 is
defined as

f (zi) =

Dai zi, zi ≥ 0,

Dai zi · Φ (zi) , zi < 0.
(4.424)

The fractional derivative of FracGELU1 is then calculated as

f (zi) =


1

Γ(2−ai)
z1−ai

i , zi ≥ 0,

0.5 z
1−ai
i

Γ(2−ai)
− 1√

2π
∑∞

k=0
1
k!

(
− 1

2

)k z
2(k+1)−ai
i
2k+1

Γ(2k+3)
Γ(2k+3−ai)

, zi < 0.
(4.425)

73 Job et al. referenced [742, 1065] for their definition of SiLU; however, neither [742] nor [1065]
contains a definition of GELU.
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When using the GELU definition from Section 4.2.3.1, the FracGELU2 is
then defined as

f (zi) = Dai zi · Φ (zi) . (4.426)

Since Job et al. made no assumption about the sign of zi, the fractional
derivative of FracGELU2 is computed as

f (zi) = 0.5
z1−ai

i
Γ (2 − ai)

− 1√
2π

∞

∑
k=0

1
k!

(
−1

2

)k z2(k+1)−ai
i
2k + 1

Γ (2k + 3)
Γ (2k + 3 − ai)

. (4.427)

4.3.19 Scaled softsign

An activation function called scaled softsign [889] is an adaptive variant of
the softsign activation (see Section 4.2.2.13) with variable amplitude. It is
defined as

f (zi) =
aizi

bi + |zi|
, (4.428)

where ai and bi are trainable parameters for each neuron i [889]. The param-
eter ai controls the range of the output while the parameter bi controls the
rate of transition between signs [889].

4.3.20 Parameterized softplus (s+2L)

Parameterized softplus is an adaptive variant of a softplus activation function
that allows for vertical shifts [699]. It is defined as

f (zi) = ln (1 + exp(zi))− ai, (4.429)

where ai ∈ [0, 1] is a trainable parameter for each neuron i [699]. Vargas et al.
also proposed a non-adaptive variant with fixed ai that is denoted as s+2
[699].

4.3.21 Universal activation function (UAF)

The so-called universal activation function (UAF) is a softplus based AAF
proposed in [968]. It is defined as

f (zi) = ln
(
1 + exp

(
ai (zi + bi) + ciz2

i
))

− ln (1 + exp (di (zi − bi))) + ei,

(4.430)

where ai, bi, ci, di, and ei are trainable parameter for each neuron i [968].
For example, the UAF is able to well approximate the step function, logistic
sigmoid, tanh, ReLU, LReLU, and Gaussian function [968].
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4.3.22 Learnable extended activation function (LEAF)

The learnable extended activation function (LEAF) is an AAF proposed in
[1151] that is able to replace several existing AFs. It is defined as

f (zi) = (aizi + bi) σ (cizi) + di, (4.431)

where σ(x) is the logistic sigmoid and ai, bi, ci, and di are trainable parameters
for each neuron i [1151]. The Table 4.1 contains a list of AFs that are equivalent
to a particular LEAF parameterization.

equiv. AF ai bi ci di

ReLU 1 0 +∞ 0

SiLU 1 0 1 0

tanh 0 2 2 -1

logistic sigmoid 0 0 1 0

swish 1 0 ai 0

AHAF ai 0 bi 0

Table 4.1: AF equivalent to LEAF parameterizations
The list of AFs that have an equivalent LEAF parameterization.

4.3.23 Generalized ReLU (GReLU)

Theb generalized ReLU (GReLU) is an AF based on the UAF (see Sec-
tion 4.3.21) [1130]. It is defined as

f (zi) =
1
bi

logai

(
1 + abizi

i

)
=

ln
(

1 + abizi
i

)
bi ln (ai)

, (4.432)

where ai and bi are trainable parameters [1130].

4.3.24 Multiquadratic activation function (MAF)

The multiquadratic activation function (MAF) was used in [1152, 1153]. It is
defined as

f (zi) =
√
||zi − ai||2 + b2

i , (4.433)

where ai and bi are trainable parameters [1153] ai is the slope coefficient and
bi is the bias coefficient [1153].

4.3.25 EIS activation functions

The EIS74 is a family of AAFs proposed in [1155] with three notable examples
EIS-1, EIS-2, and EIS-3 [1154, 1155].

74 The EIS is a name given by Biswas et al.; it is not an abbreviation.
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The general EIS is defined as

f (zi) =
zi (ln (1 + exp (zi)))

ai√
bi + ciz2

i + di exp (−eizi)
, (4.434)

where ai, bi, ci, di, and ei are either trainable parameters or fixed hyperparam-
eters; ai ∈ [0, 1], bi ∈ [0, ∞), ci ∈ [0, ∞), di ∈ [0, ∞), ei ∈ [0, ∞) and bi, ci, and
di cannot be equal to zero at the same time [1155].

The EIS-1 is defined as

f (zi) =
zi ln (1 + exp (zi))

zi + di exp (−eizi)
, (4.435)

where di and ei are trainable parameters [1154, 1155]. It can be obtained from
the general EIS by setting ai = 1, bi = 0, ci = 1 [1155].

The EIS-2 is defined as

f (zi) =
zi ln (1 + exp (zi))√

bi + ciz2
i

, (4.436)

where bi is a trainable parameter [1155]. It can be obtained from the general
EIS by setting ai = 1, di = 0 [1155]; however, the EIS-2 from [1154] also fixes
ci = 1.

And finally, the EIS-3 is defined as

f (zi) =
zi

1 + di exp (−eizi)
, (4.437)

where di and ei are trainable parameters [1154, 1155]; it can be obtained from
the general EIS by setting ai = 0, bi = 1, ci = 0 [1155].

The EIS family contains the softplus, swish, and ISRU as special cases
[1155].

4.3.25.1 Linear combination of parameterized softplus and ELU (ELUs+2L)

A linear combination of parameterized softplus and ELU (ELUs+2L) [699] is
an adaptive activation function combining ELUs and parameterized softplus
activation functions. It is defined as

f (zi) = biELU(zi) + (1 − bi)s+2L(zi), (4.438)

where bi is a trainable parameter for each neuron i, ELU(zi) is the ELU
activation function and s+2L(zi) is the parameterized softplus activation
function [699]. The variant with non-adaptive parameterized softplus is
denoted as ELUs+2 [699].

4.3.26 Global-local neuron (GLN)

The global-local neuron (GLN) is an AAF that is a convex combination of
two AFs proposed in [1156]. It is defined as

f (zl) = σ (a) · global(zl) + (1 − σ (a)) · local(zl)− b, (4.439)
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where al and bl are trainable weights for each layer l and global(zl) and
local(zl) are AFs capable of identifying the global and local characteristics
respectively [1156, 1157]; the authors used global(zl) sin (zl) and local(zl) =

tanh(zl) in [1156, 1157].

4.3.27 Neuron-adaptive activation function

A similar approach to trainable amplitude and generalized hyperbolic tangent
is the so-called neuron-adaptive activation function (NAF) [1158–1160], which
comprises of a linear combination of two activation functions with scalable
amplitude:

f (z) = a exp
(
−b · (z)2

)
+

c
1 + exp (−d · z)

, (4.440)

where a, b, c, and d are trainable parameters that are shared by the whole net-
work [1158]. The NAF was shown to perform superiorly on a few regression
tasks [1158].

4.3.27.1 Scaled logistic sigmoid

A scaling variant of logistic sigmoid called scaled logistic sigmoid was pro-
posed in [1161]. The function is defined as

f (zi) =
ai

1 + exp (−bizi)
, (4.441)

where ai and bi are trainable parameters for each neuron i [1161]. Note that
this activation is identical to the second part of the previously proposed NAF
(see Section 4.3.27).

A variant combining scaled logistic sigmoid with scaled sine (SLS-SS) was
also used in [1161]; it has four trainable parameters and is defined as

f (zi) = ai · sin (bizi) +
ci

1 + exp (−dizi)
, (4.442)

where ai, bi, ci, and di are trainable parameters [1161]. This activation function
is a special case of another variant of NAF [1162]:

f (zi) = ai · sin (bizi) + ci exp
(
−di · (z)2

)
+

ei

1 + exp (− fizi)
, (4.443)

where ai, bi, ci, di, ei and fi are trainable parameters [1162].

4.3.28 Adaptive piece-wise linear unit (APLU)

Another generalization of ReLU is the adaptive piece-wise linear unit (APLU),
which uses the sum of hinge-shaped functions as the activation function
[1163]. An approach extending APLU is smooth adaptive activation function
(SAAF) with piece-wise polynomial form and was specifically designed for
regression and allows for bias–variance trade-off using a regularization term
[1014].
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APLU is defined as

f (zi) = max (0, zi) +
S

∑
s=1

as
i max (0,−zi + bs

i ) , (4.444)

where S is the number of hinges, i is the number of neurons, and as
i , bs

i ,
s ∈ 1, . . . , S are trainable parameters per unit [873]. However, the optimizer
might choose very large values of as

i and balance them by very small weights,
which could lead to numerical instabilities; therefore, an L2 penalty is added
to the parameters as

i , bs
i scaled by 0.001 [1163]. Another adaptive piecewise

linear function was proposed in [1164], where a weighted combination of
ReLUs with additional parameters was used.

4.3.29 Simple piecewise linear and adaptive function with symmetric hinges (SPLASH)

The simple piecewise linear and adaptive function with symmetric hinges
(SPLASH) [1165] is an approach similar to the APLU. It is defined as

f (zl) =

S+1
2

∑
s=1

a+l,s max (0, z − bl,s) +

S+1
2

∑
s=1

a−l,s max (0,−z − bl,s) , (4.445)

where S is an odd number, bl,s and −bl,s are hinge parameters and a+l,s and
a−l,s are scaling parameters for each layer l [1165] ; these max functions form
S + 1 continuous line segments with hinges at bl,s and −bl,s [1165]. While
Tavakoli, Agostinelli, and Baldi tried different values for S, they found that
using S = 7 usually works well [1165].

4.3.30 Multi-bias activation (MBA)

An approach similar to APLU and paired ReLU (see Section 4.3.1.26) termed
multi-bias activation (MBA) [1166] uses the same activation but with multiple
biases, which allows to learn more complex activations; in this it resembles
paired ReLU as one input map leads to several output maps with activation
with different biases [1166]. The weights that will be given to the output
maps in the next layer are similar to the weights in the APLU; however, the
MBA is able to provide cross-channel information due to multiple outputs
for each activation [1166]. The MBA is defined as

f (zi) =



g(zi + bi,1)

g(zi + bi,2)

. . .

g(zi + bi,k)

. . .

g(zi + bi,K)


, (4.446)

where bi,k, k = 1, 2, . . . , K are trainable biases and g(x) is any non-linear
activation function [1166]; Li, Ouyang, and Wang used ReLU as the activation
function g(x) [1166].
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4.3.31 Mexican ReLU (MeLU)

A Mexican ReLU (MeLU) is an activation function with a similar approach as
the APLU, but it does not need any L2 penalty [1167]. The MeLU is defined
as

f (zi) = PReLU(zi) +
k−1

∑
j

ai,jϕbjcj (zi) , (4.447)

where ai,j are trainable parameters for each neuron/filter i, and k is the total
number of trainable parameters (k − 1 for the sum and one for the PReLU), bj
and cj are fixed constants that are chosen recursively (more details in [1167]);
ϕbjcj (zi) is defined as

ϕbjcj (zi) = max
(
cj −

∣∣zi − bj
∣∣ , 0
)

. (4.448)

Maguolo, Nanni, and Ghidoni used k = 4 and k = 8 for their experiments; the
trainable parameters ai,j were all initialized to zero which helps the training
at the early stages by exploiting the properties of the ReLU (e.g., the MeLU
is convex for many iterations at the beginning)[1167]. The advantage of the
MeLU over the APLU is that it needs only half of the parameters while
retaining the same representation power when the parameters are jointly
optimized with the network’s weights and biases [1167].

4.3.31.1 Modified Mexican ReLU (MMeLU)

The modified Mexican ReLU (MMeLU) is an MeLU inspired AF proposed in
[1168]. It is defined as

f (zi) = ai · max (bi − |zi − ci| , 0) + (1 − ai)ReLU (zi) , (4.449)

where ai, bi, and ci are adaptive parameters estimated using Bayesian proce-
dure outlined in [1168]; ai ∈ [0, 1], bi ∈ R+ in , and ci ∈ R [1168].

4.3.31.2 Gaussian ReLU (GaLU)

The Gaussian ReLU (GaLU) is a MeLU-inspired AAF proposed in [1169]. It
uses the same basic form as MeLU has in Eq. (4.447) but it uses following
ϕbjcj (zi):

ϕbjcj (zi) = max
(
cj −

∣∣zi − bj
∣∣ , 0
)
+ min

(∣∣z − bj − 2cj
∣∣− cj, 0

)
, (4.450)

where bj and cj are similar parameters is in the original MeLU; more details
about the parameters is available in [1169].

4.3.31.3 Hard-Swish

The Hard-Swish is an adaptive variant of a scaled Hard sigmoid activation
[891]. It is defined as

f (zi) = 2zi · max (0, min (0.2bizi + 0.5, 1)) , (4.451)
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where bi is either trainable or fixed parameter [891]. For bi → ∞, the Hard-
Swish approaches the ReLU [891]. The Hard-Swish outperformed the logistic
sigmoid, tanh, ReLU, LReLU, and swish on the MNIST dataset [45] in [891].
The ResNet [13], wide residual network (WRN) [55], and DenseNet [838]
with glshardswish outperformed their variants with ReLU and swish on the
CIFAR-10 [243] dataset [891].

4.3.32 S-shaped rectified linear activation unit (SReLU)

A S-shaped ReLU (SReLU) [873] consists of three piecewise linear functions
that are controlled by four trainable parameters that are learned jointly with
the whole network. The SReLU is able to learn both convex and non-convex
functions; in particular, it is able to learn both ReLU and also sigmoidlike
functions. It is similar to APLU (see Section 4.3.28), but APLU approximates
non-convex functions, and it requires the rightmost linear function to have a
unit slope and bias of zero [873]. SReLU is defined as

f (zi) =


tr
i + ar

i (zi − tr
i ), zi ≥ tr

i ,

zi, tr
i > zi > tl

i ,

tl
i + al

i(zi − tl
i), zi ≤ tl

i ,

(4.452)

where tr
i , tl

i , ar
i , and al

i are trainable parameters for each neuron i (or channel
i in case of convolutional neural networks) [873]. The parameters tr

i and tl
i

determine thresholds of an interval outside which the slope of the linear parts
is controlled by parameters ar

i and al
i , respectively. The authors Jin et al. show

that the SReLU outperformed the ReLU, LReLU, PReLU, APLU, maxout
unit and plain NIN on several visual tasks. The authors also recommend to
initialize the parameters of SReLU to ti ∈ R, ar

i := 1, tl
i := 0, and al

i ∈ (0, 1)
which degenerates the SReLU into a LReLU and then keep these parameter
fixed during several initial training epochs [873]. The SReLU can be seen as a
more general concept to the later proposed piecewise linear unit (PLU) (see
Section 4.3.34) and to the BLReLU [888] (see Section 4.2.6.24).

4.3.32.1 N-activation

The N-activation is activation very similar to a special case of SReLU75

proposed in [1170]. The N-activation with trainable parameters ai, and bi is
defined as

f (zi) =


zi − 2ti,min, zi < ti,min,

−zi, ti,min ≤ zi ≤ ti,max,

zi − 2ti,max, zi > ti,max,

(4.453)

where

ti,min = min (ai, bi) (4.454)

75 It would be a special case of SReLU if the the thresholds were directly trainable and not
determined using the min and max functions.
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and

ti,max = max (ai, bi) . (4.455)

4.3.32.2 ALiSA

A special case of SReLU was later proposed under the name adaptive LiSA
(ALiSA) in [1171]; it can be obtained by setting tr

i := 1 and tl
i :== 0:

f (zi) =


ar

i zi − ar
i + 1, zi ≥ 1,

zi, tr
i > zi > tl

i ,

al
izi, zi ≤ 0,

(4.456)

where ar
i and al

i are adaptive parameters [1171]. Its nonadaptive variant is
called simply linearized sigmoidal activation (LiSA) and has parameters ar

i
and al

i fixed [1171].

4.3.33 Alternated left ReLU (All-ReLU)

The alternated left ReLU (All-ReLU) was proposed in [1172] for usage in
sparse neural networks. It is inspired by the SReLU [1172]. It is defined as

f (zi) =


−azi, zi ≤ 0 and l%2 = 0,

azi, zi ≤ 0 and l%2 = 1,

zi, zi > 0,

(4.457)

where a is a fixed parameter controlling the slope for negative inputs, l is the
number of layers, and % is the modulo operation [1172].

4.3.34 Piecewise linear unit (PLU)

A PLU [1173] resembles two earlier proposed activation functions — the
SReLU (see Section 4.3.32) and adaptive piece-wise linear unit (see Sec-
tion 4.3.28); it can be even seen as a special case of the SReLU.

f (zi) = max (ai (zi + b)− b, min (ai (zi − b) + b, zi)) , (4.458)

where ai is either a trainable parameter or a predefined constant [11] and b is
a predefined constant [1173]; a variant with a = 0.1 and b = 1 was shown in
[1173]. The advantage of the PLU compared to the SReLU is that it produces
an invertible function (which is not always the case for the more general
SReLU) [1173].
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4.3.35 Adaptive linear unit (AdaLU)

The adaptive linear unit (AdaLU) [1174] is yet another piecewise linear AAF.
It is defined as

f (zi) =


ci (zi − ai) + bi, (zi − ai) > 0 and ci (zi − ai) > ei,

di (zi − ai) + bi, (zi − ai) ≤ 0 and di (zi − ai) > ei,

ei + bi, otherwise,

(4.459)

where ai, bi, ci, di, and ei are trainable parameters for each neuron i [1174].
The parameters ai and bi control the offsets; ci and di control the slope of each
linear part, and ei is the saturation value [1174].

4.3.36 Trapezoid-shaped activation function (TSAF)

The trapezoid-shaped activation function (TSAF) [1175] (ref. from [904]) is an
AF consisting of four ReLUs. It is defined as

f (zi) =
1
ci

(
ReLU (zi − ai + ci) + ReLU (zi − ai) + ReLU (zi + bi − ci)−

ReLU (zi − bi)
)
, (4.460)

where ai, bi, and ci are parameters76 such that ai < bi and ci ∈ (0, 1] [904].

4.3.37 Adaptive Richard’s curve weighted activation (ARiA)

Another function motivated by the swish activation function is the Adaptive
Richard’s curve weighted activation (ARiA) [1176], which replaces the logistic
sigmoid in the swish by Richard’s curve [11]. Richard’s curve [1177] is a gener-
alization of the logistic sigmoid that is controlled by several hyperparameters.
The Richard’s curve is defined as [1176]:

σR(x) = A +
K − A

(C + Q · exp (−Bx))
1
υ

, (4.461)

where A is the lower asymptote, K is the upper asymptote, C is a constant
(typically equal to 1 [1176]), υ > 0 controls the direction of growth and B is
the exponential growth rate, Q controls the initial value of the function. The
ARiA is defined as

f (z) = z · σR(x), (4.462)

where σR(x) is the Richard’s curve from Eq. (4.461) [1176]. As such, the ARiA
has five hyperparameters controlling its behavior. To reduce the number of
the hyperparameters, Adaptive Richard’s curve weighted activation 2 (ARiA2)
was also proposed [1176] that is defined by only two hyperparameters a and
b

f (z) = z · (1 + exp (−bz))−a . (4.463)

76 Pan et al. do not state whether they are used in trainable or fixed form.
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The swish activation function is a special case of ARiA with A = 1, K = 0,
B = 1, υ = 1, C = 1, and Q = ai, where ai is the parameter of the swish
activation function (see Section 4.3.3.1 for details) [1176]. The ARiA2 is a
special case of ARiA with K = 0, B = 1, υ = 1, C = 1

a , and Q = b, where a
and b are the ARiA2 hyperparameters [1176]. Patwardhan, Ingalhalikar, and
Walambe reached best accuracy on the MNIST [45] dataset with a custom
CNN using ARiA2 with a = 1.5 and b = 2; the best parameters for the
DenseNet [838] were a = 1.75 and b = 1 [1176]. While the parameters were
fixed in the experiments in [1176], they can also be trainable as is in the
special case of the swish activation function.

4.3.38 Modified Weibull function

A modified Weibull function (MWF) is an Weibull-function-based AF pro-
posed in [1140]. It is defined as

f (zi) =

(
zi

ai

)bi−1

exp

(
−
(

zi

ci

)di
)

, (4.464)

where ai, bi, ci, and di are trainable parameters [1140]. The parameter bi
determines the location of the peak of the AF [1140]. The polynomial term
dominates for small input values while the exponential starts to dominate
with larger values which reduces the output value as the input value further
increases [1140].

4.3.39 Sincos

The sincos is another older AF proposed in [996]. It is defined as

f (z) = a · sin (bz) + c · cos (dz) , (4.465)

where a, b, c, and d are adaptive parameters [996].

4.3.40 Combination of sine and logistic sigmoid (CSS)

The combination of sine and logistic sigmoid (CSS)77 is an AAF proposed in
[1097]. It is defined as

f (z) = a · sin (bz) + c · σ (dz) , (4.466)

where a, b, c, and d are adaptive parameters [1097].

4.3.41 Catalytic activation function (CatAF)

The catalytic activation function (CatAF) is an AAF that uses sinusoidal
mixing of any AF and the identity to produce the final activation [1178]. It is
defined as

f (zi) = zi sin (ai) + g(zi) cos ai, (4.467)

77 The function was unnamed in [1097]; we used this abbreviation to distinguish it from SinSig.
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where ai is a trainable parameter and g(zi) is any AF such as the ReLU [1178].

4.3.42 Expcos

An AAF combining an exponential function with the cosine was proposed in
[1097]. It is called expcos in this work78 and is defined as

f (z) = exp
(
−az2) · cos (bz) , (4.468)

where a and b are adaptive parameters [1097].

4.3.43 Multi-bin trainable linear unit (MTLU)

The multi-bin trainable linear unit (MTLU) can be seen as a conceptual
extension of the SReLU (see Section 4.3.32) into more than three segments
[11]:

f (zi) =



ai,0z + bi,0, zi ≥ ci,0,

ai,1z + bi,1, ci,0 < zi ≥ ci,1,

. . .

ai,kz + bi,k, ci,k−1 < zi ≥ ci,k,

. . .

ai,Kz + bi,K, ci,K−1 < zi,

(4.469)

where ai,0, . . . , ai,K, and bi,0, . . . , bi,K are trainable parameters for each neu-
ron/filter and K and ci,0, . . . , ci,K−1 are predefined hyperparameters [1179].
The authors used unifromly distributed anchors ci,0, . . . , ci,K−1 [1179]. The
main disadvantage besides the higher number of additional parameters is the
higher number of non-differentiable points [11]. The MTLU was also named
continuous piecewise nonlinear activation function (CPN)m in [1180]. The
CPNmc is a MTLU variant with continuity constraint proposed in [1180].

An AF with the same form as the MTLU with only minor differences was
proposed in [1181, 1182] under the name piecewise linear unit (PWLU); Zhu
et al. also proposed its 2D extension in [1182]. Unlike the MTLU, it uses
a uniformly spaced demarcation points ci,k [1181]. Another PWLU variant
named non-uniform piecewise linear unit (N-PWLU) allows for learnable
intervals on which the function is piecewise linear, and also it leverages
cumulative definition for efficient learning [1183]. Multistability analysis of
such piecewise linear AFs is analyzed in [1184]. An analysis of a number of
regions of piecewise linear NNs is available in [1185].

78 The function was originally unnamed in [1097].
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4.3.44 Continuous piecewise nonlinear activation function CPN

A variant of the MTLU named CPN where the ci,k was used in [1180]. It is
defined as

f (zi) =



ai,0z + bi,0 + ci,0g(zi), zi ≥ di,0,

ai,1z + bi,1 + ci,1g(zi), di,0 < zi ≥ di,1,

. . .

ai,kz + bi,k + ci,kg(zi), di,k−1 < zi ≥ di,k,

. . .

ai,Kz + bi,K + ci,Kg(zi), di,K−1 < zi,

(4.470)

where ai,0, . . . , ai,K, bi,0, . . . , bi,K, ci,0, . . . , di,K−1 are trainable parameters for
each neuron/filter, g(zi) is a non-linear function such as the logistic sigmoid
and K and ci,0, . . . , di,K−1 are predefined hyperparameters [1180].

Gao et al. also proposed a variant named CPNnl, which introduces a non-
linear term for each small interval and does not enforce the uniform division
of the activation space [1180]. It is defined as

f (zi) = max {pi,0(z), p1,0(z), . . . , pi,k(z), . . . , pi,K(z)} , (4.471)

where

pk(z) = ai,kzi + bi,kSiLU(zi) + ci, k = 0, 1, . . . , K, (4.472)

where K is the number of functions and ai,k, bi,k, and ci,k are learnable coeffi-
cients for k = 0, 1, . . . , K [1180].

4.3.45 Look-up table unit (LuTU)

A piecewise activation function look-up table unit (LuTU) [1186–1188] is
a learnable activation function that consists of several points defining the
function; the values between the points are obtained using either linear
interpolation or smoothing with single period cosine mask function [1186].
Similar adaptive activation function using linear interpolation was used in
[1189, 1190]. A look-up table of anchor points {ai,j, bi,j}, j = 0, 1, . . . , n that
are uniformly spaced with step s, ai,j = a0 + s · j, controls the shape of the
activation functions. The step s, anchor points a0, and n are predetermined
hyperparameters, and therefore ai,j are predetermined values for which
the output values bi,j are learnable parameters. Linear-interpolation-based
function is defined as

f (zi) =
1
s
(
bi,j
(
ai,j+1 − zi

)
+ bi,j+1

(
zi − ai,j

))
, ai,j ≥ z ≥ ai,j+1, (4.473)

where ai,j are hyperparameters defined by the step s and initial point a0

shared for all points and bi,j are trainable parameters for each neuron i [1186].
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Wang, Liu, and Foroosh used a0 = −12, step s = 0.1 and n = 240 to cover
the interval [−12, 12] using 241 anchor poiints for each neuron. Therefore,
for any input value between ai,j and ai,j+1, the output is linearly interpolated
from bi,j and bi,j+1 [1186]. However, such a definition might lead to unstable
gradients [1186]; therefore, a variant of LuTU with cosine smoothing was
also proposed. The smoothing function is defined as

r(x, τ) =

 1
2τ

(
1 + cos

(
π
τ x
))

, −τ ≥ x ≥ τ,

0, otherwise,
(4.474)

where τ is a hyperparameter controlling the period (2τ) of the cosine function
[1186]. The smoothed variant of the LuTU is then defined as

f (zi) =
n

∑
j=0

yjr
(
zi − ai,j, ts

)
, (4.475)

where t is an integer defining the ration between τ and s [1186]. The formula
in Eq. (4.475) can be further simplified as it is not necessary to sum over all
j ∈ {0, 1, . . . , n} as the smoothing function has a truncated input domain,
more details in [1186].

4.3.46 Maxout unit

Maxout unit returns the maximum of multiple linear functions per each unit
i [1191]:

f (zi) = max
k∈{1,...,K}

wk
i zi + bk

i (4.476)

where K is the number of linear functions. The maxout unit can also be used
directly on inputs of the neuron as shown in [1191] (by replacing wk

i zi with
xT

i wk
i where xi ∈ Rd is the vector of individual inputs to a neuron i and

w ∈ Rd are trainable weights [1191]) but the equation presented here uses
only the hidden state for simplicity. The advantage of maxout unit is that it is
a universal approximator of a convex function [873, 1191]; however, it cannot
learn non-convex functions [873] and introduces a high number of additional
parameters per neuron [873, 1191]. While some works show that maxout unit
perform superiorly [1191, 1192], other experiments show that ReLU, which
is a special case of maxout, performs better [1193]. Furthermore, since the
maxout unit is more complex than regular ReLU, the training is relatively
slower [1193].

Empirical comparison of the maxout unit with ReLU, LReLU, SELU and
tanh is available in [1193]; with ReLU, tanh, sigmoid and VLReLU in [868].
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4.3.47 Adaptive blending unit (ABU)

An approach mixing several activation functions was described in [1194]
where adaptive blending unit (ABU) was introduced. The ABU is a weighted
sum of several predefined activations [1194]. It is defined as

f (zl) =
n

∑
j=0

aj,l gj(zl), (4.477)

where gj(zl) is an activation function from a pool of n activation functions
and aj,l is a weighting parameter that is trained for each layer l and activation
function gj(zl). The ABU was first proposed as a special case of a general
framework called TAF already in 1997 [1009]. The blending weights aj,l
are initialized to 1

n but are then trained alongside the weights of the NN
[1194]. Sütfeld et al. used tanh, ELU, ReLU, swish, and the identity as the
pool of activation functions gj but they admit that no exhaustive search was
performed to select this set and that there might be other pools that perform
better [1194]. This approach was also used in [889] where ReLU, logistic
sigmoid, tanh, and softsign activation functions were used.

However, similar approach was already proposed in [1186] where Wang,
Liu, and Foroosh inspired by the mixture of Gaussian unit (MoGU) (see Sec-
tion 4.3.47.10) generalized the concept to mixing several different activation
functions

f (zi) =
n

∑
j=0

ai,jgj(zi − bi,j), (4.478)

where gj(zi) is an activation function from a pool of n activation functions, ai,j
is a trainable weighting parameter of the function gj(zi) and bi,j is a trainable
parameter controlling the vertical shift of the function gj(zi) for each neuron
i [1186]. Furthermore, if gj(zi) already contains a way for controlling its scale
or shift, the parameters ai,j and bi,j can be discarded [1186]. This approach is
identical to the ABU from [1194] if bi,j = 0 and the parameters are shared by
all neurons in the same layer and not learned for each neuron separately.

A very similar approach was proposed in [1195], where Manessi and Rozza
use a linear combination of activation functions from a selected pool as the
final activation function. The difference from the ABU is that the weights
are constrained such that they sum up to 1 [1194, 1195]. Manessi and Rozza
uses analyses the linear combination of identity, ReLU, and tanh activation
functions [1195]. Sütfeld et al. analyzed the performance of unconstrained
ABUs and ABUs with various constraints such as ∑n

j=0 aj,l = 1, ∑n
j=0
∣∣aj,l
∣∣ = 1,

and two approaches enforcing ∑n
j=0 aj,l = 1 and aj,l > 0 — clipping of

negative values aj,l before normalization and softmax normalization [1194].
It was found that the unconstrained ABU works the best on average on the
selected tasks; however, some of the constrained variants performed better
than the unconstrained ABU for particular tasks [1194].

Another variant of ABU (called by Klabjan and Harmon activation ensemble)
was proposed in [1196] — the final activation is a weighted sum of activation
functions; the weighting coefficients has to sum-up to 1 (similarly to [1195]).
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However, unlike in the work [1195], the individual activation functions are
scaled before the weighting to the interval [0, 1] using min–max scaling [1196]:

hj(z) =
gj(z)− mink

(
gj (zk)

)
maxk

(
gj (zk)

)
− mink

(
gj (zk)

)
+ ϵ

, (4.479)

where gj are individual activation functions, ϵ is a small number and k goes
through all training samples in a minibatch.The final output is

f (zi) =
n

∑
j=0

aj,ihj(zi), (4.480)

where aj,i is a weight for each neuron i and activation function j, n is the
total number of the individual activation functions in the ABU; the weights
aj,i ∈ [0, 1] are constrained such that

n

∑
j=0

aj,i = 1. (4.481)

4.3.47.1 Trainable compound activation function (TCA)

The trained compound activation function (TCA) [1197] is an AAF similar
to the ABU [1194] and especially to its variant with the bias (see Eq. (4.478))
[1186]; however, unlike the form from Eq. (4.478) it uses horizontal scaling
instead of the vertical. It was defined in [1197] as

f (zi) =
1
k

k

∑
j=1

f j
(
exp

(
ai,j
)

zi + bi,j
)

, (4.482)

where k is the number of mixed functions and ai,j and bi,j, j = 1, . . . , k, are
scaling and translation trainable parameters for each neuron i and function j
[1197]. The TCA was found to improve the performance of RBMs and DBNs
[1197].

Later, Baggenstoss introduced a TCA also with vertical scaling parameters
in [1198]. This slightly different variant is denoted as trained compound
activation function variant 2 (TCAv2) throughout this work. TCAv2 is defined
as

f (zi) =
∑k

j=1 exp
(
ai,j
)

f j
(
exp

(
bi,j
)

zi + ci,j
)

∑k
j=1 exp

(
ai,j
) , (4.483)

where k is the number of mixed functions and ai,j, bi,j and ci,j, j = 1, . . . , k, are
scaling and translation trainable parameters for each neuron i and function j
[1198].

4.3.47.2 Average of a pool of activation functions (APAF)

An average of a pool of activation functions (APAF) was used in [1199]; the
output is defined as

f (zi) =
∑n

j=0 aj,ihj(zi)

∑n
j=0 aj,i

. (4.484)
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Liao used the ReLU, logistic sigmoid, tanh, and the linear functions as the
candidate functions in the pool [1199]. This approach was also used in [889].

4.3.47.3 Gating adaptive blending unit (GABU)

Yet another approach previously proposed employs a gated linear combina-
tion of activation functions for each neuron [1013] — the variant is called
gating adaptive blending unit (GABU) throughout this work. This allows
each neuron to choose which activation function (from an existing pool) it
may use to minimize the error [1013]. A similar method uses just binary
indicators instead of the gates [1200]. The gating variant of ABU from [1013]
is defined as

f (zi) =
n

∑
j=0

σ
(
aj,i
)

gj(zi), (4.485)

where σ
(
aj,i
)

is the logistic sigmoid function acting as gating function and
aj,i is a trainable parameter controlling the weight of the activation function
gj for each neuron i.

4.3.47.4 Deep Kronecker neural networks

The concept of ABUs was further generalized in the framework of Deep
Kronecker neural networks (DKNNs) [1201], which provides an efficient
way of constructing wide networks with adaptive activation functions while
keeping the number of parameters low [1201]. DKNNs are equivalent to the
feed-forward neural networks with an adaptive activation function f defined
as

f (zl) =
n

∑
j=0

al,jgj(bl,jzl), (4.486)

where zl is a preactivation of a neuron from a layer l, al,j and bl,j are either
trainable or fixed parameters and gj, j = 1, . . . , n are fixed activation functions
[1201].

4.3.47.5 Rowdy activation functions

Rowdy activation functions are a general class of activation functions that is a
special case of DKNNs (see Section 4.3.47.4). A rowdy activation function is a
DKNNs with any activation function (e.g., ReLU) that is the function g0 from
Eq. (4.486) and n other functions that are defined as

gj(zl) = c · sin (jczl) , (4.487)

or

gj(zl) = c · cos (jczl) , (4.488)

where c ≥ 1 is a fixed scaling factor and j = 1, . . . , n [1201]. The rowdy
activation functions introduce highly fluctuating, non-monotonic terms that
remove saturation regions from the output of each layer in the network [1201]
similarly as does the stochastic noise in [1029].
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4.3.47.6 Self-learnable activation function (SLAF)

The SLAF [1202] can be considered to be a special case of the ABU where the
function gj(zi) are increasing powers of zi:

f (zi) =
k−1

∑
j=0

ai,jz
j
i , (4.489)

where ai,j are learnable parameters for each neuron i and k is a hyperparame-
ter defining the number of elements in the polynomial expression [11, 1202].
However, since the gradient is proportional to zi and its powers, Goyal, Goyal,
and Lall used mean-variance normalization over the training sample to avoid
exploding or vanishing gradients [1202]. A similar concept was analyzed in
[1203], where it was applied to the output neuron only. A similar approach
was used independently in [1204], where authors used the equivalent of
SLAF with k = 6. A quadratic variant (i.e., SLAF with k = 2) was used in
[1205].

4.3.47.7 Chebyshev polynomial-based activation function (ChPAF)

A Chebyshev polynomial-based activation function (ChPAF) was proposed
in [1206]. The function is defined as

f (z) =
k

∑
j=0

ajCj(z), (4.490)

where aj, j = 0, . . . , k are learnable parameters shared by a whole network, k
is a fixed hyperparameter denoting the maximum order of used Chebyshev
polynomials, and Cj(z) is a Chebyshev polynomial of order j defined as

Cj+1(z) = 2zCj(z)− Cj−1(z) (4.491)

with starting values C0(z) = 1 and C1(z) = z [1206]. Deepthi, Vikram, and
Venkatappareddy used polynomials of a maximum order of 3 in their experi-
ments [1206]. The Chebyshev activation function was found to outperform
several activation functions including ReLU, ELU, mish and swish while
retaining fast convergence using the CIFAR-10 dataset [243] as shown in
experiments [1206].

4.3.47.8 Legendre polynomial-based activation function (LPAF)

A Legendre polynomial-based activation function (LPAF) was used for the
study of approximations of several non-linearities in [1207]. The activation is
a linear combination of Legendre polynomials and is defined as

f (z) =
k

∑
j=0

ajGj(z), (4.492)

where aj, j = 0, . . . , k are learnable parameters shared by a whole network, k
is a fixed hyperparameter denoting the maximum order of used Legendre
polynomials, and Gj(z) is a Legendre polynomial of order j defined as

Gj+1(z) =
2k + 1
k + 1

zGk(z)−
k

k + 1
Gk−1(zi), (4.493)
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with starting values G0(z) = 1 and G1(z) = z [1207]. The LPAF was found to
outperform ELU, ReLU, LReLU, and softplus on the MNIST [45] and Fashion
MNIST [950] datasets [1207].

4.3.47.9 Hermite polynomial-based activation function (HPAF)

The Hermite polynomial-based activation function (HPAF) [1208] is an AAF
similar to ChPAF and LPAF but it used the Hermite polynomials instead. It
is defined as

f (z) =
k

∑
j=0

ajHj(z), (4.494)

where aj is a trainable parameter and Hj(z) is the Hermite polynomial

Hj(z) = (−1)j exp
(
z2) dj

dzj

(
exp

(
−z2)) , j > 0 (4.495)

and

H0(z) = 1. (4.496)

4.3.47.10 Mixture of Gaussian unit (MoGU)

The mixture of Gaussian unit (MoGU) was proposed in [1186] as a byproduct
of analysis of the behavior of the LuTU unit (see Section 4.3.45) as the shape
of learned activation units with the cosine smoothing mostly composed of a
few peaks and valleys [1186]. The MoGU is defined as

f (zi) =
n

∑
j=0

ai,j√
2πσ2

i,j

exp

(
−
(
zi − µi,j

)2

2σ2
i,j

)
, (4.497)

where ai,j, σi,j, and µi,j are trainable parameters for each neuron i and Gaussian
j from the mixture [1186]. The parameter ai,j controls the scale, σi,j controls the
standard deviation, and µi,j controls the mean of the Gaussian j for neuron i
[1186].

4.3.47.11 Fourier series activation

The Fourier series activation (FSA) was proposed in [1199]. It is defined as

f (zi) = ai +
r

∑
j=1

(
bi,j cos (jdizi) + ci,j sin (jdizi)

)
, (4.498)

where ai, bi,j, ci,j, di are trainable parameters for each neuron i, and r is a
fixed hyperparameter denoting the rank of the Fourier series [1199]; Liao
used r = 5 throughout his experiments.
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4.3.48 Padé activation unit (PAU)

Padé activation units (PAUs) [1209] are adaptive activations based on the
Padé approximant [1210, 1211]. The PAU is defined as

f (z) =
∑m

j=0 ajzj

1 + ∑n
k=1 bkzk , (4.499)

where m and n are hyperparameters denoting the order of the polynomials
and aj, j = 0, . . . , m and bk, k = 1, . . . , n are trainable parameters that are
globaly shared by all units [1209]. While the Padé approximation could be
used to approximate particular activation function, the parameters aj and
bk are optimized freely with other weights of the neural network [1209].
This PAU variant was for reinforcement learning in [1212] where Delfosse
et al. observed that rational functions might replace some of the residual
blocks in ResNets. To avoid numerical instabilities, a safe PAU ensures that
the polynomial in the denominator cannot be zero [1209]; it is defined as

f (z) =
∑m

j=0 ajzj

1 + |∑n
k=1 bkzk|

. (4.500)

The hyperparameters were set to m = 5 and n = 4 in experiments in [1209].
The notion of using rational functions in activations was further analyzed
in [1213] where authors used activation function equivalent to Eq. (4.499)
with distinct parameters for each layer to learn rational neural networks; the
safe variant of PAU (Eq. (4.500)) was not used as it results in non-smooth
activation function and expensive calculation of gradient during training
[1213]. Boulle, Nakatsukasa, and Townsend used low degrees m = 3 and
n = 2 in their work [1213]; this is in contrast to [1214] where rational functions
of higher orders were used in a graph neural networkss.

4.3.49 Randomized Padé activation unit (RPAU)

The PAU can be extended similarly as RReLU extends ReLU, resulting in ran-
domized Padé activation unit (RPAU) [1209]. Let C = {a0, . . . , am, b0, . . . , bn}
be coefficients of PAU activation (see Section 4.3.48). Then an additive noise is
introduced into each coefficient cj ∈ C during training for every input zk such
that cj,k = cj + zj,k, where zj,k ∼ U(lj, uj), lj = (1 − a)cj and uj = (1 + a)cj
[1209]. This results in RPAU:

f (zk) =
c0,k + c1,kzk + c2,kz2

k + . . . + cm,kzm
k

1 +
∣∣cm+1,kzk + cm+2,kz2

k + . . . + cm+n,kzn
k

∣∣ , (4.501)

where zk is output of a unit for training input k [1209].

4.3.50 Enhanced rational activation (ERA)

The enhanced rational activation (ERA) [1215] function is very similar to the
original PAU (see Section 4.3.48); however, Trimmel et al. note similarly as
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Boulle, Nakatsukasa, and Townsend that the safe version of PAU is costly to
compute whereas the original PAU has undefined values on poles (values of
z where the denominator in PAU is equal to zero). To avoid both the poles
and the use of absolute value, a modified rational function without the poles
is used [1215]. The ERA is defined as

f (z) =
P(z)

QC(z)
=

∑m
j=0 ajzj

ϵ + Πn
k=1

(
(z − ck)

2 + d2
k

) , (4.502)

where aj, j = 0, . . . , m, ck, and dk, k = 1, . . . , n are trainable parameters for
each layer and ϵ > 0 is a small number helping to avoid numerical instabilities
when dk are small [1215]. In practice, Trimmel et al. used ϵ = 10−6 [1215].
The ERA in Eq. (4.502) can be rewritten using partial fractions, which reduces
the number of operations and, therefore, leads to more efficient computation
[1215]. Trimmel et al. used m = 5 and n = 4 for their experiments.

4.3.51 Orthogonal Padé activation unit (OPAU)

The orthogonal Padé activation unit (OPAU) is an extension of the PAU
proposed in [1216]. It is defined as

f (z) =
∑m

j=0 ajri(z)
1 + ∑n

k=1 bkrk(x)
, (4.503)

where aj, j = 0, . . . , m and bk, k = 1, . . . , n are trainable weights, m and n are
fixed parameters, and rj(z) belongs to a set of orthogonal polynomials [1216].
The sage OPAU is defined79 as

f (z) =
∑m

j=0 ajri(z)
1 + ∑n

k=1 |bk| |rk(x)| , (4.504)

with identical parameters as the OPAU from Eq. (4.503) [1216]. Biswas, Baner-
jee, and Pandey used six bases for orthogonal polynomials — Chebyshev
polynomials (two variants), Hermite polynomials (also two variants), La-
guerre, and Legendre polynomials — as shown in Table 4.2.

4.3.52 Spline interpolating activation functions

More complex approaches include spline interpolating activation functions
(SAFs) [653, 1012, 1015, 1217–1228], which facilitate the training of a wide
variety of activation functions using interpolation. One common example is
the cubic spline interpolation that was used in [1015]. The SAFs are controlled
by a vector q ∈ Rk of internal parameters called knots, which are a sampling
of the AF over k representative points [1015]. The output is computed using
a spline interpolation using the closest knot and its p rightmost neighbors;
p = 3 results in cubic interpolation [1015]. Spline-based activation functions
were also used in the ExSpliNet — an interpretable approach combining

79 Using notation as described in the original article by Biswas, Banerjee, and Pandey [1216].
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polynomial definition

Chebyshev (first kind) r0(z) = 1, r1(z) = z, rn+1(z) = 2zrn(z)−
rn−1(z)

Chebyshev (second
kind)

r0(z) = 1, r1(z) = 2z, rn+1(z) = 2zrn(z)−
rn−1(z)

Laguerre r0(z) = 1, r1(z) = 1 − z, rn+1(z) =
(2n+1−z)rn(z)−nrn−1(z)

n+1

Legendre rn(z) = ∑
[ n

2 ]
k=0 (−1)k (2n−2k)!

2nk!(n−2k)!(n−k)zn−2k

Probabilist’s Hermite rn(z) = (−1)n exp
(

z2

2

)
dn

dzn

(
exp

(
− z2

2

))
Physicist’s Hermite rn(z) = (−1)n exp

(
z2) dn

dzn

(
exp

(
−z2))

Table 4.2: Polynomial bases used in OPAU
List of polynomial bases used in the OPAU taken [1216]. The Cheby-
shev polynomials and the Laguerre polynomial have recurrent definitions;
whereas the Legendre and the Hermite polynomials are defined by a single
expression.

neural networks and ensembles of probabilistic trees [1229]. A set of fixed but
highly redundant knots for spline interpolation was used in [1220], where
the authors then relied on the sparsifying effect of L1 regularization to nullify
the coefficients that are not needed [1220]. Spline flexible activation functions
were used for sound synthesis in [1230]. The usage of splines led to the
creation of b-spline-based neural networks, e.g., [1231].

Similar to the SAF is the piecewise polynomial activation function (PPAF)
[1232] that is also defined by a number of points where the function switches
from one polynomial to another [1232]. López-Rubio et al. used zeroth-order,
first-order, and third-order polynomials for the piecewise function [1232]; for
example, zeroth-order PPAF uses step function and is defined as

f (zi) =


0, zi < qi,1,
k
m , qi,k ≤ zi < qi,k+1,

1, zi ≥ qi,m,

(4.505)

where m − 1 is the number of controlling points qi,k of a neuron i, k ∈
{1, 2, . . . , m − 1} [1232]. The position of control points is determined using
the learning procedure outlined in [1232].

If there are no constrains and the AF is limited to linear splines, the AF can
be also defined using one hidden layer with ReLUs [1226]:

f (zi) =
K

∑
k=1

ai,kReLU (bi,kzi + ci,k) , (4.506)

where K ∈ N and ai,k, bi,k, and ci,k are trainable parameters [1226].
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4.3.53 Truncated Gaussian unit (TruG)

A truncated gaussian unit (TruG) [1233] is a unit in a probabilistic framework
that is able to well approximate sigmoid, tanh, and ReLU. It is controlled by
truncation points ξ1 and ξ2 and under the probabilistic framework described
in [1233] is defined as

E(h|z, ξ1, ξ2) = z + σ
ϕ
(

ξ1−z
σ

)
− ϕ

(
ξ2−z

σ

)
Φ
(

ξ1−z
σ

)
− Φ

(
ξ2−z

σ

) , (4.507)

where ϕ(x) is the probability density function (PDF) of a univariate Gaussian
distribution with mean z and variance σ2 and Φ(x) its CDF [1233]. The
truncation points can be either selected manually or tuned with the rest of
the weights [1233].

4.3.54 Mollified square root function (MSRF) family

Pan et al. used a smoothing approach on piecewise linear AFs to create a
whole new family of AFs in [904]. The approach is based on the mollified
square root function (MSRF) method. This smoothing approach was first
used in [905] and then in the SquarePlus AF in [1234], which inspired Pan
et al. in the creation of the MSRF family of AFs.

For example, the absolute value |x| is not differentiable at x = 0, but it can
be regularized by mollification as

|x|ϵ =
√

x2 + ϵ, (4.508)

where ϵ is a small positive parameter and limϵ→0+ |x|ϵ = |x| [904].

4.3.54.1 SquarePlus

The SquarePlus [1234] is the first AF that used the mollification procedure
described in Section 4.3.54 above. It is defined as

f (z) =
1
2
(z + |z|ϵ) =

1
2

(
z +

√
z2 + ϵ

)
. (4.509)

The SquarePlus is very similar to the softplus (see Section 4.2.17) for ϵ =

4 (ln (2))2 and they produce identical outputs at z = 0 [904].

4.3.54.2 StepPlus

As the SquarePlus approximates the ReLU, the StepPlus approximates the
step function (see Section 4.2.1) similarly as the logistic sigmoid does [904]. It
is defined as

f (z) =
1
2

(
1 +

z
|z|ϵ

)
. (4.510)

The sign function is smoothed into the BipolarPlus AF [904]

f (z) =
z
|z|ϵ

. (4.511)
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4.3.54.3 LReLUPlus

A smoothed variant of the LReLU called LReLUPlus is defined as

f (zi) =
1
2
(zi + aizi + |(1 − ai) zi|ϵ) , (4.512)

where |x|ϵ is the MSRF procedure [904] described in Section 4.3.54 and ai is a
fixed or trainable parameter.

A function equivalent to the LReLUPlus was independently proposed in
[1025] under the name SMU-1. The only difference was that Biswas et al. used
parameter µ that is the square root of ϵ from Section 4.3.54: ϵ = µ2.

4.3.54.4 vReLUPlus

The vReLUPlus [904] is a MSRF smoothed variant of the vReLU (see Sec-
tion 4.2.6.25); it is defined as

f (z) = |z|ϵ . (4.513)

4.3.54.5 SoftshrinkPlus

The smoothed variant of the Softshrink (see Section 4.2.6.23) is named Soft-
shrinkPlus80 [904] and is defined as

f (z) = z +
1
2

(√
(z − a)2 + ϵ −

√
(z + a)2 + ϵ

)
, (4.514)

where a is a fixed parameter similar to the original Softshrink’s thresholding
parameter [904].

4.3.54.6 PanPlus

The MSRF procedure can be also used to smooth the pan AF (see Sec-
tion 4.2.6.26) [904]; the resulting PanPlus [904] is defined as

f (z) = −a +
1
2

(√
(z − a)2 + ϵ +

√
(z + a)2 + ϵ

)
, (4.515)

where a is a fixed thresholding parameter of the pan function [904].

4.3.54.7 BReLUPlus

The BReLUPlus [904] is a MSRF smoothed variant of the BReLU (see Sec-
tion 4.2.6.16) defined as

f (z) =
1
2
(1 + |z|ϵ − |z − 1|ϵ) . (4.516)

80 Pan et al. named the function STFPlus originally [904].
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4.3.54.8 SReLUPlus

Another smoothed AF is the SReLUPlus which is the smoothed variant of
the SReLU (see Section 4.3.32) [904]; it is defined as

f (zi) = aizi +
1
2
(ai − 1) (|zi − ti|ϵ − |zi + ti|ϵ) , (4.517)

where ai has similar role as in the original SReLU and ti is a parameter for
symmetric variant of SReLU with ti = tr

i = tl
i [904].

4.3.54.9 HardTanhPlus

Similarly, the smoothed variant of the HardTanh (see Section 4.2.6.18) named
HardTanhPlus [904] is defined as

f (z) =
1
2
(|z + 1|ϵ − |z − 1|ϵ) . (4.518)

4.3.54.10 HardshrinkPlus

The smoothed variant of the Hardshrink (see Section 4.2.6.22) is named
HardshrinkPlus81 [904]; it is defined as

f (z) = z

1 +
1
2

 z − a√
(z − a)2 + ϵ

− z + a√
(z + a)2 + ϵ

 , (4.519)

where a is a fixed parameter with a similar function as in the Hardshrink
[904].

4.3.54.11 MeLUPlus

Pan et al. also provided a smoothed variant of the MeLU (see Section 4.3.31);
however, the formula written in [904] is not the MeLU AF but rather its
single component ϕbjcj (zi). Nevertheless, the full smoothed MeLUPlus can
be obtained easily as the combination of the LReLUPlus and the smoothed
ϕPlus

bjcj
(zi) defined as

ϕbjcj Plus (zi) =
1
2

(
cj −

∣∣zi − bj
∣∣
ϵ
+

√(
cj −

∣∣zi − bj
∣∣
ϵ

)2
+ ϵ

)
, (4.520)

where bj and cj are the same parameters as in the MeLU.

4.3.54.12 TSAFPlus

The smoothed variant of the TSAF (see Section 4.3.36) named TSAFPlus [904]
is defined as

f (zi) =
1
ci
(|zi − ai + ci|ϵ + |zi − ai|+ |zi + bi − ci| − |zi − bi|) , (4.521)

where ai, bi, and ci have a similar role as in the original TSAF [904].

81 Pan et al. named the function HTFPlus originally [904].
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4.3.54.13 ELUPlus

Even the ELU (see Section 4.2.6.48) can be mollified into a "smoothed" variant
named ELUPlus [904]. The smoothed variant is defined as

f (z) =
1
2
(z + |z|ϵ) +

1
2

(
exp (z)− 1

a
+

∣∣∣∣exp (z)− 1
a

∣∣∣∣
ϵ

)
, (4.522)

where a is a fixed parameter82 with a similar function as in the ELU [904].

4.3.54.14 SwishPlus

The mollified variant of the swish (see Section 4.3.3.1) named SwishPlus [904]
is defined using the smoothed step function instead of the logistic sigmoid; it
is, therefore, defined as

f (z) = z · StepPlus (z) =
1
2

(
z +

z2

|z|ϵ

)
. (4.523)

4.3.54.15 MishPlus

The mollified variant of the swish (see Section 4.2.3.29) named MishPlus [904]
is defined using the BipolarPlus and SquarePlus as

f (z) = z · BipolarPlus (BipolarPlus (z)) . (4.524)

4.3.54.16 LogishPlus

The mollified variant of the logish (see Section 4.2.3.11) named LogishPlus
[904] is defined as

f (z) = z · ln (1 + StepPlus (z)) . (4.525)

4.3.54.17 SoftsignPlus

The mollified variant of the softsign (see Section 4.2.2.13) named SoftsignPlus
[904] is defined as

f (z) =
z

1 + |z|ϵ
. (4.526)

4.3.54.18 SignReLUPlus

Pan et al. provide a mollified version for an approximation of the SignReLU83

(see Section 4.2.6.32) in [904]. They approximate the SignReLU as

SignReLU(z) =
1
2
(z + |z|) + z − |z|

2 |1 − z|ϵ
. (4.527)

82 Pan et al. used variant with inverse parameter 1
a ; we have used the same parameter variant as

in the original ELU.
83 Pan et al. call it DLU throughout their work [904].
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Using the approximation, they then define the SignReLUPlus as

SignReLU(z) =
1
2
(z + |z|ϵ) +

z − |z|ϵ
2 |1 − z|ϵ

. (4.528)

4.3.55 Complex approaches

The network in network (NIN) [1072], which uses a micro neural network
as an adaptive activation function, represents a different approach. A combi-
nation of the NIN and maxout units called maxout-in-network (MIN) was
shown to have good performance in [1235]. A similar approach is the wide
hidden expansion (WHE) layer [1236], which is a sparselly connected layer
with several activation functions that is used in place of a traditional activation
function [1236].

Adaptive activation functions called NPF that are learned nonparametri-
cally were proposed in [1237] where a Fourier series basis expansion is used
for nonparametric estimation. Only one NPF is learned per filter in CNNs
while different activation is learned in each neuron of a fully connected layer
[1237]; the learning is in two stages where the network is first learned with
ReLUs in the convolution layers and NPF in all others and only then the
network is learned with all activation functions being the NPF [1237].

Yet another approach is learning activation functions using hypernetworks
[1238] resting in hyperactivations. The hyperactivation consists of two parts
— a shallow feed-forward neural network called activation network and a
hypernetwork, which is a type of neural network that produces weights for
another network [1238]. The hypernetwork is used for the normalization of
the activation network. A single hyperactivation is learned for each layer
in the neural network [1238]. A NN with a combination of more activation
functions was used in [1239].

The adaptive activation function might also be trained in a semi–supervised
manner [1240–1242].

4.3.55.1 Variable activation function (VAF)

Similarly to NIN, the variable activation function (VAF) subnetwork approach
uses simple activation functions to produce more complex behavior [1243];
the activation is replaced by a small subnetwork with one hidden layer with k
neurons and only one input and one output neuron [1243]. Specifically, VAF
is defined as

f (zl) =
k

∑
j=1

al,jg
(
bl,jzl + cl,j

)
+ al,0, (4.529)

where al,0, al,j, bl,j, and cl,j, j = 1, . . . , k, are trainable parameters for each layer
l and g(x) is an activation function such as tanh or ReLU that were used in
experiments with VAF in [1243]. The same concept of using subnetwork to
learn the activation function was also proposed under the name of activation
function unit (AFU) in [1244].
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4.3.55.2 Flexible activation bag (FAB)

The flexible activation bag (FAB) [1245] is an approach similar to NIN and
VAF as it uses a subnetwork to learn the AF for each layer l using a pool of
K activations fk (zl , al,k). It uses a shallow network with double head with
ReLU activation in the first layer; then there are two separate heads[1245].
The first head predicts the parameters al,k of the individual AFs fk (zl , al,k)
in the bag squashed by a sigmoid AF, then the parameters are mapped
into a valid range of each of the parameters [1245]. The second head is a
selective head for selecting an appropriate AF by producing a score sl,k — it
can be either discrete or continuous resulting in soft or hard selection [1245].
Klopries and Schwung used five selection methods — all of the functions are
used (sl,k = 1), hard selection, soft selection using logistic sigmoids, softmax
selection, and Gumber-Softmax [1246] selection [1245]. The bag of activations
used in the FAB consists of a constant function, linear function, exponential
function, step function, ReLU, step function, sine function, tanh, logistic
sigmoid, and Gaussian function (see [1245] for exact definitions with the
adaptive parameters). Then the output of FAB is assembled as

f (zl) =
K

∑
k=1

sl,k fk (zl , al,k) , (4.530)

where sl,k are the selection scores of fk; the al,k consists of parameters of the
function fk (the used AFs have from one to three parameters) and the fk are
the individual AFs from the bag of K functions [1245].

4.3.55.3 Dynamic parameter ReLU (DY–ReLU)

The dynamic parameter ReLU (DY–ReLU) (proposed under the name of
dynamic ReLU in [1034] but that collides with previously proposed DReLUs
in [1032, 1033]) is an activation function whose parameters are input depen-
dent [1034]. The concept of DY–ReLU is similar to the WHE in [1236] and
hyperactivations in [1238] as the DY–ReLU is an example of a hyperactivation.
The dynamic activation function has two components — hyperfunction that
computes parameters for the activation function and the activation function
itself [1034]. The DY–ReLU piecewise linear function is computed as the
maximum of multiple linear functions [11]. It is defined as

f (zi) = max
1≤k≤K

(ai,kzi + bi,k) , (4.531)

where K is a hyperparameter and ai,k and bi,k are coefficients determined by
the hyper function θ(z) using all inputs zi [1034]. The hyperfunction θ(z)
is a light-weight neural network [1034]. The parameters generated by the
hyperfunction θ(z) can be different for each filter i, or they can be shared in
the whole layer [1034]. The DY–ReLU can be considered as a dynamic and
efficient variant of Maxout (see Section 4.3.46) [1034].

4.3.55.4 Random NNs with trainable activation functions

A very different approach based on adaptive activation functions is presented
in [1247] where a neural network with random weights is initialized, and
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the weights are not trained, but the activation functions are trained instead.
The activation functions in [1247] are polynomial activation functions and are
trained separately for each hidden neuron with random weights first; only
then the weights of the output layer are estimated [1247]. Ertuğrul used five
different adaptive variants of activation functions:

f (zi) =
1

1 + exp (−aizi − bi)
, (4.532)

f (zi) = sin (aizi + bi) , (4.533)

f (zi) = exp (−ai||zi − bi||) , (4.534)

f (zi) =

1, aizi + bi ≤ 0,

0, otherwise,
(4.535)

and

f (zi) =
√
||zi − ai||2 + b2

i , (4.536)

where ai and bi are trainable parameters [1247].

4.3.55.5 Kernel activation function (KAF)

A kernel activation function (KAF) [1248] is a non-parametric function that
uses kernel expansion together with a dictionary to make the activation
flexible [11]. The KAF uses a weighted sum of kernel terms:

f (zi) =
D

∑
j=1

ai,jκ
(
zi, dj

)
, (4.537)

where D is a fixed hyperparameter, ai,j are mixing coefficients and dj, j =
1, . . . , D are called dictionary elements and κ(zi, dj) : R × R → R is 1D kernel
function — Scardapane et al. consider only ai,j trainable and the dictionary
elements dj are uniformly spaced around zero [1248]. This has the advan-
tage that the resulting model is linear in its parameters and, therefore, can
efficiently optimized [1248].

The kernel function κ(z, dj) used in [1248] is the 1D Gaussian kernel defined
as

κ(z, dj) = exp
(
−γ

(
z − dj

)2
)

, (4.538)

where γ ∈ R is a fixed parameter called the kernel bandwith [1248]. Scardapane
et al. recommend setting the kernel bandwidth to

γ =
1

6∆2 , (4.539)
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where ∆ is the distance betwen the grid points as adapting γ through back-
propagation did not yield any gain in accuracy [1248]. The mixing coefficients
ai,j can be initialized either randomly from a normal distribution — this
provided good diversity for the optimization process [1248] — or using
kernel ridge regression to approximate an activation function of choice [1248].
Scardapane et al. also proposed 2D-KAF that works over all possible pairs of
incoming values and uses 2D Gaussian kernel [1248].

An extension of the KAF approach was presented in [1249] where activation
function used was the sum of the KAF and RSigELU (see Section 4.2.7.15)
or KAF and RSigELUD (see Section 4.2.7.19). Kernel methods are becoming
more common in deep learning — e.g., fully kernected layers are replacing
fully connected layers with a kernel-based approach in [1250].

4.3.56 SAVE-inspired activation functions

Brad produced several AF that are, supposedly, motivated by human behavior
in [1251]. These AFs were created using the SAVE method [1252] and are
mostly variations of the AFs listed above. For completeness’ sake, a list
of these AFs is included in our work in Table 4.3 also with the real-life
motivations listed in [1251] — however, no deeper analysis or objective
evaluation of these AFs was not provided in [1251].

4.4 neural network architectures with parallel connections

Neural networks are often not as homogeneous as the D–GEX networks
and often include multiple parallel connections or units that are not directly
connected [69]. One of the simplest parallel architectures is the so-called
multi-column deep neural network (MCDNN) [1253, 1254], which is actually
an ensemble of individual "columns" which are separately trained NNs. Other
approaches include adding units that are composed of several parallel tracks,
which might even differ in the number of layers — e.g., the Inception modules
and their variants [52] for image classification. An important architecture with
parallel connection is represented by the ResNet family of networks [13] with
a residual skip connection, which adds the output of a layer to the output
of the layer above. Both described approaches are still being researched and
have resulted in networks such as Inception-ResNet [54] and DenseNet [838].

An approach similar to MCDNN is represented by Parallel Circuits (PCs)
[1255, 1256], which partitions a network into several parallel columns of
hidden layers that are not connected to each other. The PCs were developed
mainly to reach weight reduction for speeding up the computations. Since
PCs share an input and an output layer, the weight reduction occurs only
when the network has two or more hidden layers [1256]. The networks with
PCs were tested on five datasets from the UCI machine learning repository
[956]; however, the experiments were done using only a CPU, and thus only
small networks were tested — namely with 100 and 1,000 neurons. The
sparsity introduced by the PCs acted as a regularizer and helped to reduce
overfitting [1256].
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formula parameters principle from [1251]

a sin (bz + c) a, b, c activation of resonance

a tanh (bz + c) a, b, c activation of resonance

z + a a introduction of neutral elements

a (ReLU (z))b a, b action against the wolf-pack spirit

a exp (bz) a, b activation of centrifugal forces

a1ReLU ( f1(z)) + . . . + anReLU ( fn(z)) a1, . . . , an,
f1(z), . . . , fn(z)

application of multi-level connections

ReLU (z − a) a application of asymmetry

a1ReLU (z) + . . . + anReLU (z) a1, . . . , an harmonization of individual goals with
collective goal

az1−b a , b transformation for value-added

a (1 − exp (−bz)) a , b transformation for value-added

ReLU ( f (z)g(z)) f (z), g(z) application of prisoner paradox

ReLU
(

exp(z)
1

1+exp(−az)

)
a application of prisoner paradox

ReLU
(

az+b
cz+d

)
a, b, c, d application of shipwrecked paradox

Table 4.3: SAVE-inspired activations
The list of SAVE-inspired AFs from [1251].
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4.5 artificial data generation

Part of the presented experiments uses artificial data as those allow for
controllable scenarios and are therefore well suited for exploration of the
presented transformative adaptive activation function (TAAF). There are
many ways to generate artificial data — from the simple addition of random
noise to existing samples and thus enlarging the datasets or definition of the
sample distribution explicitly to the creation of highly nonlinear and complex
data patterns using artificial neural networks. This work will focus only on
the artificial data generated using neural networks since this is the method
that was used throughout this work.

4.5.1 Neural networks with random weights

Most commonly, one encounters neural networks with random weights
during initialization before training a neural network. The initial weights
need to be set to some value before training, and random initialization is
a common choice. This is because initializing all weights to the same value
(e.g., zero) can cause problems such as weight symmetry that could never
be broken during training, and therefore, it would result in getting stuck in
local optima during training [1257]; it can also be shown that random weight
initialization often gives a good starting point for optimization [1258]. More
thorough overviews of initialization approaches are available in [1257, 1259,
1260].

However, usage of random weights is not limited to the initialization phase;
neural networks with some random weights can often work as well (or
even better) than the trained networks or be less costly to train [1261, 1262].
Deep learning models can take a long time to train because of their complex
structure and large number of parameters. One solution is to use distributed
training and powerful accelerators [1263–1265]. Another solution is to train
only parts of the models and keep the rest fixed — either pretrained through
transfer learning [1266–1268] or with random weights [1261, 1269, 1270].
Neural networks with random aspects are also used for energy-constrained
devices, e.g., [1271].

In the cerebellum, which holds 80 % of all neurons in the human brain and
plays a crucial role in the learning of precise movements, the granular layer
receives and transforms various input signals to serve as the basis to generate
responses helping to control the muscles [1272, 1273]. Researchers suggest
that the mechanism of the transformation can be modeled using a random
recurrent network that can generate necessary signal transformation as long
as it operates in a state close to chaotic behavior [1272].

There are approaches where only a very small fraction of the weights
is random, as in [1274], where the only randomness comes from a mixing
weight a that is sampled from the interval [0, 1] and is used for stochastically
mixing two branches of a neural network which works as a regularization
approach.
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Neural networks with random weights are one possibility for nonlinear
data generation as even random weights lead to meaningful patterns or
extract good features [1275]. Neural networkss with random weights are
sometimes used when training the whole network would be too computa-
tionally costly and it has been shown random weights extract good features
as only retraining some of the top layers leads to comparative performances
to fully trained neural networks [1276–1286]. The usage of random weights
leads to a competitive performance and much faster training times compared
to networks that are fully trained, and it is sometimes used for processing
large-scale datasets [1281]. Reservoir computing is another name for similar
approaches where a reservoir is generated randomly, and the so-called readout
is then trained [1287]. There is also some evidence that a similar principle
might exist in the brain [1288–1290].

The random vector functional link networks (RVFLNs) are one such case
— they are a special class of a single hidden layer feed-forward neural net-
works that have the input layer connected both to the hidden layer and the
output layer [1270, 1279, 1291–1294]. The RVFLNs are one of the first exam-
ples found in the literature that researched the usage of random weights in
neural networks [1279, 1284]. The RVFLNs also represent one of the first
examples of skip-connections since the input layer is connected both to the
hidden layer and the output layer directly in a similar manner as ResNets
[13, 54] — the impact of skip-connections in RVFLNs is researched in [1295]
and was found to significant and positive. These networks can also be con-
sidered universal approximators under certain conditions [1293, 1294] and
also leverage the random weights to avoid the somewhat resource-costly BP
and gradient descents methods of feed-forward neural networks [1279, 1296].
While being less common than the feed-forward neural networks (FFNNs),
these networks are still being utilized — for example, for thermal environ-
mental prediction in [1296] — for their simplicity. They are being used for
semi–supervised learning [1297–1299] or distributed learning [1300] and their
applications include, for example, time-series classification [988], direction-of-
arrival estimation [1299], conditional probability densities prediction [1301],
biomedical classification [1302, 1303], effective solar power prediction [1304],
short-term electric load forecasting [1305], COVID-19 spread forecasting
[1306], face recognition [1303], handwritten digit recognition [1303], object
recognition [1303], text classification [1303], visual tracking [1307], modelling
thermal processes [1308], soft sensor modelling for sintering processes [1309],
molten iron quality [1310] and word recognition [1311]; more application
examples are available in [1280, 1295]. Few extensions of RVFLNs were pro-
posed; for example, parsimonious random vector functional link network
(pRVFLN) [1312], robust M-estimation-based RVFLN (M-RVFLN) [1310],
RVFLN with ϵ-insensitive Huber loss function (ϵ-HRVFLN) [1302], multi-
kernel RVFLN (MK-RVFLN) [1304], kernel RVFLN (K-RVFLN) [1308], MK-
RVFLN with evaporation-based water cycle based parameter optimization
(EVWCA-MKRVFLN) [1304], wavelet-coupled RVFLN (WCRVFLN) [1306],
ensemble incremental learning [1305], sparse pre-trained RVFLN (SP-RVFLN)
[1303], convolutional RVFLN (CRVFLN) [1307], and ensemble RVFLN based
on negative correlation learning [1309, 1313].
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A similar approach was used by Cao et al. in their variant of FFNNs with
random weights [1315], which resemble RVFLNs but are missing the direct
link from the input layer to the output layer [1314].

Stochastic configuration networks (SCNs) are an approach building up
on the RVFLNs [1316] that builds up the network incrementally by adding
hidden nodes and allows for fast convergence and good generalization perfor-
mance. The first SCNs were based on least square optimization that suffered
from scalability issues [1317], which resulted in so-called fast SCNs (FSCNs)
[1317] that use incremental method for fitting the weights of the output nodes
based on matrix decomposition and therefore have better performance when
the hidden layer has a significant number of nodes [1317]. SCNs are often
used in industrial applications — SCNs were, for example, used for prediction
of component concentrations [1318], intrusion signal recognition [1319], soft
sensor modeling [1320] of ammonia nitrogen concentration [1321], seawater
ammonia nitrogen concentration [1322], sulfur dioxide and hydrogen sulfide
concentration [1323], self-blast state detection [1324, 1325], industrial data
classification [1326], modeling submergence depth of a pumping well [1327],
fault diagnosis of power transformers [1328], and forecasting student learning
performance [1329].

Extensions of SCNs include locality preserving SCN (LPSCN) [1320], SCN
with rough set based attribute reduction (RS-SCN) [1322], SCN based on
genetic algorithms (GA-SCN) [1321], broad SCNs [1330], ensemble SCN
[1329], ensemble SCN based on negative correlation learning [1331] (similar
to [1313] but with SCNs instead of RVFLNs), SCN with self-attention learning
features [1326], SCN with hybrid bat-particle swarm optimization (G-BAPSO-
SCN) [1332], Bayesian robust SCN based on a mixture of the Gaussian
and Laplace distributions (MoGL-SCN) [1333], orthogonal SCN (OSCN)
for filtering low-quality hidden nodes [1334], robust SCN for dealing with
outliers or uncertainty [1335–1337], FSCN with an improved sparrow search
algorithm (ISSA-FSCN) [1338], SCN with dropout [1319], bidirectional SCN
(BSCN) [1339], chaotic sparrow search algorithm based SCN (CSSA-SCN)
[1340], deep SCN (DSCN) [1341], AdaBoost based DSCN [1342], adaptive
pruning regularization SCN (PRSCN) [1323], stochastic configured Bayesian
neural network (SCBNN) [1343], and FPGA implementation of SCNs that
was presented in [1344].

The ELMs are similar to RVFLNs; the hidden nodes are fixed and often
randomly initialized and not trained [1152]; only the output layer is trained,
and the ELM can be therefore thought of as linear models with nonlinear
features [1278, 1345]. Even from a theoretical point of view, single-hidden-
layer feedforward networks with random weights in the hidden layer are,
under certain conditions, also universal approximators the same as networks
with trainable weights as shown in [1346, 1347]. ELMs are also applicable in
semi-supervised and unsupervised contexts [1348]. ELMs can be used, for
example, image classification [1153, 1349, 1350], face recognition [1351–1355],
3D object recognition [1356], activity recognition [1357–1359], human gesture
recognition [1360, 1361], stock market forecasting [1362], sales forecasting
[1363], robot control [1364, 1365], location estimation [1366], wind speed
forecasting [1367], question subjectivity identification [1368], gene expression
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based classification [628], river suspended sediment load prediction [1369,
1370], fault diagnosis [1371, 1372], and compound classification [692].

The performance of an ELM variant on various benchmark datasets from
UCI repository [1373] is available in [1374]. ELM framework can be extended
for cross-domain learing through domain adaptation ELMs (DAELMs) [1375]
or to a multilayer neural network based one-class classification with ELM
(ML-OCELM) [1376]; other extensions include daptive semi-supervised ELM
(ASELM) [1368], kernel based ELM (K-ELM) [1377], online sequential ELM
(OS-ELM) [1378–1380], online sequential fuzzy ELM (Fuzzy-ELM) [1378],
structure-adjustable OS-ELM (SAO-ELM) [1379], dynamic forgetting factor
based OS-ELM algorithm (DOS-ELM) [1381] and its multilayer variant (ML-
DOS-ELM) [1381], fuzziness-based OS-ELM algorithm (FOS-ELM) [1382],
adaptive deep hybrid kernel extreme learning machine (ADHKELM) [1372],
hybrid radial basis function (RBF)-ELM NN [1153], incremental ELM (I-
ELM) [1383] and convex incremental ELM (CI-ELM) [1383], coiflet wavelet-
based optimization method-based ELM (cWOB-ELM) [1369, 1370], multi-layer
extreme learning machine (ML-ELM), hierarchical extreme learning machine
(H-ELM), densely connected (D-HELM) [1374], evolutionary optimized
ELM (ES-ELM) [1384], error minimized extreme learning machine (EM-ELM)
[1385], and bayesian extreme learning machine (BELM) [1386]. Wang et
al. proposed random convolution nodes (RCNs) in [1387] and used NNs
with RCNs for online sequential learning of respiratory motions; the output
weights were computed analytically using the ELM approach [1387].

More details about ELMs, their extensions, and applications are available
in reviews [1278, 1345, 1377].

The networks with random weights contain meaningful patterns, and it
is possible to extract subnetworks that have comparative performance as
networks of similar size but specifically trained for the task [1275, 1388];
therefore, the training might consist of selection of suitable subnetwork from
a larger, randomly initialized network instead of weight training using, for
example, some gradient descent method. In [1275], the authors show that
they are able to find a subnetwork of Wide ResNet-50 [55] with randomly
initialized weights that has a comparable performance to a smaller network,
ResNet-34 [13] while also having slightly lower number of parameters — the
work builds on top of [1389] where there are selected suitable subnetworks
but those are still trained to reach sufficient accuracy.

The No-Prop algorithm for training neural networks is presented in [1283],
and it is basically just using non-trainable, random weights of hidden neurons
and training the top-layer using the steepest descent method. The authors
show that such an approach is simpler and faster, and it often leads to
performance identical to complete optimization using the back-propagation
algorithm with gradient descent.

Not only does the last layer of a network or all of the layers have to be
trainable, but it can be shown that many other variants work well — for
example, also tunning a layer in the middle together with the last layer leads
to better performance than just tunning the last layer [1277]. Furthermore, if
one had selected only one block/layer for training, sometimes it is better to
train other parts than the last layer as well as shown in [1277] where authors
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compared training reported a network’s performance with respect to training
only certain blocks (DenseNet [838] and WRNs [55] were used). Another
possibility is to set the top layer to a fixed but not-random pattern as shown
in [1390] where the top layer was kept fixed, but other layers were trained
without significant impact on a network’s performance.

Since recurrent neural networks (RNNs) are harder to train than classical
FFNNs (e.g., due to the vanishing/exploding gradient [1391]), there are
approaches that introduce some randomness also to this particular class of
networks [1285, 1287]. The aforementioned reservoir computing (RC) [1290,
1392, 1393] is one such approach; a recurrent neural network called reservoir
is randomly weighted and remains unchanged during training. Then the
desired output signal is trained using the signals from the reservoir — the
simplest approach, echo state networks (ESNs) [1394–1398], models the target
signal as a linear combination of the signals from the reservoir using linear
regression with least-square objective [1287] while more complex approaches
might use quadratic programming to maximize margin in an SVM-like
manner [1399]. Another example of RC is a liquid state machine [1400–1402],
which is an independently discovered variant of ESNs first proposed in [1403].
RC is also used to model actual brain [1396, 1404], e.g. reservoir computing
was used to model the granular layer in cerebellum in [1272, 1273, 1405] —
the granular layer is the reservoir and long-term depression of the parallel
fiber–Purkinje cell connections is the learning rule [1273]. The research of
RC and ESNs themselves is often biologically motivated (e.g., [1406, 1407])
as it can offer insights into the brain [1396, 1404]. RC is also used to model
short-term memory (STM) [1397, 1408–1414] that is hypothesised to be due
to transient network activity [1408]. Nevertheless, it was found that NNs
optimized for memory tasks might differ significantly from NNs optimized
for prediction tasks [1415].

The effect of a deeply layered organization of RC models, an efficient RNN
architecture, was investigated in terms of both occurrence of multiple time-
scales and the increasing richness of the dynamics in [1416, 1417] and lead to
onset of deep echo state network (DeepESN) [1417–1420]. The deep layering
of recurrent models allows diversification of temporal representations in the
layers of the hierarchy, leading to an increase in short-term memory capacity
[1417] even though such layer stacking is just an architectural constraint — it
is equivalent to fully connected architecture, where some connections were
removed [1417]. The Deep ESNs have also less computational complexity
and better predictive performance than shallow, single-layer ESNs [1421].
The inter-layer connectivity in DeepESNs plays a significant role in an ESN
performance [1422]. The dynamical behavior of ESNs model is studied in
[1423–1426] for shallow ESNs and in [1427] for DeepESNs; the hyperparame-
ter optimization for ESNs models is studied in [1428]. A common usage of
RC, ESNs and DeepESNs is regression, timeseries prediction and sequence
processing [1429], e.g., [707, 1430–1452], but also classification [1453, 1454],
e.g. emotion recognition [1455], word recognition [1402], room classification
based on power consumption [1456], time series classification [1457–1461],
graph classification [1462], and reconstruction of missing data [1463]. Another
example is system modeling [1464] and identification [1465]. The more gen-
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eral RC models can be used, for example, for noisy image recognition [1466],
reconstruction of unmeasured dynamical system variables [1467], emulation
of chaotic systems with cryptography applications [1468], phoneme recogni-
tion [1469] and speech recognition [1470–1472], detection of epileptic seizures
[1473, 1474], continuous digit recognition in audio [1475], robot control [1476],
image classification [1471, 1477–1479], human action recognition in videos
[1480], attack detection in smart grids [1481],

Few extensions of the ESN approach are the polynomial ESNs (PESNs)
and their simplified variant (S-PESNs) [1431], variable memory length ESNs
(VML-ESNs) [1482], double-reservoir ESNs (DRESNs) [1432], ESNs opti-
mized using mutual information (MI-ESNs) [1483], deep belief echo state
networks (DBENs) [1434], multiple reservoirs echo state networks (MR-ESNs)
[1436], ESNs using differential evolution (ESN-DEs) [1437], particle swarm
optimized ESNs (O-ESNs) [1484], probabilistic ESNs (π-ESNs) for density
estimation [1455], leaky-integrator ESNs [1395, 1485], hybrid circle reser-
voir ESNs (HCR-ESNs) [1486], robust ESNs with correntropy induced loss
function [1487], sinusoidal ESNs (SESNs) [1488] for periodic source signals,
fast subspace decomposition echo state networks (FSDESNs) [1440], robust
echo state networks (RESNs) based on Bayesian framework [1441], functional
ESNs (FESNs) for time series classification [1457], time warp invariant echo
state networks (TWIESNs) [1489], support vector echo-state vector machines
(SVESMs) [1443], echo state graph neural networkss (ESGNNs) [1462, 1490].
There are also quantum reservoir computing extensions, e.g., [1491–1493].

Interestingly, RC can be efficiently implemented with a specialized hard-
ware based on optical and optoelectronical systems, which can accomplish
fast information processing with low energy consumption [1414], more exam-
ples and details are available in [1281, 1445, 1447, 1452, 1470, 1472, 1477, 1480,
1494–1520]. There are also integrated circuits and FPGA implementations
(or simulations of such approaches) of RC models, e.g., [1407, 1446, 1478,
1518, 1521–1526]; and atomic switch network implementations [1527]; another
approach to hardware implementation of RC is based on memristors [1528,
1529], which were shown to have good properties for a reservoir [1530], e.g.,
[1462, 1530–1537]. There are physical reservoirs [1538, 1539], for example,
electrolytes and ion-based liquids [1479, 1540–1544], other physical reservoirs
include nanomaterials [1281, 1545–1547], superconductors [1491, 1548–1550],
semiconductor-based memristors [1535–1537, 1551, 1552] Brief review of hard-
ware and physical implementations of RC is available in [1538] and in [1553]
where an intelligent matter is discussed as one of the goals of neuromorphic
computing.

The RC is well established from a theoretical point-of-view and works on
two main principles — the reservoir does a conversion of spatiotemporal
information into a spatial representation only, and it can be considered as
a short-term memory as the inputs’ influence will fade from the reservoir
state over time [1290, 1554, 1555]. It was also shown that there are classes of
RCs that are universal approximators [1556, 1557]. The RC approach can also
be formulated as nonlinear vector autoregression [1558] without the need
for an explicit reservoir with random weights resulting in next generation
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reservoir computing (NGRC) [1559]. More details about RC is available in
reviews [1285, 1290, 1560–1562].

A similar approach is also used for graph neural networkss [1563], which
utilizes random filters and adjusts the learning objective with regularized least
square loss in order to speed up the training and facilitate the training even
for very large graphs [1563]. Such an approach is called graph convolutional
networks with random weights (GCN-RW) [1563] and was first proposed for
node classification.

Another approach is the random weight NNs with trained activation func-
tion [1247], where the weights are kept random but the activation functions
in the hidden layers are trained using linear regression from a selected pool
of parameterized activation functions [1247].

Yet another application of random weights lies in ensemble learning. The
Kowsari et al. introduces a new method, called random multimodel deep
learning (RMDL), for selecting the best deep learning approach to solve classi-
fication problems [1269]. RMDL combines different deep learning techniques,
such as deep neural networks (DNNs), RNNs, and CNNs, using parallel
learning architecture to produce multiple random classification models. The
method is evaluated on various datasets, including both text and image
classification, and the results show that RMDL consistently outperforms
conventional approaches like naïve Bayes, SVM, or a single deep learning
model.

Neural networks with random weights are also helpful from a theoretical
point of view as it is quite hard to create a theoretical framework explaining
why neural networks work so well in practice [1262]. Neural networks with
random weights are set to the random matrix framework in [1564] and also
described in the context of other methods such as ridge regression.

4.5.2 Synthetic data generation

Neural networks can be used for generation of synthetic data as was already
briefly discussed in Section 4.1.2.2 where a NNs were used for generation or
augmentation of gene expression data. There are various reasons for gener-
ating data — from the need for data with known theoretical properties for
demonstration learning algorithms (e.g., [1565]), enlarging smaller datasets
through data augmentation [1566] to facilitate better learning and gener-
alization to a generation of entirely fake data [1567, 1568] for aesthetic or
other purposes [1569]. The line between data generation and other tasks such
as translation between domains (e.g., image-to-image [1570–1572] or text-
to-image [1573–1575] translation) is somewhat blurry since the translation
task can be thought of as conditional data generation on some input. There-
fore, there is no clear distinction between conditional data generation and
transforming or mapping tasks, as the same tasks can be solved by models
that are not primarily generative in the sense of allowing multiple different
samples generated conditionally on a single input and by models that allow
for unlimited sampling from the domain. A few examples of the former class
include style transfer using feed-forward CNNs [1576], style transfer using
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perceptual loss [1577], style transfer using generative adversarial network
(GAN) [1578, 1579],

The most important reasons for synthetic data generation/augmentation
are:

controllable complexity and properties
Most common examples of synthetic data are usually textbook examples
where the data are generated such that they exhibit simple, controllable
properties that are required for a demonstration of a principle and
usually nothing more, e.g., [1580]. Such data can be either simple points
on a plane or quite complex datasets with texts and images.

scarcity
Synthetic data are often used because real data are scarce (e.g., due to
costly manual annotation) and cannot be obtained in sufficient amount
necessary for solving a problem in a sufficient quality [1581–1584]. The
data can be either fully synthetic (e.g., [1583, 1585, 1586]) or augmented
(e.g., [1584] ) — the data can include real samples or be modifications
of real samples [1584, 1587]. Data augmentation is often used to limit
overfitting by producing more samples that are similar to the existing
data [1587] or when the class distribution is imbalanced, and the sam-
ples of minority class synthesized instead of oversampled (e.g., [1588,
1589]).

privacy
The data are often hard to obtain due to privacy considerations [1581,
1590] — the data exist but cannot be released. This can be solved by
fully synthetic datasets with similar properties or data anonymization
techniques that often include synthetic data (the simplest example is
the replacement of a person’s name by a made-up name). Data privacy
is important because even a learned model can leak private information
even if the original dataset is very closely controlled. The leaks through
the trained model might include data extractions, model inversions [1591,
1592] which falls under attribute inference [1593] (e.g., [1594–1597]),
membership inference attacks [1593, 1594, 1596, 1598–1604] and are closely
connected to concepts of differential privacy [1605–1609] and differentially
private learning [1610–1619]. However, even synthetic data generation
might lead to privacy leaks through an attack for disclosing whether the
data from certain target individuals were used in the data generation
[1620–1626]; therefore the protocol used for synthetic data generation
has to be carefully designed if the process uses real data that are very
confidential.

There are many domains that utilize synthetic or augmented data for
machine learning purposes.

There are a lot of approaches that use neural network for synthetic data
generation. Restricted Boltzmann machines (RBMs) [1627–1631] and deep
belief networks (DBNs) [1632–1635] are one of the earliest methods [1636] and
are followed by deep Boltzmann machines (DBMs) [1637] that can be seen as
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their extension. DBNs can also be used for extracting low-level features and
dimensionality reduction [1638, 1639]. There are few extensions of DBNs —
e.g., convolutional deep belief networks (CDBNs) [1635, 1640], mode isolation
s (MI-CDBNs) [1641]. RBMs are a member of more general class [1642] —
energy-based models (EBMs) (e.g., [1643, 1644]). An example of extension
of RBMs are energy-based dropout [1645], stream-based RBMs [1646], FE-
RBMs for classification [1647], Gaussian RBMs with binary auxiliary units
(GARBMs) [1648], and parallel ensemble of RBMs [1649].

The autoregressive models [1650–1656] explicitly estimate distribution
using modified autoencoder (AE) or recurrent architecture. An AE has two
parts — an encoder and a decoder. The encoder maps the input to a latent
variable z, and then the decoder maps the latent variable z back to the original
space [1657, 1658].

Variational autoencoders (VAEs) [291, 1659, 1660] extend the idea of gener-
ative autoregressive or autoencoder models even further. While the AEs are
learned to compress the input to a latent space, which then can be used for
sampling new samples, the latent variable is not regularized, and therefore,
it is hard to sample meaningful samples as there might not be parts of the
latent space that do not correspond to any data point. It is possible to use
the training data to estimate the distribution of samples in the latent space to
facilitate sampling of meaningful points, but this can be elegantly solved by
VAEs — the VAEs add constraint to the latent representation to regularize
the latent space. The VAEs impose a constraint that the latent distribution of
the inputs must follow a known, usually normal, distribution. Thanks to this
constraint, the VAEs are able to learn smooth latent representations of the
input data [1657, 1661]. Since the latent space follows such a distribution, the
sampling of new data points is easy. However, even VAEs have a shortcoming
— a sample generated by a VAE cannot often be consistently encoded [1662,
1663]. This issue was addressed by autoencoder VAEs (AVAEs) in which the
encoder part of a VAE is trained using a notion of self-consistency leading
to robust representations [1662]. There are also other VAE extensions, e.g.
S3VAE [1664], C-DSVAE [1665], VQ-VAE [293, 1666, 1667], S-VAE [1565],
VaDE [1668], NVISA [1669], InfoVAE [1670], β-VAE [1671], DRAW [1672],
NVAE [1673], purifying VAE (PuVAE) [1674], VT-STOWER [1675], and CE-
VAE [1580]. The VAEs can also be used to generate out-of-distribution data
that are not present in the original training data using style transfer [491].

VAEs were used, for example, for image generation [1666, 1667, 1670–1673,
1676], video generation [1664, 1666], audio generation [1666], gesture genera-
tion from audio [1677], image clustering [1668, 1669], image feature extraction
[1678], text clustering [1668], molecule clustering [1679], text style transfer
[1675], analysis of biological data [1680], and generating gene expression
samples [490, 491].

One of the well-known neural network techniques for synthetic data gener-
ation is a generative adversarial network (GAN) [1681]. GANs represent an
approach where a generative model is trained together with the discrimina-
tive model using real data in a competitive manner — the generative model
produces a synthetic sample, and the discriminative model then decides
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whether the sample is real or generated [1681]. More thorough reviews of
GANs, their extensions and applications are available in [451, 1682–1686].

GANs extensions include VAEGAN (combining VAEs and GANs) [1676],
Zero-VAE-GAN [1687], F-VAEGAN-D2 [1688], f-CLSWGAN [1689], Cycle-
GAN [1578, 1690], bicycle GAN [1691], edge adversarial GAN (EGAN) [1692],
StackGAN [1693] and its extension StackGAN++ [1694], GAWWN [1695],
SinGAN [1696, 1697], S2–GAN [1698], RDCGAN [1699], WGAN-GP [1589],
auxiliary classifier GAN (AC-GAN) [1700], transformer based GAN (Trans-
GAN) [1701], self-attention GAN (SAGAN) [1702], coupled GANs [1703],
selective transfer GAN (STGAN) [1579], gradient-guided dual-branch GAN
(GCD-GAN) [1704], GAN with residual inception modules (RI-GAN) [1705],
LeicaGAN [1574] utilising prior knowledge, attentional GAN [1706], GAN
with neural architecture search (AutoGAN)[1707], panoptic layout GAN (PL-
GAN) [1708], deep fusion GAN (DF-GAN) [1709–1711], CRPGAN [1712],
cross-modal attention gusion based GAN (CMAFGAN) [1713], graph GAN
(GGAN) [1714], fused GAN with attention mechanism (AM-GAN) [1715],
dual Generator attentional GAN (DGattGAN) [1716], ML-CGAN [1717], con-
trastive meta-learning GAN (CML-GAN) [1718], dual discriminator GAN
(D2GAN) [1719], dual discriminator weighted mixture GAN (D2WMGAN)
[1720], robust conditional GAN (RoCGAN) [1721], variance enforcing GAN
(VARGAN) [1722], dual-stream GAN with phase awareness (DPGAN) [1723],
geometry-aware GAN (GAGAN) [1724], GAN with residual partial mod-
ules (RePGAN) [1725], squeeze-excitation network-deep convolution GAN
(SE-DCGAN) [1726], example attention GAN (EA-GAN) [1727], hyperbolic
GAN (HGAN) [1728], partition-guided GAN [1729], and cascading residual–
residual attention GAN (CRRAGAN) [1730].

The common tasks for GANs are image generation [1569, 1636, 1676, 1684,
1697, 1699–1701, 1717–1720, 1724, 1731–1748], image generation from text
[1571, 1573, 1574, 1693–1695, 1706, 1709–1711, 1713, 1716, 1737, 1749–1765],
semantic image synthesis [1766], text-guided image editing [1758, 1767–1769],
image generation from embeddings [1688], image feature generation [1689],
single image animation [1696], novel view synthesis [1770], audio enhance-
ment [1723], audio-to-video [1771], image translation and editing [1578, 1691,
1712, 1726, 1768, 1772–1780] such as paint-to-image [1696], day-to-night [1571],
sketch-to-image [1571, 1737, 1765, 1781], RGB to hyperspectral image [1782],
image inpainting [1725, 1783–1789], restoration of ancient artworks, murals
and texts [1727, 1790–1796], medical image translation and enhancement
(fresh frozen samples to formalin-fixed, paraffin-embedding processed sam-
ples [1797], mapping one contrast to another in magnetic resonance imaging
(MRI) [1798, 1799], contrast computed tomography (CT) images to non-
contrast [1800], MRI-to-CT [1801], CT-to-MRI [1802], retinal images from
vessel trees [1780, 1803], tumor segmentation [1804–1808]) [1809–1813], sketch
extraction [1691, 1704], unsupervised image translation [1814] (more details
in review [1815]), image editing [1579, 1696, 1816], super-resolution [1730,
1791, 1792, 1811, 1813, 1817–1835], generation high-quality images with high
dynamic range [1836], image segmentation [1715], deblurring [1690, 1692,
1837–1842] and image haze removal [1705, 1782], and video editing [1778];
however, GANs can be also used password cracking [1843] (extended version
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[1844]), gene expression inference [14], improving fault diagnosis [1845, 1846],
defense against adversarial attacks [1847], learning data priors of 3D LiDAR
data [1848], 3D model generation and manipulation [1849–1854], Alzheimer’s
disease staging using structural MRI (sMRI) [1855], generation of gene expres-
sion data [454], data imputation [1856, 1857], solving jigsaw puzzles [1858],
texture generation [1714], image watermarking [1859], anomaly detection in
medical images [1860–1863], medical image fusion [1864], anomaly detection
in medical images [1865], object tracking [1866], and graph generation [1867].
It is also possible to translate networks learned for one task into networks
solving other tasks — e.g., an approach that uses unconditional GANs or
VAEs and uses them in conditional settings in [1868].

GANs are sometimes used for augmentation of the data and enlarging the
training dataset for other methods [1588, 1589, 1846, 1869–1874]. For example,
a GAN was used to augment simulated data that were used to supplement the
real measured data in [1869], to enlarge small datasets in [1875], to generate
synthetic samples for a minority class [1588, 1589, 1846, 1873, 1876–1878],
mammographic images [1863, 1879], and brain tumor images [459, 1880,
1881]. The data augmentation and image generation are especially useful in
medical fields [1874] where large datasets are often either costly to obtain or
the observed characteristic is rare; furthermore, the generated data are often
indistinguishable from data from real patients - e.g., generated SPECTs of
cerebral ischemia were shown to be very faithful [1882]. Another example of
dataset generation/augmentation in case there are only smaller datasets was
presented in [1748], where authors used GANs to generate more samples to
create an insulator image dataset.

There are other generative models, such as Plug and Play generative
networkss (PPGNs) [1883] that describe a more general framework where
there is a single generative network and a replaceable network that conditions
the generative network what to draw [1883].

A slightly different generative approach is represented by diffusion mod-
els (DMs) [1884, 1885], also called denoising diffusion probabilistic models
(DDPMs) [1575], that recently started to achieve state-of-the-art performance
on several tasks [1886]. Diffusion models work by gradual denoising process
[1886, 1887] — they first progressively destroy data by adding more and
more noise and then learn to reverse this process [1887]. Sampling of a new
sample is done by progressively denoising pure noise. Similarly to other
generative models, the DMs can be used for image synthesis [1569, 1886,
1888–1909], video synthesis [1910–1923], text-to-image generation [1763, 1769,
1894, 1898, 1907, 1908, 1923–1953], text-to-video generation [1912, 1919, 1922,
1954–1956], motion synthesis [1957], text-to-motion [1918, 1958–1962], image-
to-video [1963, 1964], image translation and editing [1892, 1894, 1901, 1908,
1911, 1926, 1928, 1943, 1944, 1949, 1951, 1965–1978], medical image translation
and enhancement (MRI-to-CT [1979], accelerated MRI [1980, 1981], vessel
segmentation [1982], brain tumor inpainting [1983]) [1874, 1965, 1984–1990],
video translation and editing [1956, 1991], JPEG artifact correction [1992],
semantic segmentation [1893, 1985, 1986, 1993–2000], text generation [1890,
2001], image-to-text [1905, 1907, 1908, 2002–2004], 3D image generation [1854,
1929, 2005–2013], text-to-3D [2007, 2008, 2014–2016], point cloud generation
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and reconstruction [1904, 2017–2019], novel-view synthesis [2011, 2020, 2021],
3D reconstruction [2011, 2021], scene synthesis [2022], vectorized sketch gen-
eration [2023], text and language generation [1907, 1942, 2024–2026], sentence
completion [2024], super-resolution [1970, 1971, 1987, 1988, 2027–2029], in-
painting [1967, 1970, 1971, 1988, 2030], sound-guided video editing [2031],
sound-guided gesture synthesis [2032], audio synthesis [1910, 2033, 2034],
text-to-speech [1942, 2035–2042] and text-to-audio [2043], audio enhancement
[2035, 2044, 2045], time-series forecasting [2046–2049], time-series generation
and imputation [2048, 2050, 2051], anomaly and out-of-distribution detection
[2052, 2053], anomaly detection in medical images [2054, 2055], and change
detection [2056] but also travelling salesman problem (TSP) [1893], combina-
torial optimization [2057], height estimation [2058], Rickrolling [1930], image
watermarking [2059], molecule and protein generation [2060–2075], mate-
rial design [2076, 2077], and defense against adversarial attacks (adversarial
purification) [2078–2087].

The DM principle can also be used together with other generative models
[1887] such as combinations with autoregressive models [2049, 2088, 2089],
VAEs [2090–2092], GANs [1965, 1982, 2000, 2093, 2094], NF models [2095–
2099] and with energy-based models (EBMs) [2024, 2100]. There are also
variants that produce images directly from the noise instead of gradual
denoising, e.g., [1891]. More details about DMs and their usages are available
in reviews [1769, 1887, 1923, 1984, 2025, 2035, 2046, 2060–2062, 2101–2103].

Generative models and generative artificial intelligence, in general, are a
broad topic that was only superficially touched on in this work; for more
details, see, for example, reviews [1682, 1760, 1874, 1887, 1942, 2104, 2105].

4.5.3 Neural networks with random weights for data generation

While the literature on neural networks with random weights and neural
network for data synthesis is numerous (see Section 4.5.1 and Section 4.5.2
respectively), the usage of neural network with random weights for data
synthesis is much rarer, this is partly due to the popularity of supervised
data synthesis in recent years where the generators are trained to resemble
particular domains and partly due to the lower need for data with a pattern
generated at random. Some of the research focused on generative networks
that have only partially random weights or are using other approaches that
utilize some sort of randomness in the structure — as opposed to common
generative networks for data generation where the only randomness comes
from the random input to the network and from the random initialization of
weights before the training process.

Two neural networks with random weights were used in [1143] to create
simulated data for assessing the performance of proposed adaptive active
functions. Farhadi, Nia, and Lodi used shallow networks with ten neurons
in either one or eight fully connected hidden layers. The used activation
functions in the data generation networks were ReLU and logistic sigmoid.
Farhadi, Nia, and Lodi generated 10,000 samples with ten features and a
binary target for each experiment with simulated data.
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Another example of data generation networks with some random weights
is represented by RCs (see Section 4.5.1 for more details) [2106, 2107]. It was
first shown in a tutorial [2106] where an ESN was trained to be a sinewave
generator; the network had a reservoir of 20 neurons whose internal weights
were set to random values and were not changed during the training and a
single readout unit that was connected with trainable weights to the reservoir.
The trainable weights were fitted using linear regression instead of any
gradient method as the readout is a linear combination of reservoir outputs
and the sample size was small [2106]. There was also a variant with 100

neurons that allowed for tunable frequency of the sinewave generator.
A different example of data generation using RC is the limit cycle genera-

tion in [2107], where RC was used to simulate robot control using a recurrent
network of spring and masses. First, the authors demonstrated the RC ap-
proach by generating three limit cycles — two defined by simple differential
equations and the third being a Lissajous curve — and successfully generating
them using a reservoir that simulated recurrent network of spring and masses
with two linear readout units, one for each coordinate. Since the reservoir
is not trained and fixed with random weights, the authors showed that a
single reservoir could be used for all three tasks, which further supports their
premise that even a robot’s body could be a suitable physical reservoir for
morphological computation [2107]. The generated limit cycles using RC were
accurate and stable; to further show the stability of such systems, the author
experimented with adding perturbations to the inputs. The first experiment
replaced a single output with a constant that was fed to the system for 10s̃
instead of the actual value; it was shown that after the correct value was fed
to the system once again, the system was able to return back to the desired
trajectory after the disturbance disappeared [2107]. The second experiment
introduced quite a strong constant horizontal force during the same time
window as in the first experiment; this force was applied to all the nodes of
the network and led the trajectories very far from the desired trajectory while
being applied. Nevertheless, the system was also able to recover to the desired
trajectory after the application of the force was stopped. The third experiment
added perturbances in the form of white noise (more details in [2107]), and
while the trajectory was quite off while the noise was applied, the trajectory
fairly quickly returned back to the desired trajectory once the noise was
removed. Therefore, it was shown that stable outputs can be produced even
with randomly weighted reservoirs whose weights are not fitted during the
training procedure [2107]. Similarly as in the first experiment with three limit
cycles, the authors showed in another experiment that a single reservoir with
fixed weights can be used for more tasks where different walking patterns
(taken from [2108]) were generated only by refitting the readout unit [2107].

Another example of data generation with random weights is style transfer
and natural texture synthesis in [1262], where authors present three popular
inversion tasks for visualization. The inversions are applied on an untrained
VGG [51] with random weights, and the authors show that they were able
to reconstruct images with high perceptual quality and that the results were
even better than using pre-trained VGG with the same architecture [1262].
The VGG with random weights was also used to synthesize natural textures.
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While Gatys, Ecker, and Bethge failed at natural texture synthesis [2109],
He, Wang, and Hopcroft hypothesized that it might have been due to their
inappropriate scale of the weighting factors [1262]. He, Wang, and Hopcroft
were able to synthesize natural textures of similar quality as had a trained
VGG network in [2109] with VGG with random weights with automatic
normalization to scale the squared correlation loss for different activation
layers [1262].

The first experiment present in [1262] is an inversion of deep representation
where He, Wang, and Hopcroft selected a few source images from the ILSVRC
2012 challenge [48] to be the examples for the inversion task; a monkey image
was selected as the reference image. The VGG with stacked random weights
(ranVGG) had 19 layers of random weights — 16 convolutional layers and
three dense, fully connected layers — and five pooling layers with average
pooling. He, Wang, and Hopcroft compares the performance of ranVGG,
VGG with purely random weights, trained VGG, and the work [2110] of
Mahendran and Vedaldi based on the AlexNet [49]. Both ranVGG and VGG
with purely random weights showed lower reconstruction distances with
lower variations than the trained VGG; furthermore, ranVGG had lower
variations and lower reconstruction distances than the VGG with purely
random weights and demonstrated a more stable and high performance
[1262]. He, Wang, and Hopcroft also compared the perceptive quality of the
reconstruction and noted that the ranVGG shows higher perceptive quality
than the AlexNet from [2110].

The second experiment of He, Wang, and Hopcroft is texture synthesis
where textures generated by the inversion task using an increasing number
of convolutional layers are compared to the original image and the results
obtained using pre-trained VGG from [2109]. It is shown that increasing the
number of used convolutional layers improves the reconstruction up to the
point where it is very similar to the pre-trained model; nevertheless, the
pre-trained VGG outperforms the ranVGG when the original texture is neatly
arranged [1262].

The last experiment present in [1262] is artistic style transfer; He, Wang,
and Hopcroft selected one convolutional layer as the content layer and used
the combination of a few other convolutional layers as the style. The results
obtained using the ranVGG on several famous artworks were comparable to
the work of Gatys, Ecker, and Bethge who used trained VGG [2111] — albeit
the trained VGG resulted in slightly smoother lines and textures [1262]. The
authors further complement the experiments by demonstrating an artistic
style transfer from Chinese paintings to selected photographs.

While the work [1262] does not use the network with random weights in a
feed-forward fashion for data generation but rather through inversion tasks,
it still shows that random weights may be useful for several reasons. First,
it is hard to develop theoretical foundations of deep learning with trained
weights, but it might be easier with random weights (as is, for example,
done in [1564]). Second, training deep neural networks is a very resource-
intensive process; the ability to investigate network architectures without
actually training them may speed up and smoothen the process of finding a
suitable architecture [1262].



5
M E T H O D S

The main improvements — transformative adaptive activation functions and
checkerboard architectures — to the original D–GEX are described in this
chapter. First, however, preliminaries such as the description of data (Sec-
tion 5.1.1), data normalization (Section 5.1.1.2), and performance evaluation
(Section 5.1.4) are described in Section 5.1. After such preliminaries, the main
improvements are described. First, the transformative adaptive activation
function is described in Section 5.2, and then the architectural improvements
to the original D–GEX in the form of tower and checkerboard architectures
are described in Section 5.3. Finally, technical and implementation details of
the TAAFs are described in Section 5.4.

5.1 preliminaries

There are several common properties of most of the experiments that were
run, and these are described in this section. In order to examine whether our
novel transformative adaptive activation function in D–GEX model could lead
to lower error, we have used the very same data as in [2]. Therefore, the data
and their origin are briefly discussed in Section 5.1.1; the heterogeneity–aware
dataset that is aiming at reducing bias due to the uninformed random data
split present in the original paper is described in Section 5.1.1.1. While a
similar experiment setup as in the original D–GEX paper was used, a different
data normalization approach was used to reduce the influence of genes whose
expression is near the noise levels; this normalization is described in more
detail in Section 5.1.1.2.

The experiments on the same dataset as the original D–GEX are supple-
mented with experiments using artificially generated data that are similar to
the microarray gene expression data that were used in the original D–GEX as
the original data did not have perfectly independent samples and the sample
independence is easy to ensure with artificially generated data. The process
of the data generation is described more in-depth in Section 5.1.2. First, an
overall methodology is described in Section 5.1.2.1

Furthermore, we have re-implemented the D–GEX and retrained it on the
same data as the models with the novel TAAFs to ensure that the performance
comparison (see Section 5.1.4) indeed reflects only the influence of the usage
of the novel transformative adaptive activation functions and nothing else.

5.1.1 Data

We have used mainly gene expression data from the Affymetrix microarray
platform curated by the Broad Institute. It was provided by the authors of the
original D–GEX [2] and contains 129,158 profiles, each consisting of 22,268
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probes. The data are also available at https://cbcl.ics.uci.edu/public_da
ta/D-GEX/. We have replicated the data pre–processing process presented in
[2] — we have removed the biological and technical replicates and have used
the same set of target and landmark genes. We have used 942 landmark genes
to reconstruct the expression of 9,518 genes. This data was split into two
datasets: the first dataset called full dataset and the second heterogeneity–aware
dataset. The full dataset contains all data after preprocessing (126,102 samples)
and was split into a training, validation, and testing set (the training set
has 88,256 samples, while the validation set has 18,895 samples, and the
testing set has 18,951 samples). The validation dataset was used for model
selection and parameter optimization, while the testing set was used for
reporting the performance of selected models based on out-of-sample data.
The Heterogeneity–aware dataset contains a subset of the full dataset and
was used for testing to determine whether the performance of the models on
the full dataset might have been due to possible information leakage between
training and testing splits.

5.1.1.1 Heterogeneity–aware dataset

As in the original D–GEX paper [2], the data for most experiments were split
into training and evaluation sets randomly; however, the data used contains
different sets of samples that originated in the same experiment; thus such
a split might have introduced bias to the reported results. To show that
such bias, if present, is insignificant for our comparison, we have also run
an experiment comparing our D–GEX reimplementation with D–GEX with
TAAFs on a dataset, where the split was GEO- series aware (heterogeneity–
aware dataset). We grouped the available samples from the full dataset by
their GEO- series if such a grouping was obtainable from the sample ID. Then,
we performed the split such that no group would have a sample in more
than one split, which removed the potential information leakage between the
splits. This resulted in a subset of the normalized data used consisting of
87,345 samples (the series information was not obtainable from the sample
ID for some samples) split into training (52,407 samples), testing (17,469

samples), and validation (17,469 samples) sets with no series overlaps. Since
the lower amount of samples available for training might negatively influence
the training and the resulting model performance and since it resembles the
approach of [2], most of the experiments were done using the full dataset
and the heterogeneity–aware dataset was used only to verify that the model
performance is not due to the bias caused by information leakage between
the sets.

5.1.1.2 Data normalization

The data were preprocessed in the same manner as in [2] except for the last
step — the scaling to a zero mean and unit standard deviation. Scaling each
variable separately as in [2], however, removes the absolute differences in
expression between individual genes. Moreover, it gives the same importance
to all genes, including those whose expression is near noise levels, from the

https://cbcl.ics.uci.edu/public_data/D-GEX/
https://cbcl.ics.uci.edu/public_data/D-GEX/
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point of view of the error metrics. To keep the information about differences
in expression levels, we scaled the data by transforming the whole data
matrix to have zero mean and unit standard deviation without taking into
account that there are different genes — thus, the more expressed genes will
be proportionately more expressed even after the scaling. We believe that
such scaling is more suitable in this case as the minimization of the error
metrics during the fitting phase gives relatively higher importance to more
expressed genes and less to the genes whose expression is near the noise
level.

5.1.2 Experiments with artificial data

To further show the capabilities of TAAFs, we have run several experiments
with artificial data as those are fully controllable, similarly as Farhadi, Nia,
and Lodi generated artificial data for evaluation of their proposed activation
function in [1143]. In general, a generative neural network was used to create
the artificial dataset. These generative networks were randomly initialized,
and their main purpose was to create a non-linear relationship between the
input features in a fashion distantly similar to biological data.

5.1.2.1 Methodology

The experiments focus on a regression task from many features to many
targets (e.g., 1,000 input features to predict 5,000 related targets for a single
sample) — unlike the work of Farhadi, Nia, and Lodi where samples with
ten features and a single binary target were generated [1143] as this would
be insufficient in our case. The artificial data simulates data similar to gene
expression data, which is what our work is mainly focused on. To achieve
this, a densely connected neural network with L layers and Nl , l = 1, . . . , L
neurons was initialized with random weights. This network was then used
to process randomly generated data to produce a dataset with non-linear
relationships between the features and targets — samples are sampled from
a given distribution with dimensionality equal to the number of inputs of
the data generation network and then processed by the data generation
network to get the samples with non-linear relationships between individual
components similarly gene expression data have. We have also added some
white noise to the targets, as data are rarely noiseless in practice. The exact
layer configurations and parameters of the data generation process of the
individual experiments are described in Section 6.3 — the common shared
properties of the experiments are that the input dimension was 1,000 (similar
dimension to the L1000 Luminex bead microarrays that are the targets of the
D–GEX inference [2]), the data that were processed by the data generation
networks were sampled from a normal distributions with zero mean (different
standard deviations were used in different experiments), the white noise
added to the samples after they were processed by the data generation
network was also sampled from a normal distribution with zero mean, the
output dimension was 5,000 (similar to the size of the D–GEX networks)
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In most experiments, three data splits were used — train split for training
the networks, validation for selection of a model checkpoint, and test for
evaluation independent of the checkpoint selection process. The networks
were usually trained for a fixed number of epochs, and the model was
evaluated on the validation set after each epoch; the weights from the epoch
with the lowest loss on the validation set and the last epoch were kept and are
called as model checkpoints loss and last respectively.

5.1.3 Baseline architectures and training procedure

D–GEX, as proposed in [2], is a feedforward neural network consisting of
one to three fully connected hidden layers, each having the same number
of neurons. The output layer consists of one neuron per target with a linear
activation function. Since we directly build upon the D–GEX architecture,
we have used the same architecture as the baseline — only with varying
number of layers and number of neurons in each layer. As in the original
D–GEX, we have split the set G of 9,518 genes into two random subsets, each
containing half of the genes to enable learning on GPUs with smaller memory.
A separate network was then trained using each of the sets, and the final
reconstruction consisted of outputs from both networks. The original D–GEX
used dropout [143] as a regularization technique to improve the generalization
of the network with three different dropout rates — 0%, 10%, and 25%. Since
the D–GEX with the 25% dropout rate had the best generalization [2], we have
used only this rate for our experiments. We have used the standard dropout
and not one of its variants (see Section 2.2.3.2) as the standard dropout to keep
the architecture similar to the original D–GEX and also because the standard
dropout is very simple to interpret. All models were trained for 600 epochs
(no improvement was observed near the end of the training). The performance
of the model from each epoch was evaluated on the validation data, and only
the best model from all epochs was used for further evaluation. The model
optimization was done using the Nadam optimizer [292] (see Section 2.2.4.3
for a brief overview of the optimization process) with optimizer-specific
parameters β1 = 0.9, β2 = 0.999, and schedule decay η = 0.004; the batch
size was set to 256 profiles. A fixed learning rate µ = 0.0005 was used for
experiments in Section 6.1 and the following schedule for experiments in
Section 6.4 — the learning rate was set to 5× 10−4 for epochs 1 – 400, 5× 10−5

for epochs 401 – 475, 5 × 10−6 for epochs 476 –550, 5 × 10−7 for epochs 551 –
575, and 2.5 × 10−7 for epochs 576 – 600.

5.1.4 Model evaluation

To evaluate the model, we used the absolute error — first, we computed the
mean absolute error (MAE) of prediction MAEm(s) of model m for sample
s ∈ S over individual genes g ∈ G as in Eq 5.1 where y(g, s) is the expression
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of gene g for sample s and ŷ(g, s)m is the prediction of model m for the same
target.

MAEm(s) =
1
|G| ∑

g∈G

∣∣∣y(g, s)− ŷ(g, s)m

∣∣∣ . (5.1)

For further evaluation, we treat individual samples as independent (which
is close enough to reality — our dataset probably contains small groups
of samples that might be somewhat dependent, for example, having the
same treatment, but it should be negligible for our size of dataset). Thus, for
pairwise comparison, we compare error metrics over individual samples and
not over individual genes that have ties to each other. The overall performance
of model m is called mean mean absolute error (MMAE) and is defined as:

MMAEm =
1
|S| ∑

s∈S
MAEm(s). (5.2)

To estimate the distribution of the MMAE, we employ bootstrap over MAEm(s),
i.e., we resample the set of samples with a replacement to get a new set S ′

which is then used for MMAE calculation in each bootstrap iteration. Pairs of
models are not compared only in terms of MMAEs but also using pairwise
differences. The mean difference of absolute errors MDAEm1,m2(s) for models
m1 and m2 and sample s is defined as:

MDAEm1,m2(s) =
1
|G| ∑

g∈G

(∣∣∣y(g, s)− ŷ(g, s)m1

∣∣∣− ∣∣∣y(g, s)− ŷ(g, s)m2

∣∣∣) .

(5.3)

The MMDAEm1,m2 is defined as:

MMDAEm1,m2 =
1
|S| ∑

s∈S
MDAEm1,m2(s). (5.4)

The pairwise nature of MMDAEm1,m2 and its distribution allow for an
accurate comparison of two models even though their MMAEs are very close,
and their confidence intervals (CIs) estimated using bootstrap on MAEs are
overlapping. The distribution is estimated using bootstrap on MDAEm1,m2(s)
in a similar manner as distribution of MMAEm is estimated using MAEm(s).

To complement the model comparison based on mean MDAEs (MMDAEs),
we have used the Student’s paired t-test and the paired Wilcoxon rank test on
MAEs of individual samples. These tests were used to test the hypothesis that
the differences in MAEs for individual samples over all genes are significantly
different.

5.1.4.1 Pairwise evaluation of relative performance

The evaluation focuses on determining whether the improved networks lead
to better performance compared to the baseline networks. To answer this
question, the prediction of improved and baseline with otherwise identical
hyperparameters are compared on the level of MAEs of individual samples.
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A MAE for each sample is calculated, and then using the Wilcoxon–signer
rank test, it is determined whether the prediction of the network with TAAF
has lower MAE in general compared to the prediction from the baseline
network. It is considered a win if the Wilcoxon signed–rank test shows that
the prediction of improved network has statistically significantly lower MAEs
at the significance level α = 0.001 and a loss if the baseline prediction has
statistically significantly lower MAEs at the same significance level — we
consider it a tie if it is neither.

5.1.5 Evaluation of the practical impact

Most of the evaluation of the models introduced focuses directly on the
error of the gene expression inference; however, it is not entirely clear how
lowering the error improves the accuracy of analyses applied to inferred data.
To help clarify this, we show that the increased accuracy of the inference has
both a statistically and practically significant impact on the accuracy of the
differential gene expression (DGE) analysis.

5.1.5.1 Differential gene expression analysis

The differential gene expression (DGE) analysis is an analysis whose goal is
to identify genes whose expressions are significantly different between two
phenotypes [2112]. Usually, the DGE analysis is associated with statistical
testing, and each gene has an associated p-value that is usually thresholded to
identify the differentially expressed genes. The tests used for DGE analysis in
this work are based on parametric empirical Bayes from the limma R package
[2113, 2114], which borrows information between genes in a dynamic way
[2113, 2115]. It uses a linear model that is fitted to each gene, which is used for
moderating the residual variances [2113, 2116]. The procedures in the limma
package allow for more reliable results for small data samples compared to
other methods [2113]; more details are available in [2113].

5.1.5.2 Used phenotypes

There is no uniform phenotype annotation available for all of the samples.
Therefore, we employed two distinct procedures to introduce a meaningful
annotation for at least a limited sample subset. For the models trained on
the full dataset, we ran hierarchical clustering on 2,000 samples randomly
sampled from the test data of the full dataset (i.e., unseen during the training
of the model), then we selected two large and relatively distinct clusters, each
with more than 300 samples. In this way, we introduced two classes with
naturally distinct expression profiles with a reasonable set of differentially
expressed genes. Further in the text, we refer to these phenotypes as artificial.
For the models trained on the heterogeneity–aware dataset, the phenotype
information is available; therefore, we took the largest GEO- series (GSE2109

1)
and made sure it was in the test data of the heterogeneity-aware dataset.
We used the original classes from this series as phenotype information for

1 Available at https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=gse2109.

https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=gse2109
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another set of DGE analyses. Further in the text, we refer to these phenotypes
as real.

5.1.5.3 Evaluation

Since obtaining microarray data for DGE analysis is often very costly, we also
show that the novel TAAFs improve performance even when using a low
number of samples. We repeatedly sampled smaller datasets for different
sample sizes where each half of the samples was from the same cluster and
ran differential gene expression analysis using parametric empirical Bayes
from the limma R package [2113, 2114] on the ground truth data (the actual
gene expression) and the gene expressions inferred by the evaluated models.
The threshold α = 0.01 for the adjusted p–value was used to determine the
differentially expressed (DE) genes. For each model and each sampled dataset
of a given size, we calculated the F1 score of the prediction of the DE genes
compared to the DE genes from the ground truth data found for the same
sample. Then we calculated the pairwise differences in the F0.5, F1, F2 scores,
accuracy, and Matthew’s correlation coefficient (MCC) for compared models.
The differences of all scores (F0.5, F1, F2 scores, accuracy, and MCC) were
tested using the Wilcoxon signed-rank test.

5.2 transformative adaptive activation function

We propose a novel adaptive activation function to further improve the origi-
nal D–GEX that serves as our baseline. This proposal is based on an adaptive
transformation of existing activation functions. The novel transformative
adaptive activation function (TAAF) g( f , z) [10] introduces four new parame-
ters α, β, γ, δ ∈ R per neuron, which transform the original activation function
f (z) (called inner activation function in the context of the TAAF):

g( f , z) = α · f (β · z + γ) + δ. (5.5)

The output of a neuron with TAAF with inputs xi is:

α · f

(
β ·

n

∑
i=1

wixi + γ

)
+ δ, (5.6)

where xi are individual inputs, wi are its weights, and n is the number of
incoming connections. If there is no unit xi (i. e. unit constant), then the
parameter γ is equivalent to the bias term of the neuron. The parameters are
treated the same as other weights in the neural networks and are learned
using back-propagation and gradient descent — the only difference is that
parameters α and β are initialized to one and γ and δ are initialized to zero
in every neuron.

The motivation for the added parameters is that they allow arbitrary trans-
lation and scaling of the original activation function, and this transformation
may be different for each neuron (i. e., each neuron has four additional param-
eters that define the TAAF for that neuron). Furthermore, such an adaptive
activation function removes the need to have a linear activation function
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in the last layer for regression tasks as is usually done. The usage of the
linear function in the last layer requires a full set of weights for the incoming
connections just for the ability to scale the output to an arbitrary range, while
the proposed TAAF can do it with only four additional parameters.

The TAAF can also be viewed as a generalization of several existing adap-
tive activation functions — for example, the slope varying activation function
[1092] is the TAAF with adaptive parameter β, and frozen α = 1, and γ, δ = 0,
or the trainable amplitude [1086] is the TAAF with adaptive parameter α,
and frozen β = 1, and γ, δ = 0 (see Section 5.2.1.1 for full list). Other similar
approaches also include parameters controlling slope but are focused only on
a special, predefined function [1085, 1158] instead of allowing any activation
function to be used as the inner function in the TAAF.

Loni et al. used an approach that is very similar to the TAAF in 2023; they
tuned AFs by adding horizontal and vertical scaling parameters (equivalents
to the TAAF’s α and β) in [2117]. However, unlike the TAAF approach, they
did not optimize the weights together with other weights in the network
but rather used separate hyperparameter optimization regimes [2117]. More
than a year after the publication of the preprint [444] proposing the TAAFs, a
similar approach was proposed in [2118], where Liu et al. also used adaptive
parameters for scaling and translating an AF.

5.2.1 Motivation for individual parameters

The TAAF parameters allow for arbitrary vertical and horizontal scaling
and also arbitrary vertical and horizontal translations of the inner activation
function f (z).

Vertical and horizontal translation of the ELU activations were found to
improve the learning in [1078], where Grelsson and Felsberg proposed ShELU
activation with horizontal translation and SvELU activation with vertical
translation (see Section 4.3.1.56); both activations have an additional fixed
parameter controlling the translation that is not tuned. However, Grelsson
and Felsberg also show that allowing the parameter to be adaptive further
improves the learning performance together with an additional parameter
for controlling the slope of the activation function.

The parameter α for vertical scaling of the inner activation function is
quite often used in other activation functions (described in Section 5.2.1.1).
Manual tuning of the parameter α can be used for controlling the gradient
disappearance or overflow [972] if the inner activation function might be
prone to it — e.g., Sun et al. used it with softplus as the inner activation
function f . The parameter β can improve the convergence speed as shown in
the concurrently published work [1138].

The parameter δ also allows for controlling the mean value of the activation
as activations with mean outputs close to zero can improve the performance
of a neural network [972] as they can speed up learning [1082].



5.2 transformative adaptive activation function 195

5.2.1.1 Activations as special cases of TAAFs

As already mentioned above, the TAAF generalizes several other activation
functions — while the individual parameters were often proposed individ-
ually in the literature, the TAAF provides a unique combination achieving
better performance than if only some subset of parameters was used (see
Section 6.1.4 for experimental results).

The scaled hyperbolic tangent [795] (see Section 4.2.2.3) can be considered
as a special case of nonadaptive variant of TAAF if the TAAF is parametrized
as α = a, β = b, γ = 0, δ = 0 and f (z) = tanh(z). Another case of nonadap-
tive TAAF is the E-Tanh (see Section 4.2.40) that uses a fixed parameter a
for vertical scaling of the function; the TAAF equivalent is, therefore, α = a,
β = 1, γ = 0, δ = 0 and f (z) = exp(z) tanh(z).

The SSS (see Section 4.2.2.1) is also a special case of a nonadaptive TAAF
as it is only a logistic sigmoid with horizontal scaling and translation; the
TAAF equivalent is therefore α = 1, β = a, γ = −ab, δ = 0 and f (z) = σ(z).
Similarly, the VSF (see Section 4.2.2.2) is also a translated and scaled logistic
sigmoid; its nonadaptive TAAF equivalent is α = a, β = b, γ = 0, δ = −c and
f (z) = σ(z). Also, the Sloped ReLU (SlReLU; see Section 4.2.6.5) has a slope
controlling parameter in a similar manner as the LReLU (and its variants)
but for positive inputs. Its TAAF equivalent is α = a, β = 1, γ = 0, δ = 0 and
f (z) = ReLU(z). There are several activation functions that use a parameter
that modifies the range of the output of an activation function. One of them
is the E-swish [1106] (see Section 4.3.3.4) which adds a parameter a that is
the equivalent of the TAAF’s parameter α — the E-swish is a special case
of TAAF if α = a, β = 1, γ = 0, δ = 0 and f (z) = z · σ(z). The SGELU (see
Section 4.2.3.2) also uses a parameter a for vertical scaling that controls the
slope of the activation. While the parameter is fixed and nonadaptive, it can
be tuned to reach better performance[822]. The SGELU can be considered as
a special case of TAAF with fixed parameters: α = a, β = 1, γ = 0, δ = 0, and
f (z) = z · erf

(
z√
2

)
, where erf (x) is the Gauss error function.

The comb-H-sine activation (see Section 4.2.25) uses a fixed parameter a
for input scaling; it can be considered as a special case of TAAFs with α = 1,
β = a, γ = 0, δ = 0, and f (z) = sinh (z) + sinh−1 (z).

The DRLU adds a parameter for horizontal shifting but this time it is a fixed
predefined parameter a; therefore, it can be considered to be nontrainable
equivalent of TAAF with α = 1, β = 1, γ = a, δ = 0, and f (z) = ReLU(z).

The DReLU (see Section 4.3.1.14) has a parameter a that shifts the basic
ReLU both horizontally and vertically; it is TAAF equivalent for α = 1, β = 1,
γ = −a, δ = a, and f (z) = ReLU(z). The only difference is the calculation
of the value of a as the midpoint of the range of input values for each batch
instead of optimizing it with the rest of a network’s parameters. On the other
hand, the DisReLU (see Section 4.2.6.44) employs the identical concept with a
fixed, predefined parameter a instead of input dependent value — the other
difference is that the parameter is defined with a negative sign. The DisReLU
with parameter a is a special case of TAAF with α = 1, β = 1, γ = a, δ = −a,
and f (z) = ReLU(z).
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While the Flatted-T Swish (see Section 4.2.6.46) is a bit more complicated
than a ReLU with additional parameters, it can also be considered as a special
case of a TAAF but with more complicated function f — α = 1, β = 1, γ = 0,
δ = T, and f (z) = ReLU(z) · σ(z), where T is the only parameter of the
Flatted-T Swish.

The PSoftplus activation function (see Section 4.2.18) has two fixed param-
eters a and b for scaling and translation; it can be considered as a special case
of the TAAF with α = a, β = 1, γ = 0, δ = −ab, and the function f is the
softplus activation (see Section 4.2.17) — f (z) = ln (exp (z) + 1).

The functions listed above are equivalent to TAAFs during the test phase
or TAAFs with frozen, nonadaptive parameters. More Interestingly, many
functions can be considered as a special case of TAAFs, including the property
of adaptive parameters. One such function is the FReLU (see Section 4.3.1.15),
which introduces parameters ai and bi for controlling the vertical and hori-
zontal translation — the TAAF equivalent is with α = 1, β = 1, γ = ai, δ = bi,
and f (z) = ReLU(z). The ShiLU (see Section 4.3.1.16) is adaptive variant
of ReLU that has adaptive vertical scaling using parameter ai and vertical
translation using parameter bi; the TAAF equivalent is α = ai, β = 1, γ = 0,
δ = bi, and f (z) = ReLU(z).

The ABReLU [926] (see Section 4.2.6.42) has a parameter ai for horizontal
shifting of the function; it has the same function as the γ in TAAFs but
its value is not optimized using gradient descent as in TAAFs but rather
is calculated as the average of input activation map for each neuron i. The
ABReLU is TAAF equivalent for α = 1, β = 1, γ = −ai, δ = 0, and f (z) =
ReLU(z). The positive PReLU (see Section 4.3.1.2) is an adaptive variant of
the SlReLU. Similarly, the pLogish [826] is a special case of nonadaptive
TAAFs; the equivalent parameterization is α = a

b , β = b, γ = 0, δ = 0 and
f (z) = z · ln (1 + σ (z)).

The AOAF (see Section 4.3.1.12) has three parameters, fixed b and c and
adaptive parameter ai that is calculated as the mean value of the inputs of
neuron i; these parameters are used for translation of the activation function.
The AOAF can be considered as a special case of TAAF but with a different
scheme for updating the value of its parameters — α = 1, β = 1, γ = −bai,
δ = cai, and f (z) = ReLU(z).

The LeLeLU (see Section 4.3.1.8) is a LReLU with an added trainable
parameter for scaling, thus its TAAF parameter is simply α = ai, β = 1, γ = 0,
δ = 1, and f (z) = LReLU(z).

The RMAF (see Section 4.3.1.29) is a bit more complicated activation
function that has one adaptive parameter ai for vertical scaling and two fixed
parameters b and c. Since the parameters b and c are fixed, the RMAF can be
formulated using the TAAF framework — α = ai, β = 1, γ = 0, δ = 0, and
f (z) =

[
b 1
(0.25(1+exp(−z))+0.75)c

]
· z.

The RSign (see Section 4.3.13) is a sign function with horizontal shift;
its TAAF formulation is therefore α = 1, β = 1, γ = −ac, δ = 0, and
f (z) = sgn(z).

The paired ReLU (see Section 4.3.1.26) is a vector activation function that
outputs two values instead of one; however, the same result can be obtained
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using two TAAFs that takes the same preactivation as the input and whose
output values are then concatenated. The paired ReLU has four parameters
ai, bi, ci, and di, — one pair for each output value. In each pair, there is one
parameter for horizontal scaling and one for horizontal translation. The TAAF
based equivalent is α1 = 1, β1 = ai, γ1 = −bi, δ1 = 0, and f1(z) = ReLU(z)
for the first TAAF and α2 = 1, β2 = ci, γ2 = −di, δ2 = 0, and f2(z) = ReLU(z)
for the second TAAF.

Similar approach to the paired ReLU is the MBA (see Section 4.3.30) which
can be seen as multiple TAAFs applied to the same preactivation; in that case,
each of K TAAFs would be defined as α = 1, β = 1, γ = bi,k, k = 1, . . . , K,
δ = 0 and f (z) can be any activation function — authors used the ReLU
activation.

The SvELU and ShELU and its parametric variants (see Section 4.3.1.56),
as briefly discussed in Section 5.2.1, introduce an additional parameter to the
ELU activation controlling the translation. The ShELU introduces horizontal
translation controlled by a fixed hyperparameter b; it is a TAAF equivalent
with α = 1 (the ELU, however, has its own parameter a for vertical scaling
of the function for negative inputs), β = 1, γ = b, δ = 0, and f (z) = ELU(z).
The SvELU introduces vertical translation instead of horizontal, it is a TAAF
equivalent with α = 1, β = 1, γ = 0, δ = b, and f (z) = ELU(z). The
parametric variant PShELU combines the ShELU with the PELU and, as
such, introduces two additional parameters controlling the slope ai and bi;
these parameters, together with the ShELU’s translation parameter ci are
adaptive. The exact TAAF equivalent is α = ai, β = 1

bi
, γ = ci

bi
, δ = 0,

and f (z) = ELU(z). While Grelsson and Felsberg did not formulate the
parameteric equivalent of the SvELU; it was formulated as the PSvELU
in Section 4.3.1.56 in Eq. (4.326) — the TAAF equivalent parameterization
is α = ai, β = 1

bi
, γ = 0, δ = ci, and f (z) = ELU(z). Similar AFs were

proposed as variants of the HardTanh AF - the SvHardTanh introduces a
fixed parameter for vertical shifts while the ShHardTanh introduces a fixed
parameter for horizontal shifts. Their TAAF equivalents are α = 1, β = 1,
γ = −a, δ = 0, and f (z) = HardTanh(z) for ShHardTanh and α = 1, β = 1,
γ = 0, δ = a, and f (z) = HardTanh(z) for SvHardTanh.

Adem proposed a novel variant of the FELU by just adding a trainable
parameter for vertical translation to the original AF; this is exactly what
the TAAF does. Note that the original FELU is also adaptive and has its
own scaling parameter ai and its relation to the TAAFs is discussed in
Section 5.2.1.2.

There is also an adaptive variant of HardTanh (see Section 4.3.1.18) that can
be considered as a special case of TAAFs but with only parameter adaptive
and the other is epoch dependent with a predefined schedule; the TAAF
equivalent is α = 1, β = at, γ = −atb, δ = 0, and f (z) = HardTanh(z) where
at is the fixed parameter scheduled for each epoch t and b is optimized along
with other parameters as is usual for TAAFs.

One of the adaptive activation function proposed earliest is the sigmoid
function with shape autotuning (see Section 4.3.2, Eq. (4.339)). This function
uses a single adaptive parameter a ∈ (0, ∞) for controlling both the output
range and the vertical scaling of the function; its equivalent within the TAAF
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framework is α = a, β = −a, γ = 0, δ = 0, and f (z) = 2 1−exp(−z)
(1+exp(−z)) . This

approach was further extended into a generalized hyperbolic tangent (see
Section 4.3.2.1), which separates the parameters for controlling the amplitude
and the vertical scaling into ai and bi, which are adaptive parameters for
each neuron i. The TAAF equivalent is α = ai, β = −bi, γ = 0, δ = 0, and
f (z) = 1−exp(−z)

(1+exp(−z)) .
A predecessor of TAAFs called trainable amplitude (see Section 4.3.2,

Eq. (4.341)) introduces two additional adaptive parameters to any inner
activation function g(z); these two parameters ai and bi control vertical scaling
and translation for each neuron i. Another general class of transformation
of any activation functions was published in [1137] concurrently with our
research [444] — the class of slope varying activation functions. This class
adds a single adaptive parameter a to any activation function g(z) allowing
for horizontal scaling of the function; it is equivalent to a TAAF with α = 1,
β = a, γ = 0, δ = 0, and f (z) = g(z). This general approach was preceded by
a special cases called SVAF (see Section 4.3.2.4) that uses hyperbolic tangent
function as the inner activation f (z) and ASSF (see Section 4.3.2.3) that uses
logistic sigmoid as the inner activation. The psigmoid (see Section 4.3.2.6)
is another AAF with scaling parameters. Unlike the SVAF, the psigmoid
has both vertical and horizontal scaling parameters. Interestingly, only the
vertical scaling parameter ai is local for each neuron or channel — the
horizontal scaling parameter b is global. It can be considered as a special
case of TAAFs with some parameters shared and α = ai, β = b, γ = 0, δ = 0,
and f (zi) = σ(zi). Another special case is the swish (see Section 4.3.3.1),
an adaptive variant of the later proposed SiLU activation. The swish uses
parameter ai for horizontal scaling; its TAAF equivalent is α = 1, β = ai,
γ = 0, δ = 0, and f (z) = z · σ(z). Another adaptive SiLU variant is the AHAF
that employs both vertical and horizontal scaling; its TAAF equivalent is,
therefore, α = ai, β = bi, γ = 0, δ = 0, and f (z) = z · σ(z). The adaptive
slope hyperbolic tangent (see Section 4.3.15.1) is an adaptive function with
horizontal scaling using parameter ai with the TAAF parameterization α = 1,
β =a i, γ = 1, δ = 1, f (z) = tanh(z). The PSTanh (see Section 4.3.15.2) is
an adaptive activation function that is a cross between the adaptive slope
hyperbolic tangent and the slope hyperbolic tangent. The PSTanh has two
scaling parameters — ai for vertical scaling, bi for horizontal scaling; the
TAAF equivalent parameterization is α = ai, β = bi, γ = 0, δ = 0, and f (z) =
z · (1 + tanh (z)). Similarly, the simpler SSinH (see Section 4.3.15.3) has also
two scaling parameters ai and bi and its equivalent TAAF parameterization
is α = ai, β = bi, γ = 0, δ = 0, and f (z) = sinh (z). Another scaled AF
is the SExp which uses exponential instead of the sinh function; its TAAF
equivalent is α = ai, β = bi, γ = 0, δ = 0, and f (z) = exp (z)− 1.

Another sigmoid-based adaptive function that can be formulated within
the TAAF framework is the PFTS (see Section 4.3.9) that is the combination
of a ReLU and sigmoid activation with an adaptive parameter Ti for vertical
translation — it is an adaptive variant of the FTS (see Section 4.2.6.46). The
TAAF equivalent of PFTS is α = 1, β = 1, γ = 1, δ = Ti, and f (z) =

ReLU(z) · σ(z).
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The parameterized softplus (see Section 4.3.20) has a parameter ai for
controlling vertical shift of the activation function; it is defined as α = 1, β = 1,
γ = 0, δ = −ai, and f (z) = ln (1 + exp(z)) within the TAAF framework
albeit with the limiation of δ ∈ [−1, 0]. The summary of activation functions
found in the literature that can be formulated as special cases of TAAFs is in
Table 5.1.

The scaled logistic sigmoid (see Section 4.3.27.1) is an adaptive function
that is a special case of previously proposed NAF (see Section 4.3.27) that
has parameters ai and bi for controlling the vertical and horizontal scale
of the function; its TAAF equivalent is α = ai, β = bi, γ = 0, δ = 0, and
f (z) = 1

1+exp(−z) .
A different approach where only the activation functions are trained, and

the networks are kept randomly initialized is presented in [1247] where
five different adaptive activation functions with two parameters ai and bi
each were used. Four of these activation can be formulated within the TAAF
framework. The activation from Eq. (4.532) is equivalent to TAAF with α = 1,
β = ai, γ = bi, δ = 0, and f (z) = 1

1+exp(−z) . The activation from Eq. (4.533) is
equivalent to TAAF with α = 1, β = ai, γ = bi, δ = 0, and f (z) = sin(z). And
finally, the activation from Eq. (4.534) is equivalent to TAAF with α = 1, β = ai,
γ = −aibi, δ = 0, and f (z) = exp (−||z||). The activation from Eq. (4.535)
could also be formulated within the TAAF framework even though it is only a
step function with a variable threshold that is determined by two parameters
— α = 1, β = ai, γ = bi, δ = 0, and

f (z) =

1, z ≤ 0,

0, otherwise.
(5.7)

The final activation from [1247] shown in Eq. (4.536) cannot be formulated
within the TAAF framework as only the parameter ai has an equivalent
parameter within the TAAF framework.



2
0

0
m

e
t

h
o

d
s

activation year section source adap. param. α β γ δ f (z) note

scaled hyper-
bolic tangent

1998 4.2.2.3 [795] ✗ a, b a b 0 0 tanh(z)

E-Tanh 2022 4.2.40 [999] ✗ a a 1 0 0 exp(z) tanh(z)

SSS 2018 4.2.2.1 [793] ✗ a, b 1 a −ab 0 σ(z)

VSF 1995 4.2.2.2 [794] ✗ a, b, c a b 0 −c σ(z)

SlReLU 2017 4.2.6.5 [879] ✗ a a 1 0 0 ReLU(z)

pLogish 2021 4.2.3.15 [826] ✗ a, b a
b b 0 0 z · ln (1 + σ (z))

E-Swish 2018 4.3.3.4 [1106] ✗ a a 1 0 0 z · σ(z)

ABReLU 2021 4.2.6.42 [926] ✓ ai 1 1 −ai 0 ReLU(z) ai calculated as the av-
erage of a neuron’s in-
put map

positive
PReLU

2022 4.3.1.2 [1018] ✓ a a 1 0 0 ReLU(z)

DRLU 2022 4.2.6.43 [927] ✗ a 1 1 a 0 ReLU(z)

AOAF 2022 4.3.1.12 [1031] ✓ ai, b, c 1 1 −bai cai ReLU(z) ai calculated as the av-
erage of a neuron’s in-
put map

DReLU 2018 4.3.1.14 [1033] ✓ a 1 1 −a a ReLU(z) a calculated as the
midpoint of range of
input values for each
batch
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DisReLU 2019 4.2.6.44 [928] ✗ a 1 1 a −a ReLU(z)

Flatted-T
Swish

2018 4.2.6.46 [930] ✗ T 1 1 0 T ReLU(z) · σ(z)

PSoftplus 2019 4.2.18 [972] ✗ a, b a 1 0 −ab ln (exp (z) + 1)

SGELU 2019 4.2.3.2 [822] ✗ a a 1 0 0 z · erf
(

z√
2

)
comb-H-sine 2022 4.2.25 [659] ✗ a 1 a 0 0 sinh (z) + sinh−1 (z)

FReLU 2018 4.3.1.15 [1035] ✓ ai, bi 1 1 ai bi ReLU(z)

ShiLU 2023 4.3.1.16 [889] ✓ ai, bi ai 1 0 bi ReLU(z)

LeLeLU 2021 4.3.1.8 [1026] ✓ ai ai 1 0 0 LReLU(z)

paired ReLU 2018 4.3.1.26 [1042] ✓ ai, bi, ci, di 1 ai, ci bi, di 0 ReLU(z) concatenation of two
TAAFs

RMAF 2020 4.3.1.29 [1046] ✓ ai, b, c ai 1 0 0
[

b·z
(0.25(1+exp(−z))+0.75)c

]
b and c are fixed

RSign 2020 4.3.13 [1023] ✓ ac 1 1 −ac 0 sgn(z)

RPReLU 2020 4.3.1.5 [1023] ✓ ac, bc, cc 1 1 −ac bc PReLU(z) cc is the parameter
from PReLU

ShELU 2018 4.3.1.56 [1078] ✗ a, b 1 1 b 0 ELU(z) a is fixed parameter of
the inner function f

SvELU 2018 4.3.1.56 [1078] ✗ a, b 1 1 0 b ELU(z) a is fixed parameter of
the inner function f

PShELU 2018 4.3.1.56 [1078] ✓ ai, bi, ci ai
1
bi

ci
bi

0 ELU(z)
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PSvELU — 4.3.1.56 — ✓ ai, bi, ci ai
1
bi

0 ci ELU(z) proposed in Sec-
tion 4.3.1.56

ShHardTanh 2021 4.2.6.19 [895] ✗ a 1 1 −a 0 HardTanh(z)

SvHardTanh 2021 4.2.6.19 [895] ✗ a 1 1 0 a HardTanh(z)

P+FELU 2022 4.3.1.47 [1069] ✓ b 1 1 0 b FELU(z) The FELU is adaptive
and has its own pa-
rameter a

Adaptive
HardTanh

2021 4.3.1.18 [894] ✓ at, b 1 at −atb 0 HardTanh(z)

sigmoid
with shape
autotuning

1992 4.3.2 [1084] ✓ a a −a 0 0 2 1−exp(−z)
(1+exp(−z))

generalized
hyperbolic
tangent

1996 4.3.2.1 [1085] ✓ ai, bi ai −bi 0 0 1−exp(−z)
(1+exp(−z))

trainable am-
plitude

2001 4.3.2.2 [1086] ✓ ai, bi ai 1 0 bi g(z) general approach al-
lowing for any inner
function

LAAF 2020 4.3.15 [1137] ✓ a 1 a 0 0 g(z) general approach al-
lowing for any inner
function

SVAF 2009 4.3.2.4 [1092] ✓ a 1 a 0 0 tanh(z)

ASSF 2009 4.3.2.3 [1089] ✓ a 1 a 0 0 σ(z)
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psigmoid 2021 4.3.2.6 [1096] ✓ ai, b ai b 0 0 σ(z) b is a global parameter

swish 2017 4.3.3.1 [668] ✓ ai 1 ai 0 0 z · σ(z)

AHAF 2022 4.3.3.2 [1105] ✓ ai, bi ai bi 0 0 z · σ(z)

PFTS 2020 4.3.9 [1133] ✓ Ti 1 1 0 Ti ReLU(z) · σ(z)

Adaptive
slope hy-
perbolic
tangent

2021 4.3.15.1 [1139] ✓ ai 1 ai 0 0 tanh(z)

PSTanh 2021 4.3.15.2 [688] ✓ ai, bi ai bi 0 0 z · (1 + tanh (z))

SSinH 2021 4.3.15.3 [1140] ✓ ai, bi ai bi 0 0 sinh (z)

SExp 2021 4.3.15.4 [1140] ✓ ai, bi ai bi 0 0 exp (z)− 1

parameterized
softplus

2023 4.3.20 [699] ✓ ai 1 1 0 −ai ln (1 + exp(z)) δ ∈ [−1, 0]

scaled logis-
tic sigmoid

2007 4.3.27.1 [1161] ✓ ai, bi ai bi 0 0 1
1+exp(−z) special case of NAF

MBA 2016 4.3.30 [1166] ✓ bi,k, k =

1, . . . , K
1 1 bi,k 0 g(z) general approach al-

lowing for any inner
function; K TAAFs ap-
plied to same preacti-
vation

Eq. (4.532) 2018 4.3.55.4 [1247] ✓ ai, bi 1 −ai bi 0 1
1+exp(−z) unnamed AF

Eq. (4.533) 2018 4.3.55.4 [1247] ✓ ai, bi 1 ai bi 0 sin(z) unnamed AF
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Eq. (4.534) 2018 4.3.55.4 [1247] ✓ ai, bi 1 ai −aibi 0 exp (−||z||) unnamed AF

Eq. (4.535) 2018 4.3.55.4 [1247] ✓ ai, bi 1 ai bi 0

1, z ≤ 0,

0, otherwise,
unnamed AF

Table 5.1: Activation functions as special cases of TAAFs
Activation functionsthat can be formulated within the TAAF framework. The columns α, β, γ, δ and f (z) show the equivalent formulation within
the TAAF framework.
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5.2.1.2 Activations related to TAAFs

Some of the activation functions proposed in literature employ similar con-
cepts as the TAAFs but cannot be considered to be a special case of the TAAFs.
Nevertheless, the motivation for the concepts remains similar as for TAAFs.
One such example is the improved logistic sigmoid (see Section 4.2.2.7) that
uses a fixed parameter a for controlling the slope of the outermost pieces
of the piecewise function. However, since the central part of the piecewise
function is not subjected to the controllable slope, it cannot be formulated as
a special case of a TAAF. An AF very similar to the improved logistic sigmoid
is the STAC-tanh (see Section 4.3.2.8) — the only difference is that it uses
tanh instead of logistic sigmoid and its parameters ai and bi are adaptive.
While it has a different shape, the RSigELU (see Section 4.2.7.15) also has
parameter a for controlling the slope of the outermost components of the
function. Similarly, the penalized hyperbolic tangent (see Section 4.2.2.9) has
a fixed, slope-controlling parameter but only for negative inputs. The Hexpo
(see Section 4.2.2.12) is an activation function with four fixed parameters
that have similar functions as parameters α and β in TAAFs. The Hexpo is a
piecewise function that is defined separately for positive and negative inputs
— the parameter a is the equivalent of TAAFs α for positive inputs, and the
parameter c is the equivalent for negative inputs; similarly, parameters b and
b are equivalents of 1

β .
Fixed slope controlling parameter in a piecewise function is also used in

the LReLU, VLReLU, and OLReLU (see Section 4.2.6.2) where the parameter
controls the slope of the "leaky" part of the activation function for negative
inputs. Similarly, the SignReLU (see Section 4.2.6.32) uses a parameter a
for controlling the slope for negative inputs; however, unlike the LReLU
and its variant, the function is not linear for negative inputs. The DLReLU
(see Section 4.3.1.13) also has a fixed parameter for controlling the slope
for negative inputs as LReLU has, but it also has an additional parameter
that scales the slope of the negative inputs further using the test error from
the previous epoch. The RReLU (see Section 4.2.6.3) uses a stochastic slope
controlling parameter during training and a fixed for inference when it
becomes the LReLU. The EReLU (see Section 4.2.6.38) is similar to RReLU,
but it uses stochastic parameters for controlling the slope for positive inputs
instead of negative inputs.

The ELU (see Section 4.2.6.48) also has a parameter that linearly scales
the function for negative inputs — albeit since the function is controlled by
an exponential, the main reason for the parameter is to control to which
value the ELU converges for inputs going to negative infinity. The SELU (see
Section 4.2.7.11) has two parameters a and b controlling the slope — one
(a) for the whole function and the other only for negative inputs (b). Since
these parameters are fixed, it could be considered as a special case of TAAFs
with the first parameter equivalent to TAAF’s α that is fixed and with the
TAAF’s inner activation f (z) being parameterized with another parameter
b. Similarly, its extension LSELU (see Section 4.2.7.12) has one parameter
for controlling the slope for all inputs; however, the LSELU is a sum of an
ELU and linear function for negative inputs and slope of each component is
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controlled separately by parameters b and c. The sSELU (see Section 4.2.7.14)
has two parameters a and b for vertically scaling the function separately for
negative and positive inputs; it also has a parameter c for horizontally scaling
the function for negative inputs similarly as does β in TAAFs. The RSigELUD
(see Section 4.2.7.19) also has two parameters for controlling the slope of
individual components of the function; it has parameter a for controlling the
slope of the exponential component for inputs above one, and parameter b for
controlling the slope for negative inputs. However, since it has no parameter
for controlling the slope for inputs in the interval [0, 1], where it is defined as
a linear function, and since the parameter a does not control the slope of the
whole function for inputs above one but rather only weights one component
of the function, it cannot be considered as a special case of a TAAF but with
different parameterization for positive and negative inputs as many other
functions can.

The SoftModulusT (see Section 4.2.6.31) uses a fixed, predefined parameter
a for scaling the input of the function similarly as the TAAF’s parameter β

albeit in an inverse form — β ∼ 1
a — and only for the input going to the

hyperbolic tangent function.
The NReLU (see Section 4.2.6.6) introduces a stochastic variant of the shift

parameter γ — the mean value of the parameter is 0, and, therefore, it only
introduces additive noise during training. The motivation behind NReLU is
different from the motivation of the TAAFs, but nevertheless, the concept of
the additive parameter to specific inputs resembles the TAAF’s parameter γ.
The RT–ReLU (see Section 4.2.6.11) also introduces stochastic translational
parameter as the NReLU but samples the parameters from different distribu-
tions. The ReSP (see Section 4.2.6.14) also has a fixed parameter controlling
the slope of the function for positive inputs only. On the other hand, the
BLReLU (see Section 4.2.6.24) has a fixed parameter controlling the slope
for the negative inputs and also for inputs above a threshold predefined by
another parameter similar to the improved logistic sigmoid.

The Soft++ activation function (see Section 4.2.18.1) is a composition of a
horizontally scaled softplus activation using parameter a and vertically scaled
linear function using parameter b with an additional fixed offset. While it
cannot be considered as a special case of the TAAF due to the composition of
the two functions, the parameter a has an identical role as the parameter β in
TAAFs, the parameter b scales the linear component similarly as parameter 1

α

and the linear offset can be defined as δ = − ln(2).
While the activation function above do not have the parameters trainable —

some of them use different adaptive schemes — there are also other activation
functions that uses adaptive, trainable parameters similarly to TAAFs. One
of them is the PReLU (see Section 4.3.1.1) that is basically a LReLU, but the
parameter a is adaptive. The TAAF’s parameter α is the equivalent of PReLU’s
parameter 1

a but only for negative inputs; there is no adaptive scaling for
positive inputs. The RT–PReLU (see Section 4.3.1.10) is the PReLU but with
additional stochastic parameter b that is randomly sampled and that controls
the threshold of the piecewise function.

The PREU (see Section 4.3.1.9) has vertical scaling for the whole function,
and, therefore, its parameter a is the direct equivalent of TAAF’s parameter α.
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However, it also introduces an equivalent for TAAF’s parameter β but only
for negative inputs; therefore, it cannot be considered a special case of the
TAAF.

The AReLU (see Section 4.3.1.19) has two adaptive scaling parameters al
and bl as it has separate scaling of positive and negative inputs. However,
its difference from the TAAF is much larger — the parameter bl scaling
positive inputs is transformed using the logistic sigmoid into interval [1, 2] by
(1 + σ(bl)) and the parameter al for scaling negative inputs is clipped into
interval [0.01, 0.99].

The tanhLU (see Section 4.3.1.33) uses both vertical and horizontal scaling;
however, since it has two components, it uses a separate parameterization for
each of the components. The tanh component has a parameter ai for vertical
scaling and a parameter bi for horizontal scaling, whereas the linear function
has only a single parameter ci for scaling as there is no difference between
vertical and horizontal scaling of linear functions.

Separate adaptive parameters for controlling the slope are used in several
adaptive activation functions. One of the simplest examples is the DPReLU
(see Section 4.3.1.20), which is a piecewise linear function with one parameter
controlling the slope for positive inputs and the other for negative inputs.
The DPReLU is extended by an adaptive parameter mi controlling vertical
translation into the Dual Line activation function (see Section 4.3.1.21). Since
the translation parameter mi is shared by both piecewise components of the
function, it is a direct equivalent of TAAF’s parameter δ.

The PiLU (see Section 4.3.1.22) is another DPReLU extension; it generalizes
the Dual Line by adding any horizontal shift — it has two parameters for
vertical scaling (one for inputs below the threshold and one for inputs above
the threshold) with similar function as the TAAF’s α and one single parameter
for the threshold which allows for the horizontal shift similarly as does the γ

in TAAFs.
Similarly as TAAFs accept any inner activation function, the DPAFs (see

Section 4.3.1.23) extends the Dual Line concept to use any suitable inner
activation function; the DPAF uses an inner activation function g(zi) instead
of the linear function from the Dual Line. It closely resembles the TAAF with
α applied only for positive inputs, β = 1, γ = 0 and δ = mi. The FPAF (see
Section 4.3.1.24) is very similar to DPAF, but it allows for two different inner
functions, one for positive inputs and the other for negative inputs. Each of
the inner functions has its own adaptive parameter for vertical scaling, but
unlike DPAF, there is no adaptive translation parameter.

The EPReLU (see Section 4.3.1.25) also has two separate parameters for
positive and negative inputs that control the vertical scaling; however, only
the parameter ai scaling the negative inputs is trainable; the parameter scaling
the function for positive inputs is stochastic and sampled from a uniform
distribution centered around 1 in each training epoch.

The PTELU (see Section 4.3.1.30) behaves as linear function for positive
inputs and as a special case of TAAF for negative inputs with α = ai, β = bi,
γ = 0, δ = 0, and f (z) = tanh(z) where ai and bi are trainable parameters
for each neuron i. The later proposed TReLU (see Section 4.3.1.35) is identical
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to PTELU but with fixed α = ai = 1 as it only has horizontal scaling for
negative inputs.

The BLU (see Section 4.3.1.37) is an activation function that has two compo-
nents — nonlinear function with adaptive scaling parameter ai and a linear
component. While the scaling parameter has a similar role as the TAAF’s
parameter α, its values are limited to the range [−1, 1].

The PELU (see Section 4.3.1.43) extends the ELU by two parameters ai
and ai

bi
controlling the slope — separate parameters for positive and negative

inputs — but it also has a horizontal scaling parameter 1
bi

for the exponential
part of the PELU for negative inputs. The parameters ai and bi are formulated
such that there is no non-differentiability at input z = 0. Another ELU
extension FELU (see Section 4.3.1.46) uses adaptive scaling parameter ai
to control the soft saturation region for negative inputs. The MPELU (see
Section 4.3.1.48) outputs identity for positive inputs, but it outputs non-
linearly transformed input for negative values that can be formulated within
the TAAF framework — with α = ai, β = bi, γ = 0, δ = 0, and f (z) =

exp(z)− 1 where ai and bi are MPELU’s scaling parameters. The CELU (see
Section 4.3.1.51) is similar to MPELU but it is reparameterized using a single
parameter ai such that its derivative at z = 0 is 1 — the only difference from
the MPELU is that its TAAF reformulation for negative part is α = ai and
β = 1

ai
.

The PSELU (see Section 4.3.1.53), which is the adaptive variant of SELU,
has two trainable scaling parameters ai and bi that allow for vertical scaling
of the function; the parameter ai is scaling the whole function and as such
is the exact equivalent of the parameter α while the parameter bi scales
the function only for negative inputs. The LPSELU (see Section 4.3.1.54)
is identical to PSELU, but it adds a linear function for negative inputs to
avoid small gradients — this linear function has slope controlled by another
parameter ci; i.e., the function has two parameters that control the slope only
for negative inputs, bi for the exponential part and ci for the linear part, the
parameter ai controls the slope of the whole function. The LPSELU_RP (see
Section 4.3.1.55) extends the LPSELU by the additional parameter mi that
controls the vertical translation of the whole function; this trainable parameter
represents an exact equivalent of the TAAF’s parameter δ.

The PDELU (see Section 4.3.1.59) introduces two parameters ai and b;
while ai is an adaptive parameter that controls the scaling of the function
for negative inputs, parameter b is a fixed hyperparameter controlling the
shape of the nonlinear part of the activation. Similarly, the T-swish (see
Section 4.3.1.57) has parameters ai and bi for vertical and horizontal scaling
only for negative inputs.

The EELU (see Section 4.3.1.60) is an activation function with a stochastic
component for positive inputs and function scaling for negative inputs. The
function is scaled using parameter ki for positive inputs, which is stochastic
and is sampled from a Gaussian distribution with random variance (sampled
from a uniform distribution) and is clipped into interval [0, 2]. Adaptive
parameters ac and bc are used for vertical and horizontal scaling of the
function for negative inputs and are shared by all neurons in channel c; the
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function for negative inputs can be formulated within TAAF framework using
α = ac, β = bc, γ = 0, δ = 0, and f (z) = exp(z)− 1.

The scaled softsign (see Section 4.3.19) is controlled by two adaptive pa-
rameters ai and bi; however, only the ai has an equivalent within the TAAF
framework — the parameter ai controls the vertical scale of the function and
thus it is the equivalent of the parameter α of the TAAF framework. The
parameter bi controls the rate of transition between signs, and as such, it does
not have an equivalent within the TAAF framework.

The NAF (see Section 4.3.27) consists of parts; each one has one parameter
for controlling its vertical scale. The parts also have two additional parameters
for controlling the horizontal scale similarly as does β in the TAAFs — the
first part has parameter b β2 while the second uses parameter d that has
the same function as β without any non-linear transformation. Function
similar to NAF is the combination of scaled logistic sigmoid with scaled sine
(SLS-SS; see Section 4.3.27.1) uses four parameters, one pair for controlling
the horizontal and vertical scale of the logistic sigmoid and the other pair
controlling the horizontal and vertical scale of the sine function; the function
can be seen also as the combination of two TAAF based functions — the first
with α = ai, β = bi, γ = 0, δ = 0, f (z) = sin(z) and the second with α = ci,
β = di, γ = 0, δ = 0, and f (z) = 1

1+exp(−z) .
The APLU (see Section 4.3.28) can be seen as sum of S + 1 TAAF based

functions where the first function is just plain ReLU(z) while the others can
be defined as TAAF equvialents with α = as

i , β = 1, γ = −bs
i , δ = 0, and

fs(z) = ReLU(−z).
The MeLU (see Section 4.3.31) is an approach with the same representation

power as the APLU but with a lower number of parameters; it consists of a
sum of functions, each having its own trainable parameter for vertical scaling
ai,j.

Function combining sigmoid-like and ReLU functions is the SReLU (see
Section 4.3.32); it is a piecewise function with linear function in the middle
and with two trainable determining thresholds limiting the middle identity
segment; it also has two trainable parameters controlling the slope of the
outermost segments. Similarly, the LinQ (see Section 4.2.8.8) has one non-
adaptive parameter for scaling the slope of the function but only for the parts
that are outside the interval [−2, 2]. The PLU (see Section 4.3.34) can be con-
sidered as a special case of the SReLU enforcing invertibility of the function;
it has only one trainable parameter ai that determines the slope of two linear
segments similarly as α does in TAAFs. The AdaLU (see Section 4.3.35) is a
piecewise linear function with adaptive parameters for controlling the slope
and shifts of individual components.

The MTLU (see Section 4.3.43) extends the SReLU approach into more
than three segments; each of the K segments has a parameter ai,k, k = 0, . . . , K
that controls the slope of the respective segment (a local equivalent of α)and
parameter bi,k, k = 0, . . . , K that controls its translation (a local equivalent
of δ); the segments are determined by parameters ci,0, . . . , ci,K−1. The LuTU
(see Section 4.3.45) is also a piecewise linear activation function where each
segment has adaptive slope and bias — however, the function is defined by
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several anchor points instead of using direct equivalents of α and δ for each
segment.

The maxout unit (see Section 4.3.46) returns a maximum of multiple linear
functions; it can also be seen as returning maximum of K TAAFs; each with
α = wk

i , β = 1, γ = 0, δ = bk
i , and f (z) = z, k = 1, . . . , K.

The DY–ReLU (see Section 4.3.55.3) is a different approach compared to
most of the adaptive functions in this list — it uses a hyperfunction for
computing the parameters of the activation function. The activation function
itself is a piecewise linear function that is defined as the maximum of multiple
linear functions — it is a maximum of multiple independent TAAFs, each
with two parameters that are equivalent to the TAAF parameters α and δ.

A similar approach to the maxout unit is the ABU and its variants (see
Section 4.3.47) — using a weighted sum of activation functions instead of
the maximum. This can be seen as a sum of TAAF based functions when the
weight aj, l is equivalent to the scaling parameter α for the relevant TAAF
with any inner activation gj(z). The formulation of ABU as a sum of TAAF
is beneficial for the extended variant with additional bias parameter (see
Eq. (4.478)) — this ABU is a sum of n TAAF based functions with αj = ai,j,
β j = 1, γj = −bi,j, deltaj = 0 for any inner activation function. There are
other ABU variants whose weights of individual inner activation functions
have to sum up to 1 [1195, 1196] or that are employing min–max scaling
[1196]. Another ABU variant called APAF divides the output by the sum
of the weighting coefficients — the output is the weighted average of the
inner activation functions. The GABU (see Section 4.3.47.3) is an ABU variant
that uses gating functions for obtaining the scaling parameters of individual
inner activation functions. The SLAF (see Section 4.3.47.6) is a special case of
ABU that utilizes the increasing powers of the input as the individual inner
activation functions. Similarly, the ChPAF (see Section 4.3.47.7) and LPAF
(see Section 4.3.47.8) can be considered as ABU, but the inner functions are
Chebyshev and Legendre polynomials instead.

The SinLU (see Section 4.3.3.11) uses vertical and horizontal scaling param-
eters ai and bi only for a single term in its definition that adds a sine function
to the base linear function.

The KAF (see Section 4.3.55.5) is an activation function that uses kernel
expansion with a dictionary; however, since Scardapane et al. used D fixed
dictionary points, it can also be viewed as a sum of individually scaled
functions with parameters ai,j, j = 1, . . . , D.

The PAU (see Section 4.3.48) extends the ABU concept even further; a PAU
is basically a division of two SLAFs — i.e., the PAU is the division of two
sums of individually transformed functions that are polynomials of increasing
power. The ERA (see Section 4.3.50) is a function that is very similar to the
PAU; however, the ERA is parameterized in such way that it can be rewritten
using partial fractions reducing the number of operations — this formulation
however holds even less similarities with the TAAF parameterization.

The MoGU (see Section 4.3.47.10) is, similarly to the ABU, also a sum
of individually transformed functions. However, unlike ABU, the MoGU
uses more TAAF parameters than just the α. It can be defined as a sum
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of n TAAF based functions with αj =
ai,j
σi,j

, β j =
1

σi,j
, γj =

−µi,j
σi,j

, δ = 0, and

f j(z) = 1√
2π

exp
(
− 1

2 (z)
2
)

, j = 1, . . . , n. Similarly, the TCA and TCAv2 (see
Section 4.3.47.1) can be seen as a sum (TCA) or a weighted average (TCAv2)
of k TAAF based functions. The TAAF based functions are using parameters
βi, j = exp

(
ai,j
)

and γi, j = exp
(
bi,j
)

in TCA and αi, j = exp
(
ai,j
)
, βi, j =

exp
(
bi,j
)
, and γi, j = exp

(
ci,j
)
in TCAv2. Note that the sum of the functions

in TCAv2 is divided by ∑k
j=1 exp

(
ai,j
)

to obtain the weighted average of the
functions.

The MSAF (see Section 4.2.2.24 is a sum of individually translated logistic
sigmoids); it has a parameter for vertical translation a and each logistic
sigmoid has another translation parameter bk for horizontal translation. These
translations, however, seem to be predefined and nonadaptive.

Similarly, the FSA (see Section 4.3.47.11) is also a sum of individually
transformed functions; however, there are two different functions this time,
and they are transformed using equivalents of both α and β — i.e., they have
parameters for both horizontal and vertical scaling. Furthermore, there is also
a single parameter ai that controls the vertical translation similarly to the
parameter δ in TAAFs.

The VAF (see Section 4.3.55.1) approach, published parallelly with the
TAAFs, uses a specially defined subnetwork instead of a simple activation
function; the resulting activation function from the subnetwork is equivalent
to the sum of TAAFs in the most general sense — it has all four TAAF
parameters in equivalent formulation and also allows for usage of any inner
function. While the VAF is more general than TAAF, it also has significantly
more parameters proportional to the size of the subnetwork.

The Table 5.2 summarizes the activation functions that uses concepts that
are related to those used in TAAFs.
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activation year details source adapt. parameters TAAF equiv. note

improved logistic
sigmoid

2019 Section 4.2.2.7 [801] ✗ a, b α controllable slope only for cer-
tain inputs

STAC-tanh 2021 Section 4.3.2.8 [1102] ✓ ai, bi α controllable slope only for
certain inputs determined by
adaptive thresholds

RSigELU 2021 Section 4.2.7.15 [949] ✗ a α controllable slope only for cer-
tain inputs

penalized hyper-
bolic tangent

2016 Section 4.2.2.9 [791] ✗ a α controllable slope only for cer-
tain inputs

Hexpo 2017 Section 4.2.2.12 [806] ✗ a, c; b, d α; β different parameters for nega-
tive and positive inputs

LReLU 2013 Section 4.2.6.2 [869] ✗ a α controllable slope only for cer-
tain inputs

VLReLU 2014 Section 4.2.6.2 [870] ✗ a α controllable slope only for cer-
tain inputs

OLReLU 2021 Section 4.2.6.2 [876] ✗ a α controllable slope only for cer-
tain inputs

DLReLU 2019 Section 4.3.1.13 [1032] ✗ abt α controllable slope only for cer-
tain inputs; slope controlled
by a fixed parameter (a) but
also using the test error from
previous epoch (bt)
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SoftModulusT 2023 Section 4.2.6.31 [836] ✗ a β horizontal scaling only of the
tanh component

SignReLU 2018 Section 4.2.6.32 [910] ✗ a α controllable slope only for cer-
tain inputs

RReLU 2015 Section 4.2.6.3 [872] ✗ a α controllable slope only for cer-
tain inputs, stochastic

EReLU 2018 Section 4.2.6.38 [918] ✗ a α controllable slope only for cer-
tain inputs

NReLU 2010 Section 4.2.6.6 [861] ✗ a γ stochastic parameter with
zero mean

RT–ReLU 2018 Section 4.2.6.11 [883] ✗ a γ stochastic parameter with
zero mean

ReSP 2018 Section 4.2.6.14 [886] ✗ a α controllable slope only for cer-
tain inputs

BLReLU 2016 Section 4.2.6.24 [888] ✗ a α controllable slope only for cer-
tain inputs

ELU 2016 Section 4.2.6.48 [874] ✗ a α controllable slope only for cer-
tain inputs

SELU 2017 Section 4.2.7.11 [945] ✗ a, b α separately controllable slope
for positive and negative in-
puts
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LSELU 2021 Section 4.2.7.12 [946] ✗ a, b, c α individual components has
separate parameters for con-
trolling the slope

sSELU 2021 Section 4.2.7.14 [946] ✗ a, b, c α, β individual components have
separate parameters for con-
trolling the slope

RSigELUD 2021 Section 4.2.7.19 [949] ✗ a, b α individual components have
separate parameters for con-
trolling the slope

Soft++ 2020 Section 4.2.18.1 [973] ✗ a, b α, β one component is vertically
scaled, the other horizontally
scaled

PReLU 2015 Section 4.3.1.1 [871] ✓ a α controllable slope only for cer-
tain inputs

RT–PReLU 2018 Section 4.3.1.10 [883] ✓ a α controllable slope only for cer-
tain inputs; stochastic thresh-
olding

PREU 2019 Section 4.3.1.9 [932] ✓ a, b α, β horizontal scaling only for
negative inputs

AReLU 2020 Section 4.3.1.19 [1037] ✓ al , bl α separate scaling for negative
and positive inputs; parame-
ter transformation

tanhLU 2022 Section 4.3.1.33 [1049] ✓ ai, bi, ci α, β separate scaling for each com-
ponent
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DPReLU 2020, 2021 Section 4.3.1.20 [1039, 1040] ✓ ai, bi α proposed independently in
[1039] and [1040]

Dual Line 2020 Section 4.3.1.21 [1039] ✓ ai, bi, mi α, δ separate scaling for negative
and positive inputs; common
vertical translation

PiLU 2021 Section 4.3.1.22 [1041] ✓ ai, bi, ci α, γ separate scaling for negative
and positive inputs; common
horizontal translation

DPAF 2020 Section 4.3.1.23 [1039] ✓ ai, mi α, δ slope scaling only for posi-
tive inputs; common vertical
translation

FPAF 2021 Section 4.3.1.24 [1040] ✓ v α separate scaling for negative
and positive inputs

EPReLU 2018 Section 4.3.1.25 [918] ✓ ai, ki α separate scaling for negative
and positive inputs, stochastic
scaling for positive inputs

PTELU 2017 Section 4.3.1.30 [1047] ✓ ai, bi α, β scaling for negative inputs
only

TReLU 2019 Section 4.3.1.35 [1050] ✓ bi β scaling for negative inputs
only

BLU 2019 Section 4.3.1.37 [1053] ✓ ai α scaling only the nonlinear
component
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PELU 2016 Section 4.3.1.43 [1064] ✓ ai, bi α, β separate vertical scaling for
positive and negative inputs,
horizontal scaling only for
negative inputs

FELU 2019 Section 4.3.1.46 [1067] ✓ ai α scaling only for negative in-
puts

MPELU 2018 Section 4.3.1.48 [1070] ✓ ai, bi α, β scaling only for negative in-
puts

CELU 2017 Section 4.3.1.51 [1075] ✓ ai α, β scaling only for negative in-
puts, continuously diff.

PSELU 2020 Section 4.3.1.53 [1077] ✓ ai, bi α separate vertical scaling for
positive and negative inputs

LPSELU 2020 Section 4.3.1.54 [1077] ✓ ai, bi, ci α individual components have
separate parameters for con-
trolling the slope

LPSELU_RP 2020 Section 4.3.1.55 [1077] ✓ ai, bi, ci, mi α, δ individual components have
separate parameters for con-
trolling the slope

PDELU 2020 Section 4.3.1.59 [1082] ✓ ai, b α scaling only for negative in-
puts, fixed b for shape control

T-swish 2022 Section 4.3.1.57 [1079] ✓ ai, bi, ci α, β scaling only for negative in-
puts, ci for threshold determi-
nation



5.
2

t
r

a
n

s
f

o
r

m
a

t
i
v

e
a

d
a

p
t

i
v

e
a

c
t

i
v

a
t

i
o

n
f

u
n

c
t

i
o

n
2

1
7

EELU 2020 Section 4.3.1.60 [1027] ✓ ac, bc, kc
i α, β vertical and horizontal scal-

ing for negative inputs; verti-
cal stochastic scaling for posi-
tive inputs

scaled softsign 2023 Section 4.3.19 [889] ✓ ai, bi α additional adaptive parame-
ter

NAF 2000 Section 4.3.27 [1158] ✓ a, b, c, d α, β each component has its own
scaling

SLS-SS 2007 Section 4.3.27.1 [1161] ✓ ai, bi, ci, di α, β each component has its own
scaling

APLU 2017 Section 4.3.28 [1014] ✓ as
i , bs

i , s =

1, . . . , S
α, γ sum of S TAAFs

SReLU 2016 Section 4.3.32 [873] ✓ tr
i , ar

i , tl
i , al

i α slope controllable only for the
outermost segments

LinQ 2016 Section 4.2.8.8 [955] ✓ a α slope controllable only for the
outermost segments outside
the interval [−2, 2]

All-ReLU 2021 Section 4.3.33 [1172] ✗ a α slope controllable only for
negative inputs, alternating
between layers

PLU 2018 Section 4.3.34 [1173] ✓ ai, b α b fixed; slope controllable
only for the outermost seg-
ments
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AdaLU 2022 Section 4.3.35 [1174] ✓ ai, bi, ci, di,
ei

α, γ, δ b controllable slopes and off-
sets for individual compo-
nents

MTLU 2019 Section 4.3.43 [1179] ✓ ai,0, . . . , ai,K,
bi,0, . . . , bi,K,
ci,0, . . . , ci,K−1

α, δ separate parameters for indiv.
segments

maxout unit 2013 Section 4.3.46 [1191] ✓ wk
i , bk

i , k =

1, . . . , K
α, δ maximum of individually

transformed functions

DY–ReLU 2020 Section 4.3.55.3 [1034] ✓ ai,k, bi,k, k =

1, . . . , K
α, δ maximum of individually

transformed functions; hyper-
function for parameter opti-
mization

ABU 2020 Section 4.3.47 [1194] ✓ ai,j α sum of individually trans-
formed functions

ABU with bias 2018 Section 4.3.47 [1186] ✓ ai,j, bi,j α, β sum of individually trans-
formed functions

ABU (con-
strained)

2018 Section 4.3.47 [1195] ✓ ai,j α sum of individually trans-
formed functions; their scal-
ing parameter sum up to 1

TCA 2022 Section 4.3.47.1 [1197] ✓ ai,j, bi,j β, γ sum of individually trans-
formed functions

TCAv2 2023 Section 4.3.47.1 [1198] ✓ ai,j, bi,j, ci,j α, β, γ sum of individually trans-
formed functions
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activation ensem-
ble

2019 Section 4.3.47 [1196] ✓ ai,j α sum of individually trans-
formed functions; their scal-
ing parameter sum up to 1;
min–max scaling

SinLU 2017 Section 4.3.3.11 [1127] ✓ ai, bi α, β scaling only of a single term

GABU 2016 Section 4.3.47.3 [1013] ✓ ai,j α sum of individually trans-
formed functions; gated

SLAF 2019 Section 4.3.47.6 [1202] ✓ ai,j α sum of individually trans-
formed functions

ChPAF 2023 Section 4.3.47.7 [1206] ✓ aj,
j = 0, . . . , k

α sum of individually trans-
formed functions

LPAF 2021 Section 4.3.47.8 [1207] ✓ aj,
j = 0, . . . , k

α sum of individually trans-
formed functions

KAF 2019 Section 4.3.55.5 [1248] ✓ ai,j, dj, j =

1, . . . , D
α dj fixed; sum of individually

transformed functions

PAU 2020 Section 4.3.48 [1209] ✓ aj, j =

0, . . . , m, bk,
k = 1, . . . , n

α division of two sums of sum
of individually transformed
functions

MoGU 2018 Section 4.3.47.10 [1186] ✓ ai,j, σi,j, µi,j,
j = 1, . . . , n

α, β, γ sum of individually trans-
formed functions

MSAF 2015 Section 4.2.2.24 [813] ✗ a, bk, k =

1, . . . , N
γ, δ sum of individually trans-

lated functions
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FSA 2020 Section 4.3.47.11 [1199] ✓ ai, bi,j,
ci,j, di,
j = 0, . . . , r

α, β, δ sum of individually trans-
formed functions

VAF 2019 Section 4.3.55.1 [1243] ✓ al,0, al,j,
bl,j, cl,j,
j = 1, . . . , k

α, β, γ, δ sum of TAAFs

Table 5.2: Activation functions related to TAAFs
Activation functions that employs the same or similar concepts as TAAFs. The column TAAF equiv. lists the TAAF’s parameters whose function
the activation also employs in any manner.
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5.2.1.3 TAAF as output layer

It is standard practice to use an output layer with a linear activation function
as the sigmoidal activation functions such as hyperbolic tangent and logistic
sigmoid have limited ranges. The original D–GEX architecture is no exception
and uses a linear output layer. This, however, is no longer necessary with
the use of TAAF as the scaling and translation allow for an arbitrary range.
The modified network architectures with TAAFs in the output layer (denoted
TAAFo) enable better performance than those with a linear activation in the
output layer by increasing the network capacity. The need for a linear layer for
some regression task could be, of course, solved by other approaches — e.g.,
another custom activation with only a single scaling parameter such as the
activation function with trainable amplitude [1086] but the TAAF provides
higher flexibility thanks to the added parameters. The usage of TAAFs in all
layers is beneficial for two reasons:

architecture simplification When TAAFs are used in all layers, the
architecture is less complex and easier to understand and analyze than
if different activation functions are used in different components of
the neural network. Simpler and more coherent architectures are also
simpler to debug.

efficient usage of parameters Usage of a linear activation function
in the output layer for purposes of output scaling introduces many
unnecessary parameters — the linear layer needs (N + 1)× M weights
where N is the number of neurons in the previous layer, and M is
the number of outputs of current layers. While a linear layer might
be beneficial if the regression task naturally yields a solution as a
linear combination of some nonlinear function, it introduces too many
additional parameters if only output scaling is needed. Using TAAFs in
the output layer instead of a linear activation functions often provides
network capacity more similar to a network with D + 1 layers with
nonlinear activations in hidden layers and a linear activation in the
output layer while keeping the number of parameters similar to the
original network with D layers.

5.2.2 Ensembles

Integrating multiple neural networks (or other learners) into an ensemble
very often leads to a better performance level than that of every single learner
from the ensemble [2119–2122]. It is common practice to build ensembles of
neural networks even for quite complex neural networks (e. g. [2123, 2124]).
Ensemble usage is also a common practice when working with microarray
data [2125] (e. g. an ensemble of support vector machines was used in [2126]).
Further description of ensembles is out of the scope of this work; reviews are
available in [2121, 2122, 2127, 2128].

We have evaluated ensembles consisting of different D–GEX architectures
as the evaluation was without any significant computational overhead. Our
ensemble selects a single D–GEX architecture as an expert for each gene based
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on one-half of the validation data; then only this expert is used to predict
the expression of the given gene — this leads to better performance if some
neural networks learned better prediction for some genes than the others.
We have evaluated ensembles consisting of a maximum of four different
architectures (a total of 984 ensembles for each activation function) based on
models from Experiments 1 – 5 and selected those that performed best based
on the second half of the validation data.

5.3 tower and checkerboard architectures

One of the contributions of this work is the introduction of a novel architec-
ture (published in [9]) for gene expression inference, which leads to significant
improvements in the quality of the inference. The baseline model is a modifi-
cation of D–GEX with TAAFs [10] which consists of three hidden, densely
connected layers with 10,000 neurons in each layer — the largest D–GEX
architecture consisted of only 9,000 neurons in each layer [2] but adding more
neurons has proved beneficial — and an output layer. Each neuron contains
the TAAF with a sigmoid as the inner activation function as in [10]; each
hidden layer is with 25% dropout.

5.3.1 Tower architecture (T–D–GEX)

Since the baseline model consists of three densely connected layers, a further
increase in the number of neurons in each layer is difficult as the number of
connections (weights) increases quadratically, and even the baseline model
was near the memory limitations of the used GPU. Thus, similarly to PCs,
we introduce towers of dense layers that are not connected to each other,
which allows for a significant increase in the number of neurons without the
increase in the number of weights. Unlike the PCs [1255, 1256], the output
layer is not densely connected to all the towers, but rather the outputs of
individual towers are first averaged, and only then an output layer is added
— otherwise, the gains from the tower architecture would be much smaller as
the number of connections between last hidden layer and the output layer
would not change. The D–GEX with the tower architecture is denoted T–D–
GEX, the number of neurons in a single layer of a tower was determined
such that networks with more columns have strictly fewer weights (yet more
neurons) as shown in Table 5.3 and Figs. 5.2 and 5.3.

5.3.2 Checkerboard architecture (C–D–GEX)

The checkerboard architecture can be seen as an extension of the tower
architecture. The tower architecture consists of towers of densely connected
layers where each layer is connected to the layer that precedes it; there is no
information flow between the towers — the towers share the input layer, and
then their outputs are averaged before the output layer. The checkerboard
architecture addresses this issue and divides each layer of a tower into halves
— each half is connected to the same half of the same tower of the preceding
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towers neurons/tower neurons parameters

1 10,000 34,759 257,149,036

2 7,227 48,121 257,119,561

3 5,941 58,228 257,068,283

4 5,157 66,643 256,997,503

5 4,615 73,984 256,977,621

6 4,211 80,557 256,953,201

8 3,637 92,047 256,729,407

10 3,242 102,019 256,587,674

12 2,948 110,887 256,374,168

Table 5.3: Number of parameters of used tower architectures
The summary of the parameterization of used architectures — C–D–GEX,
CR–D–GEX, T–D–GEX, and TR–D–GEX do not differ in number of pa-
rameters and neurons. Note that the total number of parameters remains
approximately the same across architectures.

layer; however, it is connected to the other half of the same tower only
every odd layer while every even layer it is connected to the other half of
the neighboring tower resulting in a checkerboard-like pattern of densely
connected blocks. Both checkerboard architectures used in this paper have
the first hidden layer without a dropout. The D–GEX with the checkerboard
architecture is denoted C–D–GEX.

5.3.3 Skip connections

Another improvement was the addition of a skip connection in a ResNet-like
manner [13] — we have added a residual skip connection from first to second
hidden layer to each tower; the output of the first hidden layer is added to the
output of second hidden layer before proceeding to the third hidden layer. The
whole architecture with skip connections compared to the original D–GEX is
shown in Fig. 5.4 where a checkerboard variant (see Section 5.3.2) was used.
The tower architecture (see Section 5.3.1) with skip connections is equivalent.
Such networks are denoted TR–D–GEX and CR–D–GEX, respectively.

D-GEX T-D-GEX C-D-GEX

Input Dense TAAFs AVG + Dense TAAFs

Figure 5.1: Overview of used architectures
The original D–GEX architectures and the novel architectures proposed
in this paper. The outputs of the towers (or halves for C–D–GEX) are
averaged before the output layer.
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Figure 5.2: Dependence of neurons per tower on number of towers
The relationship between neurons per tower and number of towers when
the number of weights is limited by the number of weights of a single
tower with 10,000 neurons. The dashed line represents the number of
neurons in the output layer, and the shaded region denotes the number
of towers, for which the number of neurons in each layer of each tower is
most similar to the number of output neurons.
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Figure 5.3: Total number of neurons by the number of towers
The relationship between the total number of neurons and the number
of towers when the number of weights is limited by the number of
weights of an architecture with a single tower with 10,000 neurons (i.e.,
the equivalent of the original D–GEX). The dashed line represents the
number of neurons in the output layer, and the shaded region denotes
the number of towers, for which the number of neurons in each layer of
each tower is most similar to the number of output neurons.
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D–GEX Checkerboard

Input Dense TAAFs AVG + Dense TAAFs

Figure 5.4: Diagram comparing the original D–GEX architectures and the checker-
board D–GEX architecture. The outputs of the towers are averaged before
the output layer. Black arrows represent dense connections between
blocks; purple dashed arrows represent skip connections.

5.4 implementation

The work was implemented in python 3, the neural networks were imple-
mented using the NN library Keras [209] and the computational framework
Tensorflow [210]. Other packages used include SciPy [2129], scikit-learn [2130],
pandas [2131], and NumPy [2132] for data manipulation and Matplotlib [2133]
and seaborn [2134] for visualizations. The original implementation used in
[10] is available at https://github.com/kunc/TAAF-D-GEX.

5.4.1 Transformative adaptive activation function

The TAAF was implemented by extending the Keras class Layer2 as it allowed
for seamless usage of the activation functions. To simplify the implementation,
the TAAF split into several building blocks — two applications of a simpler
linear transformation block called adaptive transformative unit (ATU) and a
single application of the inner activation.

5.4.1.1 Adaptive transformation unit

The ATU is a basic building block of the TAAF. It has two adaptive parameters
— a for linear scaling of the input and bias term b for translation:

ATU(x) = a · x + b. (5.8)

The main part of the code of the ATU unit is then simple as:

1 c l a s s ATU( Layer ) :
2 . . .
3 def c a l l ( s e l f , inputs ) :
4 outputs = s e l f . alpha * inputs + s e l f . beta
5 re turn outputs

Listing 5.1: Core of implementation of the adaptive transformation unit

2 See the documentation at https://keras.io/api/layers/base_layer/.

https://github.com/kunc/TAAF-D-GEX
https://keras.io/api/layers/base_layer/
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5.4.1.2 TAAF as the application of ATUs

The TAAF itself can be formulated as one application of the ATU followed by
an application of the inner activation function and finally followed by another
ATU application. Using the functional API of Keras, it can be defined as

1 def t a a f ( x , a c t i v a t i o n , name=" " ) :
2 " " " Transformative Adaptive Act iva t ion Function .
3 I t fo l lows :
4 ‘ f ( x ) = alpha * f ( beta * x + gamma) + del ta ‘ ,
5 where f i s a given a c t i v a t i o n funct ion .
6 " " "
7

8 x = ATU(name=name + " TAAF_Bottom " ) ( x )
9 x = Act iva t ion ( a c t i v a t i o n ) ( x )

10 x = ATU(name=name + "TAAF_Top" ) ( x )
11

12 re turn x

Listing 5.2: TAAF implemented using ATUs

However, the implementation of TAAF using ATUs directly in a single
function is a bit cumbersome to work with as it is not an extension of the Keras
base Layer class. However, it is a similar concept but with more boilerplate
code. The code below summarizes the implementation; some parts were
omitted to highlight the core of the implementation; full code is available at
https://github.com/kunc/TAAF-keras.

1 c l a s s TAAF( Layer ) :
2 def _ _ i n i t _ _ (
3 s e l f ,
4 a c t i v a t i o n =" tanh " ,
5 a l p h a _ i n i t i a l i z e r =" ones " ,
6 b e t a _ i n i t i a l i z e r =" ones " ,
7 gamma_ini t ia l izer=" zeros " ,
8 d e l t a _ i n i t i a l i z e r =" zeros " ,
9 . . .

10 * * kwargs
11 ) :
12 . . .
13

14 s e l f . atu_bottom = ATU(
15 a l p h a _ i n i t i a l i z e r = b e t a _ i n i t i a l i z e r ,
16 b e t a _ i n i t i a l i z e r =gamma_ini t ia l izer ,
17 . . .
18 )
19 s e l f . a c t i v a t i o n _ l a y e r = a c t i v a t i o n s . get ( a c t i v a t i o n )
20 s e l f . atu_top= ATU(
21 a l p h a _ i n i t i a l i z e r = a l p h a _ i n i t i a l i z e r ,
22 b e t a _ i n i t i a l i z e r = d e l t a _ i n i t i a l i z e r ,
23 . . .
24 )
25

26 super (TAAF, s e l f ) . _ _ i n i t _ _ ( * * kwargs )
27 . . .
28 def c a l l ( s e l f , inputs ) :
29 x = s e l f . atu_bottom ( x )
30 x = s e l f . a c t i v a t i o n _ l a y e r ( x )

https://github.com/kunc/TAAF-keras
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31 x = s e l f . atu_top ( x )
32 re turn x

Listing 5.3: TAAF implemented using ATUs





6
E X P E R I M E N TA L E VA L UAT I O N

After introducing TAAFs and tower and checkerboard architectures in previ-
ous Chapter 5, the goal of this chapter is to provide an empirical evaluation.
First, we establish that TAAFs indeed improve the performance of the original
D–GEX in Section 6.1, then we show that it has a practical measurable impact
on subsequent analyses in Section 6.2, and then we show that TAAFs are also
applicable outside the task of GE inference on several artificially generated
multivariate regression datasets in Section 6.3. After establishing the perfor-
mance of TAAFs, we show that the tower and checkerboard architectures
further improve the performance of GE inference in Section 6.4 and that
these improvements also have a practical impact on subsequent analyses in
Section 6.5.

6.1 establishing taaf performance on the d-gex microarray

data

This set of experiments shows that the TAAFs improve the performance of
the original NN model [2] for GE inference (see Section 5.1 for details about
the task). We start by Section 6.1.1 Experiment 1: Usage of TAAFs where
we show that just replacing the originally used tanh AFs by TAAFs also
with tanh as the inner AF improves the performance of the NN without any
further changes. Then, we further analyze the performance gains and show
that additional modifications, such as replacing the activations in the last
layer, improve the performance even further and that the same performance
cannot be achieved by TAAFs without some of the parameters.

6.1.1 Experiment 1: Usage of TAAFs

The goal of this and the following experiments is to establish the improve-
ment as a result of using the novel TAAFs in models trained on the full
dataset. First, we compare the original D–GEX architectures equipped with
the hyperbolic tangent (tanh) activation function to architectures equipped
with the novel TAAF with hyperbolic tangent as the inner activation function.
The results are shown in Tab 6.1, where the models are compared using the
MMDAEs. The table shows the signed difference in absolute errors between
the traditional hyperbolic tangent activation function and the adaptive acti-
vation function based on it — the novel transformative adaptive activation
function was superior to the hyperbolic tangent activation function for all
D–GEX architectures. Furthermore, the means (medians) of MMAEs for both
models were significantly different using the paired Student’s t-test (the
Wilcoxon rank test) with p < 0.0001 for all D–GEX architectures tested.

229
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TAAF tanh – tanh

neurons layers MMDAE 95 % CI

3,000

1 -0.016960 -0.017064 -0.016855

2 -0.008421 -0.008472 -0.008370

3 -0.015788 -0.015867 -0.015710

6,000

1 -0.018504 -0.018640 -0.018366

2 -0.027463 -0.027548 -0.027376

3 -0.041951 -0.042331 -0.041683

9,000

1 -0.020829 -0.021007 -0.020649

2 -0.049515 -0.049631 -0.049394

3 -0.063431 -0.063633 -0.063228

Table 6.1: MMDAE summary TAAF tanh vs tanh
The MMDAE and its 95 % CI estimated using bootstrap on samplewise
MDAEs for the TAAF with tanh as inner activation function and classic
tanh activation function for D–GEX with 25% dropout on the test data of
the full dataset.

6.1.2 Experiment 2: Replacing tanh with sigmoid activation function

The performance of D–GEX with TAAF can be further improved by replacing
the inner tanh activation function with a logistic sigmoid activation function.
The comparison is shown in Tab 6.2. Since tanh is just a simple transformation
of the logistic sigmoid, this can be thought of as a different initialization of
the TAAF parameters, namely α := 1

2 , β := 1
2 , and δ := 1

2 . The original D–GEX
benefited from the sigmoid activation more compared to the D–GEX with
TAAFs (as shown in Tab 6.3), which shows that it is much more sensitive to
the activation function used and that using the TAAFs adds some robustness
to the model over different parameterizations. Furthermore, even the version
of D–GEX with sigmoid activation function benefited significantly from the
use of TAAFs, as presented in Tab 6.4.

6.1.3 Experiment 3: TAAFs for capacity adjusted NNs

The TAAFs introduce four additional parameters per neuron, which increase
the capacity of the neural network, and the improvement might possibly
be caused by the increase in the capacity. Indeed, it seems that increased
capacity helps D–GEX as the architectures with more neurons have a lower
prediction error for the same number of layers. We have reduced the number
of neurons in each layer in the D–GEX with TAAFs such that the total
number of parameters is the same as in the original D–GEX with the same
architecture. The number of removed neurons was always lower than 30

as the number of added weights per neuron is insignificant compared to
the number of weights of incoming connections. The improvement of the
reduced D–GEX with TAAFs was from 0.0034 to 0.0068 across different D–
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TAAF sigmoid – TAAF tanh

neurons layers MMDAE 95 % CI

3,000

1 -0.005025 -0.005120 -0.004943

2 -0.017574 -0.017725 -0.017420

3 -0.010628 -0.010732 -0.010522

6,000

1 -0.004390 0-.004550 -0.004256

2 -0.009468 -0.009560 -0.009376

3 -0.002024 -0.002214 -0.001706

9,000

1 -0.004043 -0.004281 -0.003853

2 -0.010392 -0.010511 -0.010271

3 -0.001712 -0.001803 -0.001615

Table 6.2: MMDAE summary TAAF tanh vs TAAF sigmoid
The MMDAE and its 95 % CI estimated using bootstrap on samplewise
MDAEs for the TAAF with tanh and sigmoid as inner activation functions
for D–GEX with 25% dropout on the test data of the full dataset.

sigmoid – tanh

neurons layers MMDAE 95 % CI

3,000

1 -0.018551 -0.018781 -0.018345

2 -0.022399 -0.022543 -0.022253

3 -0.021952 -0.022112 -0.021786

6,000

1 -0.018294 -0.018676 -0.017980

2 -0.033569 -0.033709 -0.033429

3 -0.038359 -0.038547 -0.038164

9,000

1 -0.019727 -0.020284 -0.019274

2 -0.055361 -0.055534 -0.055192

3 -0.058344 -0.058559 -0.058129

Table 6.3: MMDAE summary sigmoid vs tanh
The MMDAE and its 95 % CI estimated using bootstrap on samplewise
MDAEs for the sigmoid and tanh activation functions for D–GEX with
25% dropout on the test data of the full dataset.

GEX architectures. The complete comparison of the reduced D–GEXs with
the adaptive activation function based on sigmoid and the original D-GEXs is
shown in Tab 6.5. We can observe that the reduction in the number of neurons
had, as expected, only a small effect and that the network with TAAFs still
significantly outperforms the original D–GEX. As this effect is negligible,
most of the experiments throughout this work use identical architectures
regarding the number of neurons, omitting this correction based on the
number of trainable weights.
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TAAF sigmoid – sigmoid

neurons layers MMDAE 95 % CI

3,000

1 -0.003434 -0.003523 -0.003330

2 -0.003595 -0.003636 -0.003555

3 -0.004464 -0.004508 -0.004419

6,000

1 -0.004600 -0.004748 -0.004401

2 -0.003362 -0.003407 -0.003315

3 -0.005617 -0.005674 -0.005563

9,000

1 -0.005145 -0.005360 -0.004860

2 -0.004546 -0.004598 -0.004491

3 -0.006799 -0.006876 -0.006724

Table 6.4: MMDAE summary TAAF sigmoid vs sigmoid
The MMDAE and its 95 % CI estimated using bootstrap on samplewise
MDAEs for the TAAF with sigmoid as inner activation function and
sigmoid activation function for D–GEX with 25% dropout on the test data.

TAAF sigmoid (reduced) – sigmoid

neurons layers reduced MMDAE 95 % CI

3,000

1 2990 -0.003384 -0.003476 -0.003279

2 2,997 -0.003503 -0.003543 -0.003464

3 2,997 -0.004452 -0.004493 -0.004410

6,000

1 5980 -0.004599 -0.004746 -0.004409

2 5,997 -0.003685 -0.003732 -0.003637

3 5,997 -0.005680 -0.005734 -0.005627

9000

1 8971 -0.005130 -0.005346 -0.004849

2 8,997 -0.004139 -0.004199 -0.004077

3 8,997 -0.006811 -0.006882 -0.006740

Table 6.5: MMDAE summary TAAF sigmoid (reduced) vs sigmoid
The MMDAE and its 95 % CI estimated using bootstrap on samplewise
MDAEs for the TAAF with sigmoid as inner activation function and
sigmoid activation function for D–GEX with 25% dropout on the test data
of the full dataset. The network with TAAF had a reduced number of
neurons such that both networks had the same number of parameters —
the final number of neurons in each layer is shown in the column reduced.

6.1.4 Experiment 4: Importance of individual parameters

To verify that all TAAF parameters improve performance, we trained neural
networks with constrained TAAFs that had some of the parameters removed.
We evaluated all 16 subsets of TAAF parameters (from the reduced TAAF
equivalent to traditional sigmoid activation function to full TAAF with all
four adaptive parameters) using three-layered D–GEX architecture with 6000
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neurons in each layer. The networks with different subsets of TAAF parame-
ters were pairwise evaluated based on MMDAE. Fig 6.1 shows the MMDAEs
between all model pairs while Fig 6.2 shows whether model A (row) is sig-
nificantly better than model B (column) based on the paired Wilcoxon rank
test on samplewise MAEs at significance level α = 0.001. The full TAAF is
significantly better than all other combinations of parameters. This shows
that the proposed TAAF with four parameters is the correct choice and that
it outperforms the other adaptive activation functions it generalizes.

0.004

0.002

0.000

0.002

0.004

Figure 6.1: MMDAE for different parameterizations
The average mean difference in absolute errors for different model pairs.
The model labels specify which adaptive parameters were used in the
TAAF (e.g., αβ means adaptive parameters α and δ were used).

6.1.5 Experiment 5: TAAF in the output layer

The networks with TAAF do not require the output layer to contain a linear
activation function for regression tasks as the TAAF allows for scaling and
translation. Using TAAFs in the output layer might lead to better performance,
as shown in Tab 6.6, where networks with TAAFs in the output layer are
compared with networks with a linear output layer. The usage of TAAFs in
the output layer was beneficial for all architectures tested.

6.1.6 Experiment 6: heterogeneity-aware data sampling

We have also run an experiment comparing plain D–GEX and D–GEX with
TAAFs (TAAFo) on the heterogeneity-aware data splits. The main focus of
this experiment was to verify whether the possible bias due to information
leakage between training and testing sets due to random splits in Experiments
1 – 5 is significant (if present at all).

Tab 6.7 shows the relative comparison of plain D–GEX and D–GEX with
TAAFs (TAAFo) for networks with sigmoid and hyperbolic tangent inner
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Figure 6.2: Wilcoxon rank test for different parameterizations
Testing for significant differences in samplewise errors — a cell is black
if the model on the y-axis has a significantly lower MAE based on the
paired Wilcoxon rank test at significance level 0.001 than a model on the
x-axis. The model labels specify which adaptive parameters were used in
the TAAF (e.g., αβ means adaptive parameters α and δ were used).

TAAFo sigmoid – TAAF sigmoid

neurons layers MMDAE 95 % CI

3,000

1 -0.000401 -0.000472 -0.000308

2 -0.001015 -0.001091 -0.000945

3 -0.001896 -0.001951 -0.001843

6,000

1 -0.000679 -0.000789 -0.000531

2 -0.001654 -0.001718 -0.001591

3 -0.002474 -0.002521 -0.002428

9,000

1 -0.000919 -0.001075 -0.000711

2 -0.001864 -0.001935 -0.001796

3 -0.001426 -0.001477 -0.001377

Table 6.6: MMDAE summary TAAFo sigmoid vs TAAF sigmoid
The MMDAE and its 95 % CI estimated using bootstrap on samplewise
MDAEs for the TAAF with sigmoid as inner activation function and 25%
dropout on the test data. TAAFo sigmoid denotes a network that contains
TAAFs in the output layer while TAAF sigmoid uses a linear activation in
the output layer.

activation functions. The networks with TAAFs performed statistically sig-
nificantly better than the plain D–GEX even on this dataset, which had only
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≈ 60% of the training samples compared to the whole dataset (some samples
from the originally provided data were missing the GEO- id and could not
be used). This result demonstrates that the above-mentioned bias does not
affect the comparative analyses in our manuscript.

TAAFo sigmoid – sigmoid TAAFo tanh – tanh

neurons layers MMDAE 95 % CI MMDAE 95 % CI

3,000

1 -0.005339 -0.005449 -0.005221 -0.005927 -0.006007 -0.005847

2 -0.006263 -0.006329 -0.006198 -0.021192 -0.021282 -0.021103

3 -0.009114 -0.009185 -0.009042 -0.019252 -0.019341 -0.019160

6,000

1 -0.007214 -0.007338 -0.007082 -0.005080 -0.005174 -0.004990

2 -0.005941 -0.006012 -0.005870 -0.005400 -0.005474 -0.005326

3 -0.011624 -0.011709 -0.011539 -0.010166 -0.010256 -0.010071

9,000

1 -0.006664 -0.006785 -0.006539 -0.005402 -0.005515 -0.005293

2 -0.006514 -0.006589 -0.006439 -0.007455 -0.007538 -0.007368

3 -0.011349 -0.011446 -0.011250 -0.011921 -0.012038 -0.011806

Table 6.7: Comparison of MMDAE of TAAFo sigmoid vs sigmoid and TAAFo
tanh vs tanh
The MMDAE and its 95 % CI estimated using bootstrap on samplewise
MDAEs for the TAAF with sigmoid/tanh as inner activation function and
sigmoid/tanh activation function for D–GEX with 25% dropout on the test
set of the heterogeneity-aware sampled data.

6.1.7 Overall comparison

The best single network performs much better than our reimplementation of
the original D–GEX — the MMAE of the best network (3× 9, 000 TAAFo with
sigmoid) is 0.1340 (the 95% CI estimated over samples is [0.13316, 0.13486])
compared to D–GEX with tanh activation function with an MMAE of 0.1637

(95% CI [0.16279, 0.16458]). Our proposed network performs better in 18,849

(99.75%) samples while worse in only 2 (0.001%) samples when the MAEs
over genes for individual samples are compared using the paired Wilcoxon
rank test at significance level α = 0.0001.

All improvements to the original D–GEX are depicted in Fig 6.3, which
shows the improvement of individual modifications. Fig 6.4 summarizes the
individual improvements over the basic D–GEX with our proposed activation
function. Tab 6.8 shows the absolute performance of the top ten D–GEXs.

6.2 practical impact of taafs on differential gene expression

analysis on the d-gex microarray data

To demonstrate that lowering the inference error established in Section 6.1
has a practical impact on applied tasks, we ran differential gene expression
analyses as described in Section 5.1.5.1. We started with the artificial pheno-
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sigmoid TAAF

ensemble

baseline: 0.1637 (tanh)

Figure 6.3: Individual components of improvement
A diagram depicting the performance for individual improvements over
the standard D–GEX baseline with tanh activation function. The diagram
shows the best MMAE over all D–GEX architectures for a given approach
trained on the full dataset.

0.1354 0.13610.1340

0.1371

0.1352        0.1360
0.1339

sigmoid TAAFo

ensemble

baseline: 0.1372 (TAAF tanh)

Figure 6.4: Individual components of improvement including TAAFo
A diagram depicting the performance for individual improvements over
the D–GEX baseline already equipped with transformative adaptive
activation functions. The diagram shows the best MMAE over all D–GEX
architectures for a given approach trained on the full dataset.

types introduced by clustering; then, we continued with the real phenotypes
taken from the original annotation available for a particular data series.

6.2.1 Artificial phenotypes

First, we ran the DGE analysis using the best model from Experiment 1, which
contained models trained on the full dataset, using the artificial phenotypes.
The randomly sampled balanced datasets had sizes ranging from 12 to 600,
which is the usual sample size range for DGE analyses. The distribution
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rank MMAE neurons layers type activation

1 0.134015 9,000 3 TAAFo sigmoid

2 0.134503 9,000 2 TAAFo sigmoid

3 0.135430 8,997 3 TAAF (reduced) sigmoid

4 0.135442 9,000 3 TAAF sigmoid

5 0.136064 9,000 2 TAAFo tanh

6 0.136367 9,000 2 TAAF sigmoid

7 0.136774 8,997 2 TAAF (reduced) sigmoid

8 0.136883 9,000 3 TAAFo tanh

9 0.137154 9,000 3 TAAF sigmoid

10 0.137189 6,000 3 TAAFo sigmoid

Table 6.8: 10 best D–GEX architectures
The 10 best D–GEX architectures in terms of MMAE on the test data of
the full dataset. 25% dropout was used.

of values and the pairwise differences of F1 score is shown in Fig 6.5 and
Fig 6.6 for 5,000 repetitions for each sample size. The differences in all scores
(F0.5, F1 – F10 scores, accuracy, and MCC) were statistically significant for
all sample sizes tested when using the Wilcoxon signed-rank test as all the
p–values were < 10−8.
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Figure 6.5: Distribution of F1 scores
Distribution of the F1 scores obtained by the D–GEX with TAAFs and
the plain D–GEX of 5,000 repetitions for each sample size. The whiskers
show the 10th and 90th percentiles.



238 experimental evaluation

12 16 20 24 28 32 36 40 50 60 80 100120140160200300400500600
sample size

0.00

0.05

0.10

0.15

0.20

F 1
 d

iff
er

en
ce

Figure 6.6: Distribution of differences in F1 scores
Distribution of pairwise differences in the F1 score obtained by the D–
GEX with TAAFs and the plain D–GEX of 5,000 repetitions for each
sample size. The whiskers show the 10th and 90th percentiles.

6.2.1.1 Impact on candidate rankings

We also analyzed how the candidates’ ranking for differentially expressed
genes differs between the ground truth data and the inferred data using both
methods. For the second part of the analysis, we selected 100 candidates for
differentially expressed genes (i.e., genes ranked 1 – 100 by their statistical
significance) and compared their ranks when using the inferred data by both
methods. The MAE of the rankings for both methods is shown in Fig 6.7, and
the pairwise difference in Fig 6.8. The difference was statistically significant
for all sample sizes tested when using the Wilcoxon signed-rank test with
significance level α = 10−8. Both rankings were becoming more similar to
the ground truth candidate ranking with increasing sample sizes in general
(the selections of the first 100 candidates are becoming more and more
conservative with increasing sample size). However, the candidate rankings
produced using data inferred by D–GEX with TAAFs were closer to the
ground truth rankings.

For the third part of the analysis, we selected candidates for differentially
expressed genes as those genes for whose the p–value was lower than the
significance level α = 0.05. The MAE of the rankings for both methods is
shown in Fig 6.9 and the pairwise difference in Fig 6.10. The MAE here
is generally higher than in the case of the selection of only the first 100

candidates, but that is because the number of candidates selected with the
threshold α = 0.05 is higher and increases with the sample size. The increased
accuracy of the D–GEX with TAAFs impacts the ranking for larger sizes as
it obviously represents the expression data more faithfully, and thus, the
rankings are more similar to the ground truth data compared to the plain
D–GEX.
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Figure 6.7: Distribution of MAEs (first 100)
Distribution of the MAE on rankings obtained by the D–GEX with TAAFs
and the plain D–GEX of 5,000 repetitions for each sample size for the first
100 candidates for DE genes selected on the sampled ground truth data.
The whiskers show the 10th and 90th percentiles.
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Figure 6.8: Distribution of differences in MAEs (first 100)
Distribution of pairwise differences of the MAE on rankings obtained
by the D–GEX with TAAFs and the plain D–GEX of 5,000 repetitions for
each sample size for the first 100 candidates for DE genes selected on
the sampled ground truth data. The whiskers show the 10th and 90th
percentiles.

6.2.2 Real phenotypes

We ran the DGE analyses as in the previous experiment again; however, this
time using real phenotypes and model trained on the heterogeneity-aware
dataset (the same as in Experiment 6: heterogeneity-aware data sampling
in Section 6.1.6) to show that the performance difference is not due to any
potential information leakage to the test set and that the DGE analysis
performance difference is present even for actual phenotypes. We used 3 ×
9, 000 architectures with hyperbolic tangent and sigmoid inner activation
functions for both the plain D–GEX and D–GEX with TAAFs. During the
sampling procedure, we ensured that the GSE2109 series was present in its
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Figure 6.9: Distribution of MAEs (p-value based)
Distribution of the MAE on rankings obtained by the D–GEX with TAAFs
and the plain D–GEX of 5,000 repetitions for each sample size for the
DE candidates selected on the sampled ground truth data at significance
level α = 0.05. The whiskers show the 10th and 90th percentiles.
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Figure 6.10: Distribution of differences in MAEs (p-value based)
Distribution of pairwise differences of the MAE on rankings obtained
by the D–GEX with TAAFs and the plain D–GEX of 5,000 repetitions for
each sample size for the DE candidates selected on the sampled ground
truth data at significance level α = 0.05. The whiskers show the 10th
and 90th percentiles.
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entirety in the test data and used it for the DGE analysess. The GSE2109

series consists of samples from different tissues; these tissues were used for
phenotype classes for the DGE analyses. We selected classes that had more
than 100 samples and ended up with six classes, as shown in Tab. 6.9. We then
ran a DGE analysis for every pair combination, resulting in 15 analyses. The
sampled balanced dataset sizes ranged from 12 to 200 – 400 depending on the
class size for the tissue; the actual maximum sample size for a particular class
is shown in Tab. 6.9. The sampled datasets were balanced; thus, the smaller
maximum sample size limit was used as the limit for the pair of classes.

The distributions the pairwise differences of the F1 score are shown in
Fig 6.11, larger plots are available in the appendix in Fig. A.1 together with
plots of distributions of the pairwise differences of other metrics — F0.5 in
Fig. A.2, F2 in Fig. A.3, MCC in Fig. A.4, and accuracy in Fig. A.5. The
differences in the accuracy, F1, F0.5, F2, and MCC scores were also tested using
the Wilcoxon signed-rank test with significance level α = 10−8. The D–GEX
with TAAFs statistically significantly outperformed the plain D–GEX for most
of the tasks and sample sizes, detailed results are shown in Fig 6.12 — the
only exception is the Ovary × Uterus task, where both models performed very
similarly for small sample sizes and no statistically significant performance
difference was observed at the given significance level.

tissue # samples max sample size

Breast 351 200

Colon 292 200

Kidney 279 200

Ovary 198 150

Uterus 136 100

Lung 132 100

Table 6.9: Overview of sample sizes of the GSE2109 series
The number of samples for each tissue in the GSE2109 series.
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(a) Breast × Colon
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(b) Breast × Kidney
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(c) Breast × Lung
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(d) Breast × Ovary
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(e) Breast × Uterus
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(f) Colon × Kidney
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(g) Colon × Lung
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(h) Colon × Ovary
Figure 6.11: Distributions of F1 score differences for the real phenotypes

Distributions of the F1 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
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(i) Colon × Uterus
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(j) Kidney × Lung
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(k) Kidney × Ovary
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(l) Kidney × Uterus
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(m) Lung × Ovary
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(n) Lung × Uterus
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(o) Ovary × Uterus
Figure 6.11: (cont.) Distributions of F1 score differences for the real phenotypes

Distributions of the F1 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. 6.11.
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Figure 6.12: Results of the
Wilcoxon test for individual
tasks pairs
The results of the metrics
pairwise comparison using
the Wilcoxon signed-rank test
with significance level α =
10−8. The cell is colored black
if the D–GEX with TAAFs
performance for the metric
was statistically significantly
better than the plain D–GEX,
white if the plain D–GEX per-
formed better, and grey if no
statistically significant differ-
ence was found.
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6.2.2.1 Impact on candidate rankings

The analysis of the impact on candidate rankings for the differentially ex-
pressed genes was also run for all 15 tissue pairs. First, we analyzed the
difference in the rankings of the first 100 candidate genes selected by the
DGE analysis using ground truth data. The results for individual tasks and
sample sizes are shown in Fig. 6.13. Second, we analyzed the difference in
the rankings of the candidate genes whose p-value from the DGE analysis
on the ground truth data (for the particular sample) was above α = 0.05
(leading to non-constant sizes of the candidate sets); the results are shown in
Fig 6.14. The differences in MAE of the rank differences were tested using
the Wilcoxon signed-rank test with significance level α = 10−8. The D–GEX
with TAAFs was statistically significantly better for both candidate selection
methods, all tasks, and all sample sizes with p-value < 10−8. Therefore, it is
safe to conclude that if there is some bias in the performance of the models
on the full dataset, it is not significant for the model comparison, and the
experiments and models trained on the full dataset are valid.

6.3 exploring taaf performance using artificial data

This set of experiments shows that networks with TAAFs generally outper-
form the baseline for various architecture variants and parameterizations
of D–GEX like networks. We have run four similar experiments using dif-
ferent parameterizations of the data generation networks as summarized in
Table 6.10 (see Section 5.1.2 for a more general overview of data generation).
The other parameters were the same for all of the data generation setups —
the input dimension was 1,000, and the data were sampled from a normal
distribution with zero mean and standard deviation as denoted in Table 6.10

(either 1 or 2). The output dimension was 5,000, and 50,000 samples were
generated for each of the data sets (train, validation, and test). A noise was
added to the resulting outputs from the network — depending on the variant,
a normal noise with zero mean and standard deviation 0, 0.1, 0.5, 1.0, or
2.0 was used. Used generative networks were initialized using the Glorot
initializer for weights and zeros for the bias term.

The experiments focused on the differences between networks with TAAFs
and the baseline with respect to different activation functions of the inference
network, different sizes, and also the sensitivity of learning due to the amount
of noise applied to the dependent variable. Due to limited computational
resources, not all of the subexperiments evaluated the same set of parameters
but rather focused on slightly different ranges of parameters. Regarding the
sizes of the inference networks, networks either with one or two hidden
layers with 3,000 neurons or networks with one to three hidden layers with
1,000 neurons were used for subexperiments NN1 and NN2; the subexperi-
ments NN3 and NN4 were also run with larger inference networks — one
to three hidden layers either with 1,000, 3,000 or 6,000 neurons each. The
inference networks in all four subexperiments used all either sigmoid, swish
or hyperbolic tangent activation function and were without dropout or with
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25 % dropout. The used values of individual parameterization of inference
networks for each task are summarized in Table 6.11.

subexp. code input std. AF hidden l. config.

NN1 1.0 sigmoid 1000-1000-1000

NN2 1.0 sigmoid 3000-5000-5000-5000

NN3 2.0 swish 1000-1000-1000

NN4 2.0 swish 3000-5000-5000-5000

Table 6.10: Parameterization of data generation networks
Used distinct parameterizations of data generation networks in experi-
ments with artificial data.

6.3.1 The general performance comparison

The networks with TAAFs generally performed better over the evaluated
parameterizations. The OOS performance on the test set with the model
checkpoint that has the lowest loss is shown in Table 6.12 while Table 6.13

shows the performance on the training data with the model from the last
epoch.
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(a) Breast × Colon
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(b) Breast × Kidney
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(c) Breast × Lung
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(d) Breast × Ovary
Figure 6.13: Distributions of differences in MAEs (first 100) for the real phenotype

Distributions of pairwise differences of the MAE on rankings obtained
by the D–GEX with TAAFs and the plain D–GEX of 5,000 repetitions for
each sample size for the first 100 candidates for DE genes selected on
the sampled ground truth data for different tissues. The whiskers show
the 10th and 90th percentiles.
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(e) Breast × Uterus
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(f) Colon × Kidney
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(g) Colon × Lung
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(h) Colon × Ovary
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(i) Colon × Uterus
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(j) Kidney × Lung
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(k) Kidney × Ovary
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(l) Kidney × Uterus
Figure 6.13: (cont.) Distributions of differences in MAEs (first 100) for the real

phenotype
Distributions of pairwise differences of the MAE on rankings obtained
by the D–GEX with TAAFs and the plain D–GEX of 5,000 repetitions for
each sample size for the first 100 candidates for DE genes selected on
the sampled ground truth data for different tissues. The whiskers show
the 10th and 90th percentiles. Continuation of Fig. 6.13.
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(m) Lung × Ovary
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(n) Lung × Uterus
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(o) Ovary × Uterus
Figure 6.13: (cont.) Distributions of differences in MAEs (first 100) for the real

phenotype
Distributions of pairwise differences of the MAE on rankings obtained
by the D–GEX with TAAFs and the plain D–GEX of 5,000 repetitions for
each sample size for the first 100 candidates for DE genes selected on
the sampled ground truth data for different tissues. The whiskers show
the 10th and 90th percentiles. Continuation of Fig. 6.13.

The networks with TAAFs are generally better in terms of statistically
significantly lower MAEs of individual predictions when compared with the
baseline. However, the usage of the TAAFs increases the learning capabilities
of the network, and as such, these networks are more prone to overfitting
as shown in Table 6.13 where the relative performance on the train set of
the model checkpoint from the last epoch is shown — the networks with
TAAFs perform similarly or slightly worse compared to the baseline on the
noiseless targets as they were fitted to the noisy targets for which they show
significantly better performance (due to overfitting). This phenomenon is also
clear when the relative performance is broken by individual noise levels of
the target as shown in Fig. 6.15 where the network with TAAFs performs
consistently on the test set when the model checkpoint is selected on the
validation set but the TAAFs dominance tend to decrease with increasing
the noise levels on the training set with model from the last epoch when the
performance is evaluated using the noiseless targets (i.e., the networks were
trained using the noisy targets but evaluated using the noiseless targets) but
there is no noteworthy degradation over the noisy targets as the networks
with TAAFs overfitted more to the noisy targets compared to the baseline.
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6.3.2 Target noise variance’s impact on performance

As shown in Fig. 6.15, the dominance of the networks with TAAFs over the
baseline is not much influenced by the amount of the noise added to the
target prior the training — with the exception the quality of prediction of the
noiseless targets when learned on the noisy targets as TAAFs tend to overfit
more than the baseline due to their higher learning capacity and as such
increasing noise lead to significant drops in relative performance compared
to the baseline. Nevertheless, the OOS performance on the test data of the
networks with TAAFs is consistently better than the baseline, and therefore,
the overfitting is not an issue when selecting the checkpoint performing
the best on the validation set. The comparison of absolute performance of
networks with TAAFs and the baseline is shown in Fig. 6.16, which shows
the mean MMAE over relevant parameterization evaluated on the noiseless
targets. The Fig. 6.17 shows the same information for the Noiseless target as
Fig. 6.16 but since it shows the mean MMAE relative to the training error of
the baseline, it shows the relationship not distorted by the MMAE component
due to the noise which would make the plot unreadable. The error, in general,
rises with higher amounts of noise of the targets as overfitting occurs (the
in-sample error of the noiseless targets is higher than the unbiased oos error
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(a) Breast × Colon
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(b) Breast × Kidney
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(c) Breast × Lung
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(d) Breast × Ovary
Figure 6.14: Distributions of differences in MAEs (p-value based) for the real

phenotype
Distributions of pairwise differences of the MAE on rankings obtained
by the D–GEX with TAAFs and the plain D–GEX of 5,000 repetitions
for each sample size for the DE candidates selected on the sampled
ground truth data at significance level α = 0.05 for different tissues. The
whiskers show the 10th and 90th percentiles.
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(e) Breast × Uterus
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(f) Colon × Kidney
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(g) Colon × Lung
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(h) Colon × Ovary
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(i) Colon × Uterus
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(j) Kidney × Lung
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(k) Kidney × Ovary
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(l) Kidney × Uterus
Figure 6.14: (cont.) Distributions of differences in MAEs (p-value based) for the

real phenotype
Distributions of pairwise differences of the MAE on rankings obtained
by the D–GEX with TAAFs and the plain D–GEX of 5,000 repetitions
for each sample size for the DE candidates selected on the sampled
ground truth data at significance level α = 0.05 for different tissues. The
whiskers show the 10th and 90th percentiles. Continuation of Fig. 6.14.
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(m) Lung × Ovary
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(n) Lung × Uterus
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(o) Ovary × Uterus
Figure 6.14: (cont.) Distributions of differences in MAEs (p-value based) for the

real phenotype
Distributions of pairwise differences of the MAE on rankings obtained
by the D–GEX with TAAFs and the plain D–GEX of 5,000 repetitions
for each sample size for the DE candidates selected on the sampled
ground truth data at significance level α = 0.05 for different tissues. The
whiskers show the 10th and 90th percentiles. Continuation of Fig. 6.14.

while being lower for the noisy targets that were used for training as shown
in Fig. 6.17) for both baseline and TAAF-based networks and the task gets
harder as more of the information required for training is overlaid by the
white noise (the noiseless error is increasing with higher amounts of noise as
shown in Fig. 6.16).

6.3.3 Performance impact of layer configuration of the inference network

The inference networks consist, similarly to the DGEX [2], of several densely
connected hidden layers. Due to computational constraints, the experiments
were limited to one to three hidden layers, all with 1,000, 3,000, or 6,000

neurons each. The network with TAAFs generally performs better than the
baseline for most layer configurations when evaluated both on the noisy
targets that were used for training and the real, noiseless targets as shown in
Fig. 6.19. The networks with TAAfs performed similarly to the baseline only
for the training data when using the model from the last epoch of training
and evaluating using the noiseless data — even though the performance
on the noisy targets that were used during training was significantly better
than the baselines’. The dominance of the networks with TAAFs was slightly
diminishing with larger networks for the experiment NN4, while experiments
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task

parameter NN1 NN2 NN3 NN4

hidden l. config.

1×1000 1×1000 1×1000 1×1000

2×1000 2×1000 2×1000 2×1000

3×1000 3×1000 3×1000 3×1000

1×3000 1×3000 1×3000 1×3000

2×3000 2×3000 2×3000 2×3000

3×3000 3×3000

1×6000 1×6000

2×6000 2×6000

3×6000 3×6000

dropout
0 % 0 % 0 % 0 %

25 % 25 % 25 % 25 %

AF
sigmoid sigmoid sigmoid sigmoid

swish swish swish swish

tanh tanh tanh tanh

target noise

0 0 0 0

0.1

0.25 0.25 0.25 0.25

0.5 0.5 0.5 0.5

1.0

2.0 2.0 2.0 2.0

total number of variants 120 120 216 324

Table 6.11: Configurations of inference networks
Used distinct configurations of inference networks and noise variants for
individual tasks. Note that the amount of target noise is not a property
of the inference networks but rather a variant of the given task; however,
since it influences the number of evaluated variants for each task, it is
listed with the configurations of inference networks.
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subexperiment noiseless target noisy target

code win loss tie win [%] win loss tie win [%]

NN1 99 20 1 83.2 95 25 0 79.2

NN2 95 25 0 79.2 83 37 0 69.2

NN3 151 64 1 70.2 151 62 3 70.9

NN4 228 96 0 70.4 224 92 8 70.9

Table 6.12: Summary of experiments with artificial data (test set, best validation
error)
The pairwise performance comparison of identical configurations using
Wilcoxon signed–rank test on individual predictions evaluated on the
test dataset with the network checkpoint with lowest error on the valida-
tion set. The comparison shows the performance evaluated both on the
noiseless targets and the noisy targets.

subexperiment noiseless target noisy target

code win loss tie win [%] win loss tie win [%]

NN1 41 79 0 34.2 111 9 0 92.5

NN2 41 79 0 34.2 110 9 1 92.4

NN3 111 105 0 51.4 194 22 0 89.8

NN4 147 177 0 45.4 244 80 0 75.3

Table 6.13: Summary of experiments with artificial data (training set, last
epoch)The pairwise performance comparison of identical configurations
using Wilcoxon signed–rank test on individual predictions evaluated on
the train split with the network checkpoint from the last epoch. The com-
parison shows the performance evaluated both on the noiseless targets
and the noisy targets used for training.
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Figure 6.15: TAAF dominance for individual noise levels
The relative performance of TAAFs and baseline for different values of the noise added to the target prior the training. Only the OOS
performance of the best model on the validation set and the in-sample performance of the model trained on the training set till the last epoch is
shown. Shows the fraction of networks whose predictions were statistically significantly better than the baseline with identical parameterization.
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Figure 6.16: Absolute performance for individual noise levels
The absolute performance of TAAFs and baseline for different values of the noise added to the target prior to the training. Only the OOS
performance of the best model on the validation set and the in-sample performance of models trained on the training set till the last epoch is
shown. It shows the mean MMAE over all relevant parameterizations for models trained on noisy data but evaluated on noiseless targets.
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Figure 6.17: Relative performance for individual noise levels
The performance of TAAFs and baseline for different values of the noise added to the target prior to the training. It shows the difference of the
mean MMAE for each data variant and network variant and the mean in-sample MMAE of the baselines with checkpoints from the last epoch
computed for each noise level. Only the OOS performance of the best model on the validation set and the in-sample performance of models
trained on the training set till the last epoch is shown.
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Figure 6.18: TAAF dominance broken by inner activation network
The relative performance of TAAFs and baseline for activations functions of the inference networks. Only the OOS performance of the best
model on the validation set and the in-sample performance of models trained on the training set till the last epoch is shown. Shows the fraction
of networks whose predictions were statistically significantly better than the baseline with identical parameterization. The points are connected
only for better readability of the plots; there is no inherent order of the activation functions.
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NN1 – NN3 do not show significant differences in relative performance
between the networks with TAAFs and the baseline with respect to the layer
configuration. The absolute performance for targets without noise is shown
in Fig. 6.20 and for targets with noise with standard deviation 2.0 in Fig. 6.21;
complete set of variants with and without target noise for all tested noise
levels is shown in Appendix A.2 in Figs. A.6 to A.10.

6.3.4 Consistency of results over repetitions

While the previous experiments compared the baseline and the networks with
TAAFs over different parameterizations, only a single initialization for each
generative network variant was used — resulting in four different generative
networks. To show that the performance difference was not due to a particular
initialization of the weights and therefore due to a chance, a single network
variant was selected and run with 19 repetitions1 with different initializations.
The used data generation parameterization for the network experiment is
the same as the NN3 network from the previous experiment — three hidden
layers with 1,000 neurons each and the swish activation function, 1,000 input
neurons and 5,000 output neurons. The results are shown in the Table 6.14,
where the mean error of the samples for each relevant pair of baseline network
with TAAFs were compared using Wilcoxon signed rank test at significance
level α = 0.001. The table also shows the median of differences of MMAEs
between the baseline and the network with TAAFs (all the differences were
also statistically significant using Wilcoxon signed rank test at significance
level α = 0.001). The actual MMAEs are shown in Fig. 6.22 for each network
in the experiment (broken by the data split, model checkpoint, and usage of
dropout). The networks with TAAFs outperformed the baseline in all cases
for the test data set when the selected model was the one with the lowest loss
over the test dataset and also in all cases on the training dataset if the model
from the last epoch was used. The baseline tended to perform better on the
test dataset when the last model from the epoch was used and also for the
variant with 25% dropout on the training data set when the model with the
lowest loss on the test data set was used.

However, the consistency of the results is more important as it shows that
the performance differences are not just due to a realization of the random
initialization of the weights of the data generation network. The initialization
of the generative network influences the difficulty of the task and leads to
the MMAE varying between the individual repetitions; however, the relative
performance of the baseline and the network with TAAFs is consistent and
without significant variance. This experiment shows that the results from the
experiment from Section 6.3 are not weakened by the single initialization
of the generative networks and that a single initialization is sufficient to
draw results from — this is built upon also in the following experiments as
doing multiple repetitions of the initialization in addition to an examined
characteristic for each experiment would be very computationally costly.

1 Originally, 20 repetitions were planned, but results from one run got corrupted due to technical
issues.
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Figure 6.19: TAAF dominance by layer configuration
The relative performance of TAAFs and baseline for different configurations of hidden layers of the inference network. Only the OOS
performance of the best model on the validation set and the in-sample performance of models trained on the training set till the last epoch is
shown. Shows the fraction of networks whose predictions were statistically significantly better than the baseline with identical parameterization.
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Figure 6.20: Absolute performance by layer configuration without target noise
The absolute performance different configuration of hidden layers of the inference network. Only the OOS performance of the best model on
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over all relevant parameterizations for models trained on noiseless targets.
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Figure 6.21: Absolute performance by layer configuration with target noise
The absolute performance different configuration of hidden layers of the inference network. Only the OOS performance of the best model on
the validation set and the in-sample performance of models trained on the training set till the last epoch is shown. It shows the mean MMAE
over all relevant parameterizations for models trained on targets with noise with a standard deviation of 2.0.
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Furthermore, the results from the Fig. 6.22 show that there are no significant
differences between the results from the validation and test set as the process of
selection of the best-performing network weight checkpoint introduces only
a very negligible bias as the validation set is sufficiently large. Nevertheless,
the test is used throughout most of the evaluation as the data are artificially
generated and therefore not costly to obtain, and usage of independent
validation and test set removes possible doubts about the results.

6.3.5 Width of data generation networks

This experiment focuses on the influence of the data generation setup on
the relative performance of the baseline and TAAF networks, namely on
the influence of the width of hidden layers in the data generation network.
This setup is the same as in the previous experiment except for the size of
the hidden layers. Each hidden layer had n neurons for each variant; n ∈
{250, 500, 750, 1000, 1500, 2000, 2500, . . . , 9500}. Four networks were trained
for each data variant — each network had either the tanh or swish activation
function and was with 25% dropout or without any dropout.

6.3.5.1 Results

The overall error for each of the networks is shown in Fig. 6.24 — the difficulty
of the task changes nonlinearly with the width of the generation network.
The easiest task is when the generation network is very small (250 or 500

neurons in three hidden layers), but the difficulty peaks very quickly around
a width of 1,000 to 3,000 neurons and slowly diminishes afterward as this
pattern is present regardless of the inference network parameterization and
on both train a test datasets. While the peak in difficulty coincides with the
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Figure 6.22: Consistency of results over initializations
The consistency of results over independent individual random initial-
izations of the data generation network and input data samplings.
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data
set

model
checkpoint

TAAF better
(no dropout)

TAAF better
(25% dropout)

med. MMAE
difference

(no dropout)

med. MMAE
difference

(25% dropout)

test last 0/19 0/19 0.000929 0.001220

test loss 19/19 19/19 -0.007395 -0.001559

train last 19/19 19/19 -0.010781 -0.007428

train loss 19/19 0/19 -0.009022 0.012887

Table 6.14: Summary of relative performance on the artificial data
Relative performance summary over independent individual random ini-
tializations of the data generation network and input data samplings. The
relative performance is measured as the median of MMAE differences.

width of the inference networks used in the experiments, the behavior was
not further analyzed.

The networks with the TAAFs dominated over the baseline in all cases
on the test set when the network checkpoint was selected by the lowest
loss over the test set and in all cases where the checkpoint from the last
epoch was used on the train set. This is important as these are the two most
interesting combinations; the rest of the combinations are less interesting. The
loss checkpoint with the test data split shows the unbiased performance of a
model selected under ideal conditions as the model checkpoint is selected
independently from the training performance in order to reduce overfitting.
On the other hand, the last checkpoint on the training data split shows the
model’s learning ability — how well it is able to fit the data. The comparison
of the MMAEs of individual parameterizations of the baseline and the TAAF
variant is shown in Fig. 6.25 for the loss checkpoint on the test set and in
Fig. 6.26 for the last checkpoint for the train set; all shown pairwise differences
in MAEs over samples were statistically significant when using Wilcoxon
signed rank test.

The networks with TAAFs seem to be more prone to overfitting as when
optimized till the last epoch, they reach better performance than the baseline
on the training set used for the optimization, but they have worse performance
on the test, and this effect is much more significant for variants without
dropout as shown in Fig. 6.27. The networks with TAAFs with dropout do
not show such behavior — the variant with swish network is always better.
A detailed look at the relative performance of the tested variants on the test
set with checkpoint from the last epoch is shown in Fig. 6.23. The network
with swish activation function and the 25% dropout always performed better
with TAAFs for all of the widths; however, it seems that the variant with
tanh activation function and without dropout might have overfitted more
than the baseline as it performed worse for nearly all of the widths — the
25% dropout helped and from a certain width, the TAAF based networks
dominated (and thus performed worse only for widths 750, 1,000, 1,500, and
2,000 neurons).
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Figure 6.23: TAAF dominance of last checkpoint on the test set
The TAAF dominance on the test set for the model checkpoint from
the last epoch based on the width of the generative network broken
by different activation functions and dropouts of the inference neural
network.
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Figure 6.24: Absolute performance by generative network width
The absolute performance based on the width of the generative networks broken by data split and model checkpoint.
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Figure 6.25: Absolute test performance of best checkpoint by activations and dropouts
The absolute performance on the test dataset for the model checkpoint with minimal loss on the validation dataset based on the width of the
generative network broken by different activation functions and dropouts of the inference neural network.
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Figure 6.26: Absolute training performance of last checkpoint by activations and dropouts
The absolute performance on the training set for the model checkpoint from the last epoch based on the width of the generative network
broken by different activation functions and dropouts of the inference neural network.
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Figure 6.27: Absolute test performance of last checkpoint by activations and dropouts
The absolute performance on the test set for the model checkpoint from the last epoch based on the width of the generative network broken by
different activation functions and dropouts of the inference neural network.
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6.3.6 Depth of data generation networks

While the previous experiment focused on the width of the data generation
network, this one focused on the depth of the data generation network. A
similar setup was used with the exception that the width of hidden layers
was fixed to 5,000 neurons, the depth was from the range 0, 1, 2, . . . , 20, and
the output noise variance was 1.0.

6.3.6.1 Results

The networks with TAAFs performed better in at least half of the cases
for each of the data set and model checkpoint combination; however, no
dependence of the relative performance on the depth of the data generation
network was observed as shown in Fig. 6.28.

6.4 establishing the architectural improvements using d–gex

microarray data

We have evaluated both modifications of the baseline D–GEX architectures for
nine different tower configurations. The configurations differ in the number
of towers; their parameters are shown in Table 5.3, and the relationship
between them is shown in Figs. 5.2 and 5.3. For each configuration, we have
compared both possibilities for both configurations — tower or checkerboard
architectures with or without the skip connection — resulting in a comparison
of 2 × 2 × 8 = 32 different pairs of networks. The detailed results for all four
architectures and different numbers of towers are shown in Table 6.15. The
relationship of MMAE and the number of towers for different architectures is
shown in Fig. 6.29 — we can observe that the MMAE drops quickly and then
starts to rise again slowly. The drop in MMAE at the beginning is due to an
increase in the total number of neurons, which then increases the capacity
of the network, making it able to better learn the relationships between
the landmark and target genes. The relationship between MMAE and the
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Figure 6.28: TAAF dominance over generation network depths
The TAAF dominance for various depths of the data generation network.
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number of towers seems to slightly differ across the architectures — e.g., the
TR–D–GEX reaches the minimum MMAE for the lowest number of towers
compared to other architectures — and thus further research is needed.

The networks with five or more towers actually introduce a compressed
representation as the layers in individual towers contain fewer neurons than
the output layer — the last layer has to infer the gene expression from a lower
number of inputs than the number of inferred genes. The number of towers
for which the number of neurons is closest to the number of target genes is
shown as a shaded region in Figs. 5.2, 5.3 and 6.29.

The baseline is the equivalent of the original D–GEX but with more neurons
in each layer as the original D–GEX had at most 9,000 neurons in each layer,
and the tested architectures are based on T–D–GEX with 10,000 neurons. The
increase in the number of neurons, together with the learning rate schedule
and increase in the number of training epochs, led to the improvement of
the single tower D–GEX’s MMAE from 0.134 to 0.131 even without the main
architectural modifications. However, the proposed architectural changes,
namely the CR–D–GEX (a checkerboard architecture with a skip connection
from the first to the second layer), led to MMAE of 0.128 without any increase
in the number of parameters of the network and only a slight increase in
the running time which is due to more neurons (more operations to be
performed).

6.4.1 Statistical evaluation

A Wilcoxon signed-rank test was used for pairwise comparison of individ-
ual models. The test was used to compare the means of MAEs of individ-
ual samples (which are assumed to be independent) at a significance level
α = 10−4. The results for comparing different tower configurations are shown

# Towers T–D–GEX C–D–GEX TR–D–GEX CR–D–GEX

2 0.130187 0.130281 0.128623 0.128437

3 0.129839 0.129969 0.128548 0.128187

4 0.129735 0.129872 0.128568 0.128078

5 0.129729 0.129883 0.128617 0.128053

6 0.129707 0.129799 0.128677 0.128053

8 0.129760 0.129874 0.128864 0.128095

10 0.129804 0.129881 0.129078 0.128218

12 0.129889 0.129891 0.129291 0.128353

baseline (3 × 10, 000) 0.131301

D–GEX (1 × 9, 000, tanh) [2, 10] 0.163684

D–GEX with TAAFs (3 × 9, 000, TAAFo sigmoid) [10] 0.134015

Table 6.15: The MMAE of column based architectures on the test data. Architecture
similar to the D–GEX with TAAFs [10] is the T–D–GEX with one tower,
the overall best model is shown in bold.
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Figure 6.29: MMAE progression based by number of towers
The development of MMAE based on the number of towers for individ-
ual architectures. The shaded region denotes the number of towers for
which the number of neurons in each tower is the most similar to the
number of output neurons. The baseline is a single tower D–GEX with
10,000 neurons in each layer.

in Fig. 6.30 and generally confirm the U-shape of the model performance
shown in Fig. 6.29. The comparison of different architectures for fixed tower
configuration is shown in Fig. 6.31 — the checkerboard architecture CR–D–
GEX is statistically significantly better for most configurations and not worse
in all configurations. All of the tested architectures were also statistically
significantly better than the baseline. We have also compared the best archi-
tecture (CR–D–GEX with five towers) with the best D–GEX with TAAFs from
[10] (3 × 9, 000, TAAFo sigmoid) using the Wilcoxon signed-rank test and
t-test on MAEs of individual samples and found that the CR–D–GEX has
significantly lower MMAE with p–value < 10−6. The 95% confidence interval
for MMAE determined using bootstrap on samples’ MAEs with 105 iterations
was [0.12717, 0.12891] for the CR–D–GEX with 5 towers and [0.13317, 0.13487]
for the D–GEX with TAAFs [10].

6.4.2 Varying dropout rates in checkerboard architectures

The previous experiments used a fixed value of dropout; however, this
dropout value might not be optimal for the improved architecture even
though it was performing well for the original D–GEX. These experiments
show the performance evolution with respect to several chosen dropout
values. The used architecture is the checkerboard architecture with five inter-
connected towers, each with 4,615 neurons in each layer.

We have evaluated nine different dropout rates from the interval [0, 0.4]
with a step of 0.05. The relationship between the MMAE on the test data and
the dropout rate is shown in Fig. 6.32. We can observe a U-shaped curve; the
networks were overfitting without a dropout; however, too high dropout rates
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Figure 6.30: Pairwise statistical comparison by towers
Results of pairwise Wilcoxon signed–rank test on the MAEs for individ-
ual samples for different number of towers. A cell in row r and column
c is black if the model with r towers is statistically significantly better
than the model with c towers, white if worse, and grey if no statistically
significant difference was observed.
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Figure 6.31: Pairwise statistical comparison by architectures
Results of pairwise Wilcoxon signed–rank test on the MAEs for indi-
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tecture c-D–GEX, white if worse, and grey if no statistically significant
difference was observed.
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are also harmful as those increase redundancy. The pairwise comparison
using Wilcoxon signed–rank test on the MAEs for individual samples for
networks with different dropout rates with significance level α = 10−5 is
shown in Fig. 6.33. The lowest MMAE was 0.1278 when the dropout rate was
set to 0.15, and this improvement in MMAE is statistically significant at the
significance level α = 10−5.

6.5 practical impact of the checkerboard architecture on

differential gene expression analysis

While the checkerboard architecture has statistically significantly lower pre-
diction error than the D–GEX with TAAFs (see Section 6.1), the practical
impact of this improvement remains unclear. We decided to demonstrate
this impact on the frequent task of detection of differential gene expression
similarly as in Section 6.2.1. The artificial phenotypes (see Section 5.1.5) were
used to show the practical impact of the checkerboard architecture.

We have repeatedly sampled smaller datasets for different sample sizes
(12–160) where each half of the samples was from the same cluster and have
run differential gene expression analysis using parametric empirical Bayes
from the limma R package [2113, 2114] on the ground truth data (the actual
gene expression) and on the gene expressions inferred by the CR–D–GEX
with five towers and the default D–GEX (TAAFo) [10] (see Section 6.4). We
have used 10,000 repetitions for each sample size in this experiment.

The distribution of values and the pairwise differences of F1 and MCC
is shown in Figs. 6.34 to 6.37 for 10,000 repetitions for each sample size.
The differences of all scores (F0.5, F1, F2 scores, accuracy, and MCC) were
statistically significant for all tested sample sizes when using the Wilcoxon
signed-rank test as all the p–values were < 10−8. Obviously, the advanced ar-
chitectures can reasonably improve differential gene expression analysis and
better approximate the gene sets reached with the original gene expression
data. The improvement most strongly manifests for small sample sets, where
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Figure 6.32: The development of MMAE for different dropout rates.
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Figure 6.33: Results of pairwise Wilcoxon signed–rank test on the MAEs for individ-
ual samples for different dropout rates. A cell in row r and column c is
black if the model with dropout r is statistically significantly better than
the model with dropout c, white if worse, and grey if no statistically
significant difference was observed.

even small changes in gene expression values may result in significant gene
set changes.
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Figure 6.34: F1 scores by sample size
Distribution of the F1 scores obtained by the CR-D-GEX with 5 towers
and the D–GEX with TAAF of 10,000 repetitions for each sample size.
The whiskers show the 10th and 90th percentiles.
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Figure 6.35: Pairwise F1 score differences by sample size
Distribution of pairwise differences of the F1 score obtained by the CR-
D-GEX with 5 towers and the D–GEX with TAAF of 10,000 repetitions
for each sample size. The whiskers show the 10th and 90th percentiles.
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Figure 6.36: MCCs scores by sample size
Distribution of the MCCs obtained by the CR-D-GEX with 5 towers and
the D–GEX with TAAF of 10,000 repetitions for each sample size. The
whiskers show the 10th and 90th percentiles.
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Figure 6.37: Pairwise MCC differences by sample size
Distribution of pairwise differences of the MCCs obtained by the CR-D-
GEX with 5 towers and the D–GEX with TAAF of 10,000 repetitions for
each sample size. The whiskers show the 10th and 90th percentiles
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7
D I S C U S S I O N

As shown in the previous chapter, the TAAFs and tower and checkerboard
architectures improve the performance of GE inference from L1000 landmark
genes. We first discuss the TAAFs themselves for the task of GE inference in
Section 7.1 and for the artificial regression tasks in Section 7.2 and then we
focus on the further improvements of the GE inference performance using
the tower and checkerboard architectures in Section 7.3.

7.1 transformative adaptive activation functions

The experimental results show that the proposed transformative adaptive
activation functions lead to significant improvements in the gene expres-
sion inference for the L1000 platform in Section 6.1 and in the multivariate
regression tasks using several artificially generated datasets in Section 6.3.

7.1.1 TAAFs improve the performance

The TAAFs can serve as a drop-in improvement for various architectures as
shown by improving the D–GEX architecture for the GE inference task as
was shown in Section 6.1.1 where we reimplemented the original D–GEX
and used with the tanh AF that was originally used by Chen et al. in [2]
and shown that TAAFs also with the tanh as the inner activation function f
(see Section 5.2 for definition) lead to statistically significant improvement
in the error metric MAE. We have re-implemented the D–GEX and did our
own experiments instead of just comparing the error values from the original
paper [2] for several reasons. One, the reimplementation allowed us total
control over the experiments and limited any potential reporting bias by
the authors of the original D–GEX. Two, the authors of the original D–GEX
Chen et al. normalized all genes separately, which, we believe, is not suitable
for the gene expression inference task from the L1000 profiles as it gives
equal importance in the error metric to highly expressed genes and genes
whose expressions are near noise levels which biases the inference model
in unwanted direction (see Section 5.1.1.2 Data normalization). And three,
the reimplementation allows us perfect control over technical details of the
training procedure, and therefore, we can show that the performance gains
are solely due to the usage of the TAAFs and not to any other changes in
the training procedure (e.g., different schedule of the learning rates or batch
size).

Our reimplementation of the original D–GEX has an MMAE 0.1637 while
the best performing D–GEX with TAAFs as drop-in modification (i.e., only
adding the TAAFs to the architecture and keeping the tanh as the inner AF
of the TAAFs) has MMAE 0.1361 leading to 1 − 0.1361

0.1637 ≈ 17%. As the authors
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of the concurrent works [14, 15] used identical normalization as Chen et al.,
which is not as suitable for the GE inference task as our normalization, it is
not possible to directly compare our results with the much more complex
approaches presented in [14, 15]. Nevertheless, we can provide a rough es-
timate of the D–GEX with TAAFs relative performance to the GAN based
approaches used in [14, 15] by comparing the performance gains over the
original vanilla D–GEX — the D–GEX with TAAFs provides ≈ 18% improve-
ment in the MMAE while the presented improvements using complex GAN
approach have 1 − 0.2997

0.3204 ≈ 6.5% improvement [15] and 1 − 0.2897
0.3204 ≈ 9.6% in

[14]. Even though this approximate comparison can be arbitrarily biased due
to the normalization differences, it should be fairly unbiased unless the ap-
proaches presented in [14, 15] have performance significantly skewed toward
particular genes based on their mean expression levels. On the other hand,
both TAAFs and GANs from [14, 15] are not mutually exclusive and can
potentially be used together to achieve even better performance. Furthermore,
the TAAF approach is conceptually much more straightforward than the
usage of GANs while reaching, at the very least, comparable performance.

After establishing the performance of TAAFs as drop-in modifications of
the original D–GEX in Section 6.1.1, we further analyze the usage of TAAFs
for the GE inference tasks. The usage of TAAFs in a NN leads to higher
robustness in terms of sensitivity to the choice of the inner AF as shown
in Section 6.1.2, where we have shown that the original D–GEX benefits
highly from replacing the original tanh activation with the logistic sigmoid
sigmoid activation. In contrast, the D–GEX with TAAFs is able to reach similar
performance even with the original tanh as the inner activation — the choice
of tanh and logistic sigmoid as the inner AFs can be seen as merely different
initialization of the TAAFs. Initilization of the TAAFs with parameters α := 1

2 ,
β := 1

2 , and δ := 1
2 and tanh as the inner AF f is equivalent to using the

default initialization with the logistic sigmoid as the inner AF.
Nevertheless, the initialization of the TAAFs does play a role in the perfor-

mance as the usage of the logistic sigmoid as the inner AF leads to improved
performance over the tanh as the inner AF even for the architectures with
TAAFs as shown in Table 6.2 even though, as discussed above, the relative
performance gain is less noteworthy compared to AF replacement in the
original D–GEX as can be seen from comparison of Table 6.2 and Table 6.3.
Not surprisingly, the usage of TAAFs in the D–GEX variant with logistic
sigmoids leads to performance gains similarly as in the previous experi-
ment Section 6.1.1 Experiment 1: Usage of TAAFs with tanh AF as shown in
Table 6.4.

7.1.2 TAAF parameters

While showing that TAAFs as drop-in modification can increase inference
performance without any architecture modification was necessary to illus-
trate that TAAFs can be used easily in an existing setup, it also has some
limitations. The most severe is that the TAAFs introduce four additional pa-
rameters, and the compared networks have a different number of parameters.
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This is problematic as NNs with more parameters usually have higher capac-
ity, and this could lead to higher performance in general. NNs with more
parameters usually reach higher performance on the training data (under
certain circumstances, the NNs can even memorize the dataset to have perfect
performance but poor generalizability [2135–2138]); increased capacity can
help the network if it is underfitting and thus increase its performance also
on the test data [2136]. This also happens for the original D–GEX where the
architectures with more neurons in each layer generally performed better
than the NNs with fewer layers or neurons as shown in Fig. 1 in [2]. Therefore,
the reported performance gains from experiments in Sections 6.1.1 and 6.1.2
could be, in theory, solely due to this increased capacity and not due to the
better expressivity of the novel TAAFs; theoretically, it could be even worse
and just using larger vanilla D–GEX with the same number of parameters as
the D–GEX with TAAFs could have higher performance gain and the TAAFs
would be actually harmful to the model.

To show that this is not the case and that TAAFs improve the performance
of the GE inference due to more efficient parameter usage and not just
because of the capacity increase that is solely due to the higher parameter
count, the Experiment 3: TAAFs for capacity adjusted NNs was conducted.
In this experiment, the TAAFs are not used as a drop-in modification of an
existing architecture but are rather used in a slightly smaller neural network
that has the same or lower number of parameters as the D–GEX variant it
is compared to. To obtain the reduced architecture, neurons were uniformly
removed from all hidden layers until the total parameter count was not higher
than the parameter count of the respective D–GEX variant. The final size of
the hidden layers is shown in Table 6.5 in the second column. Even the NNs
with adjusted numbers of parameters by decreasing the width of hidden
layers always outperformed the respective D–GEX variant that had the same
or higher number of parameters (see Table 6.5); therefore the performance
gains are due to the TAAFs themselves and not just due to the additional
parameters introduced by the TAAFs.

As already briefly discussed in Section 6.1.3, the size reduction of the
hidden layers was negligible as TAAFs introduce four parameters per neuron,
but each additional neuron in a hidden layer introduces a weight for each in-
coming connection. Therefore, the performance drop of D–GEX variants with
TAAFs due to the adjustment of a total number of parameters is negligible,
and it is not surprising that the results from Sections 6.1.1 and 6.1.2 hold, and
the variants with TAAFs still significantly outperform the original D–GEX ar-
chitecture. Since the parameter reduction had only an insignificant effect, the
rest of the comparisons of the two architectures are as drop-in modifications
the same as in Sections 6.1.1 and 6.1.2 for clarity, easier analysis, and simpler
running of experiments instead of comparing the original variant with the
reduced TAAFs based architectures with adjusted number of parameters.

The proposed TAAF introduces four additional parameters, and so far, the
importance of individual parameters has not been established. Since the TAAF
can be viewed as a generalization of several previously established AAFs, the
performance increase compared to the sigmoid activation function might be
due only to those parameters that were already established as beneficial (e.g.,
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trainable amplitude [1086]; see Section 5.2.1.1 and Table 5.1) and there might
not be synergies from combining multiple already established parameters.
Furthermore, since the proposed adaptive activation function is applied to the
weighted sum of inputs in the neuron, parameter β might seem redundant:

g( f , x) = α · f

(
β ·

n

∑
i=1

wixi + γ

)
+ δ, (7.1)

where n is the number of inputs in the neuron, xi are individual inputs and
wi are associated weights. This can be expressed without parameter β if we
define ui = βwi:

g( f , x) = α · f

(
n

∑
i=1

uixi + γ

)
+ δ. (7.2)

While parameter β seems to be redundant, redundancy by itself does not
mean uselessness — in some cases, it can even improve the performance as
shown in [2139–2141], where the authors introduced additional redundancy
to neural networks to increase its performance, and in [2142] where the
authors discuss redundancy in a biological context with a connection to
the artificial neural network architecture ResNet [13]. Another example of
apparent redundancy can be found in overspecified neural networks — it was
shown that overspecified wide networks simplify the optimization surface
for optimizers in the sense that it is easier to reach good optima [2143–2145].
However, redundancy does not always improve the performance; e.g., Lee
et al. showed that the redundancy in the rank of NN parameters slows the
training and that a regularization method reducing this redundancy improves
both performance and training speed [2146].

Even though the redundancy represented by the β parameter is different
from some of the referenced examples, we empirically show that it improves
performance, and the improvement is statistically significant. The intuition
behind redundancy in the form of additional parameters or overspecified
networks is that "higher dimensions also mean more potential directions of
descent, so perhaps the gradient descent procedures used in practice are
more unlikely to get stuck in poor local minima and plateaus" [2143], which
might be one of the reasons that the inclusion of the redundant parameter
β was empirically shown to be beneficial in our work. Furthermore, Jagtap,
Kawaguchi, and Karniadakis used the horizontal scaling parameter as the
only adaptive parameter in their LAAFs that were concurrently1 published to
our work, and they show that it improves the speed of convergence in [1137].
Jie et al. consider AFs to be expressively independent if such form of redundancy
is not present (see [1073] for definition) and assume that an AF that is not
expressively independent is not a good choice [1073]; however, this is not the
case as there are many AAFs that are not expressively independent and yet

1 The TAAF preprint [444] was publicly available in March 2019 while the LAAF preprint [2147]
only in June; however the full work [1138] was published in a journal in March 2020 whereas
TAAFs [10] only in December 2020.
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improve the performance — e.g. SVAF, ASSF, swish, and LAAFs. Also, our
findings show that the parameter β contributes to a better performance of
TAAFs, and, therefore, the assumption of Jie et al. does not hold in practice.

We have empirically shown that all four TAAF parameters are beneficial
in Section 6.1.4 Experiment 4: Importance of individual parameters, where
all 16 subsets of trainable parameters were evaluated, and the full TAAF
with all four parameters trainable statistically significantly outperformed
other TAAF variants. This empirical evidence shows that the full TAAF is
the correct choice, and the reported performance gain is not solely due to
a component that was reported previously in the literature, such as the
vertical scaling parameter α whose equivalents are present in many adaptive
activation functions such as the trainable amplitude [1086] (see Section 4.3.2)
and swish [668] (see Section 4.3.3.1) or the horizontal scaling parameter β

present in, e.g., SVAF [1092] (see Section 4.3.2) or Adaptive slope hyperbolic
tangent [1139] (see Section 4.3.15.1).

7.1.3 Conceptual architectural simplification for regression tasks

The first two experiments established the benefits of TAAFs and the second
two experiments dealt with some of the limitations of the first two by showing
that the increased performance of NNs with TAAFs is due to the AAFs
themselves and not just due to the parameter increase, that the TAAFs
provide an efficient way of increasing expressivity of NNs, and that all four
introduced parameters are necessary and therefore the formulation of TAAFs
is correct and cannot be reduced further without performance costs. The
fifth experiment shows another benefit of the TAAFs in NNs for regression
problems where the last layer usually has no activation to allow for any
output range as most sigmoids, ReLUs and similar AFs have limited range.
The TAAFs can be used in the last layer even for regression problems as
their range is not limited thanks to the vertical scaling parameter α. This
is shown in Section 6.1.5 Experiment 5: TAAF in the output layer, where a
D–GEX model with TAAFs in hidden layers and no activation in last layer
is compared to a D–GEX with TAAFs in all layers (denoted as TAAFo). The
TAAFo variant leads to statistically significantly higher performance for all
tested depths and widths of the D–GEX network. Another benefit introduced
by TAAFs besides the improved performance is the conceptual simplification
of the neural network as all layers have identical activation functions and
there is no need for special treatment of the last layer even for regression
problems.

Similarly as in the original D–GEX work [2], we used a random division
of the data into the training, testing, and validation sets (see Section 5.1.1
for more details). While this approach has the benefit of simplicity, it has
one potential issue — since the data consists of several different biologi-
cal datasets, there might be introduced a bias into our results as samples
from one biological dataset might be in in both the training and testing set
and the reported test performance might not translate well to unseen data.
Nevertheless, we show that it is not the case in Section 6.1.6 Experiment 6:
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heterogeneity-aware data sampling, where we used the heterogeneity-aware
dataset (see Section 5.1.1.1) where the data splits conform to the known
GEO- series and all samples from a single GEO- series are in a single split
(either training, testing, or validation). As shown in Table 6.7, the D–GEX
with TAAFs outperformed statistically significantly the original D–GEX even
on this heterogeneity-aware dataset; this shows that the potential bias men-
tioned above does not significantly affect (if present at all) the results of the
presented comparative analyses. Since not all samples from the data provided
originally were missing the GEO- id and therefore could not be matched to an
existing GEO- series and thus were omitted, the heterogeneity-aware dataset
had only ≈ 60% of the training samples compared to the whole dataset, the
full dataset containing the same samples as in [2] was used for most of the
experiments rather than this reduced dataset since the potential bias does not
significantly influences the results.

7.1.4 Gene expression inference perspective

So far, we have discussed the results regarding individual improvements to
the NN architecture and established that the observed performance increases
are valid. However, we have not looked at the results from the perspective of
the gene expression task itself — which architecture has the best performance.
This is done in Section 6.1.7 where all results from the previous experiments
are compared, and 10 best-performing architectures are listed in Table 6.8.
While the previously reported results focused on the pairwise differences
to see that the modifications help all tested NN variants, Table 6.8 contains
the absolute performance metric MMAE and lists the best models with the
lowest test error irrespective of the underlying architecture. Generally, the
best-performing models are the largest tested architectures with 9,000 neurons
in either two or three hidden layers with the logistic sigmoid as the inner
activation function of the TAAFs. The overall best-performing architecture
with MMAE was the NN with three hidden layers, each with 9,000 neurons
with TAAFs with the logistic sigmoid and the last layer contained the TAAFs
instead of the linear activation present in the original D–GEX. This network
was even better than the one from the Section 6.1.1 Experiment 1: Usage
of TAAFs, where the TAAFs were used only as a drop-in modification of
the original D–GEX — MMAE 0.1340 (CI [0.13316, 0.13487]) compared to
0.1637 (95% CI [0.16279, 0.16458]), or, relative to the D–GEX reimplementation,
1 − 0.1340

0.1637 ≈ 18% improvement compared to 1 − 0.1361
0.1637 ≈ 17% improvement

over the D–GEX performance. It can be seen that the major improvement
to the original D–GEX architecture is the usage of TAAFs; a more detailed
breakout of the impact of individual improvements is shown in Figs. 6.3
and 6.4. Figure 6.3 shows the improvement to the regular D–GEX architecture
(showed as a baseline) including switching the inner activation function from
tanh to the logistic sigmoid, using TAAFs, and using an ensemble of several
NNs (more about the ensembling in Section 5.2.2) while Fig. 6.4 builds on
the D–GEX variant already equipped with TAAFs and its goal is to depict
other improvements besides TAAFs. As already briefly discussed above,
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we can observe that the NNs TAAFs are much more robust with respect
to their parameterization compared to the plain D–GEX as there is only a
small difference between using TAAFs with the logistic sigmoid and the
hyperbolic tangent functions. In contrast, this difference is very large for the
plain D–GEX, as shown in Fig 6.3 — MMAE 0.1409 for D–GEX with logistic
sigmoid activation and 0.1637 with tanh activation compared to the TAAF
based networks where NN with logistic sigmoid activation has MMAE 0.1354

and 0.1372 when tanh activation is used instead. This robustness is important
because the training of the networks is computationally costly, and thus, the
parameter search possibilities are limited.

The impact of the different initialization of TAAFs is similar to the impact
of the usage of TAAFs in the output layer — MMAE 0.1354 for using logistic
sigmoid instead of tanh compared to 0.1361 for using TAAFs in the output
layer; the baseline was 0.1372; furthermore both of these changes worked
well together resulting in MMAE 0.1340. On the one hand, the impact of
the used ensemble scheme resulted only in minor MMAE improvements;
on the other hand, these improvements were present on the test data and
were for free in the sense that the ensembles are from already trained models
and no extra costly training process was necessary to obtain these ensembles.
Nevertheless, the GE inference is more costly using this type of ensembling,
and therefore, we believe that it is most suitable to use only a single model for
most tasks instead of this kind of ensembling. These observations are limited
to the used ensembling in this work; this work touched the ensembles only
superficially, and only because they were available without any significant
costs, there might be ensembling schemes that would lead to significantly
better performances compared to a single model.

7.1.5 Practical impact of TAAFs

So far, we have focused on the error of the GE inference from the L1000

landmark genes. The limitation of the hitherto reported results was that the
improvements in the inference errors are rather abstract, and it is unclear
whether they have any practical significance. The practical significance of
the reported improvements is shown in Section 6.2 where several differential
gene expression analyses were run on the inferred data — specifically, we
have run a DGE analysis on the data inferred by plain D–GEX and D–GEX
with TAAFs for several sample sizes. We have run two sets of experiments,
differential gene expression analyses with artificial phenotypes that arose
from hierarchical clustering of the data and with real phenotypes belonging
to the largest GEO- series present in the data (see Section 5.1.5 for more
details). As most biological experiments suffer from rather small data sizes
as obtaining data is usually costly, we have focused on sample sizes ranging
from 12 to 600 samples for the artificial phenotypes and to 400 samples for
the real phenotypes as those were limited by the available data of each class
(see Table 6.9 for actual maximum sample sizes). To limit the influence of
variance arising from the admittedly small sample sizes that are often present
in biological data, each sample size was sampled with 5,000 repetitions. The
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results from the differential gene expression analyses can be considered as a
classification task; therefore we have opted for accuracy, F1, F0.5, F2, and MCC
metrics to show the practical impact of the TAAFs on the GE inference task
in Sections 6.2.1 and 6.2.2. This was complemented by analysis of candidate
rankings in Sections 6.2.1.1 and 6.2.2.1 where the rankings of candidate genes
from the DGE analysis on the ground truth data were compared to the
rankings from differential gene expression analyses on the inferred data.

The results in Section 6.2 show that the NNs with TAAFs outperform the
plain D–GEX in practical tasks and that the difference in the metrics on the
practical tasks are statistically significant for all sample sizes for the artificial
phenotype and for all sample sizes of all but one combination of classes
where the D–GEX with TAAFs performed similarly as the plain D–GEX for
smaller sizes (see Fig. 6.12). The empirical evaluation of the practical impact
of the presented improvements is one of the important results of this work as
no evaluation of practical impact was done in other works in the literature [2,
14, 15] where it was only assumed that the presented improvements would
have any practical importance on the tasks faced by biologists and medical
experts.

7.2 taafs for other tasks besides gene expression inference

Up until now, the TAAFs were evaluated on the GE microarray data on the
GE inference tasks from the L1000 landmark genes; however, the concept of
TAAFs is general, and they can be used in many settings. In Section 6.3, the
TAAFs are used for regression tasks with artificially generated data. We have
chosen to show the performance of TAAFs using artificially generated data
for several reasons — they are the usual reasons why researchers use artificial
data that are discussed in Section 4.5.2 Synthetic data generation: control
over the properties of the data and scarcity of data. By using the artificial
data, the real, noiseless targets are available, and therefore, we know how
much white noise is added to the data that is not predictable. For example,
reaching a lower inference error than is due to the added white noise is a clear
symptom of overfitting, as we can guarantee in artificially generated data
that the present noise is indeed independent. Furthermore, we were looking
for a sufficiently complex multivariate regression task outside the omics but
there were datasets similarly large as the dataset used by the D–GEX that
would have several hundreds of independent and dependent variables; there
were smaller datasets such as, for example, Wine Quality [2148] or Breast
Cancer Wisconsin [2149] from the UCI Machine Learning Repository [1373]
but they were too small both in terms of number of features and number of
samples. There are larger regression multivariate time-series datasets, but
the time-series aspect would add too much complexity for the analyses, and
we still would not have control over the dataset and would not know the
properties of the noise and what would be the best achievable error; therefore,
the usage of TAAFs for time-series prediction is left for future works. Four
different regression datasets were generated; details about the generation
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process are available in Section 5.1.2.1. We have shown that the NNs with
TAAFs, on average, outperform the vanilla variants in several experiments.

First, we have established that NNs with TAAFs generally improve the
performance in Section 6.3.1. The results also show that the model from the
training procedure that has the lowest error on the validation set should be
generally used as otherwise NNs with TAAFs are more prone to overfitting,
as can be seen from comparing the results on the test data with a model that
has the lowest validation loss in Table 6.12 with the results on the training set
with a model from the last training epoch in Table 6.13.

Second, the impact of the amount of noise in the target variables was
analyzed in Section 6.3.2. The NNs with TAAFs are better in general for
all amounts of noise when evaluated on the noisy targets used for training
for both training (model from last epoch) and testing (model with best
validation loss) data and also better when evaluated on the test data with
model with best validation loss on the noiseless targets — they, however,
perform generally worse on the training data with model from last epoch
when evaluated on the noiseless targets while trained with the noisy targets;
this suggests that the models are overfitting to the present noise. This in line
with the observations from Fig. 6.22 in Section 6.3.4 where variants without
dropout perform better on the training data when the model from last epoch
is used and NNs with TAAFs even have much lower error than the variants
without TAAFs while the models’ error on the validation and test datasets
have higher error without dropout regularization. We conclude from Fig. 6.22

that some form of regularization is recommended as the used 25% dropout
improved the performance on the test data (this is not surprising as dropout
improved performance even in the original D–GEX in [2]). Dropout is also
discussed later in the context of TAAFs and the checkerboard architecture
(see Sections 5.3.2 and 6.4.2).

We have also analyzed whether there is a noteworthy difference in the
relative performance based on the layer configuration of the inference network
in Section 6.3.3. No noteworthy changes in the pairwise comparison were
observed for the tasks NN1 — NN3 while slightly diminishing tendency in
the dominance of TAAFs with increasing number of weights or depth was
observed for the task NN4; nevertheless, the NNs with TAAFs dominated
the non-TAAF baseline variants in most of the cases even for the task NN4 as
shown in Fig. 6.20.

7.2.1 Impact of initialization of the data generation network

Previously discussed results only focused on the tasks NN1 — NN4, where a
single random initialization was used for each task; we show that the observed
results are not due to a particular random initialization of the generative
network but rather apply to the general class of tasks in Section 6.3.4 where
multiple initializations of the generative network used in task NN3 were
created and used for data generation. The results are consistent with only
negligible variants across all the initialization, and the NNs with TAAFs
always outperformed the non-TAAF variants in all repetitions when evaluated
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on the test data set when the selected model was the one with the lowest loss
over the test dataset and when evaluated on the training dataset if the model
from the last epoch was used.

7.2.2 Depth and width of the data generation network

We have also evaluated how changing the width and depth of the data
generation network influences the relative performance of the NNs with
TAAFs and the baselines in Section 6.3.5. Most importantly, the NNs with
TAAFs dominated the baselines for all tested widths on the test set when the
network checkpoint was selected by the lowest loss over the test set and also
for all tested widths where the checkpoint from the last epoch was used on the
train set as shown in Figs. 6.25 and 6.26. Other less important combinations
of the model checkpoint and the data split are discussed in Section 6.3.5. The
depth of the data generation network has almost no noteworthy impact on
the relative performance of the TAAFs and baselines as shown in Section 6.3.6
with possibly small diminishing of TAAF dominance for tasks generated
using deeper networks; nevertheless, the NNs with TAAFs in at least half of
the tested variants for all evaluated depths of the data generation network.

7.3 tower and checkerboard architectures

So far, we have discussed only the improvement in the activation functions to
the original D–GEX, namely the transformative adaptive activation functions;
however, we have also improved the architecture by using tower or checker-
board patterns for connecting blocks of neurons (see Section 5.3) instead of
fully-connected layers as in the original D–GEX [2]. The tower and checker-
board architectures use interconnected blocks of fully connected layers to
allow for a higher number of neurons while not increasing the overall number
of trainable parameters as shown in Table 5.3 and Figs. 5.2 and 5.3. We have
empirically shown that such patterns increase the performance of the network
in Section 6.4. We have also introduced skip-connections in a ResNet manner
(see Fig. 5.1 for a depiction of used architectures), which further improved the
performance of the GE inference without introducing significant overhead.

The evaluated architectures had each 10,000 neurons with TAAFs in three
hidden layers, which were split into 2 – 12 towers either with or without
skip-connections. The skip-connections uniformly help as shown in Table 6.15

and Fig. 6.29 where all tested configurations with skip-connections outper-
formed all of the other configurations without skip-connections. The optimal
number of towers differed slightly between the four tested architectures — the
checkerboard and tower architectures without the skip connections plateaued
after reaching four towers with only a slight decrease in performance with
an increasing number of towers, whereas the variants with skip connections
showed much more significant U-shaped performance curve. The tower archi-
tecture with skip-connections reached the lowest MMAE with three towers
with statistically significantly better performance when compared to all other
numbers of towers. The checkerboard with skip connections was the best-
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performing architecture and reached the lowest test error with five towers in
a checkerboard pattern. This difference was also statistically significant for
all tested numbers of towers, but this time with the exception of four and
six towers where the dominance was not statistically significant as shown in
Fig. 6.30. For the shown configurations with 2 – 12 towers, the checkerboard
architecture was statistically significantly better for most of the configurations,
while the difference was not statistically significant for two configurations
as shown in Fig. 6.31. While direct comparison with GAN based models
that were proposed concurrently with our work is not possible due to a
different normalization (see Section 5.1.1.2 for details), the best overall model
with TAAFs and checkerboard architecture reaches MMAE of 0.1278 which
represents 1 − 0.1278

0.1637 ≈ 21.9% improvement over the reimplementation of the
original D–GEX from [2], while the more complex GAN based approaches
show 1 − 0.2997

0.3204 ≈ 6.5% improvement [15] and 1 − 0.2897
0.3204 ≈ 9.6% in [14] over

the baseline D–GEX (note that these relative improvements are only rough
estimates — see Section 7.1.1 for explanation). It was shown that the com-
bination of skip-connection and the checkerboard architecture significantly
improves the GE inference while being more conceptually simpler than its
GAN based competitors [14, 15].

Additionally, we have run a small dropout analysis with the best-performing
checkerboard model from Section 6.4 in Section 6.4.2 as the dropout rates
were kept fixed throughout the previous experiments. The dropout of 25%
that was used in most experiments was shown as sufficiently good, but the
inference can be further improved by using a slightly lower value of 15% as
shown in Fig. 6.32; the improvements are statistically significant as shown in
Fig. 6.33.

7.3.1 Practical impact of checkerboard architecture

The same as for TAAFs, we have also shown that the improved inference
performance has a practical impact on the DGE analysis in Section 6.5. The
DGE analysis was run using the artificial phenotypes as described in Sec-
tion 5.1.5 for sample sizes of 12 – 160 samples, which are realistic sample
sizes for commonly run differential gene expression analyses. The checker-
board architecture with 5 towers and skip-connections significantly outper-
formed the D–GEX with TAAFo from Section 6.1, which was so far the
best-performing model. The differences of all scores (F0.5, F1, F2 scores, ac-
curacy, and MCC) were statistically significant for all tested sample sizes
when using the Wilcoxon signed-rank test as all the p–values were < 10−8.
To provide interpretation for the observed pairwise differences in F1 score,
the typical scenario was that CR–D–GEX with five towers reported much
fewer false positive differentially expressed genes than TAAFo, sometimes at
the cost of a very small increase in false negatives. The performance improve-
ments were most noteworthy for smaller sample sizes, which is useful as
these sample sizes are common in biological experiments and make running
differential gene expression analyses and similar analyses difficult.





8
C O N C L U S I O N S

The analysis of gene expression is necessary for understanding cellular
processes, disease mechanisms, and developmental pathways. The analysis
was made significantly cheaper by the introduction of L1000 microarray
platform that, instead of measuring the gene expression of all genes, measures
the gene expression of only a handful of landmark genes and relies on
computational models to infer the gene expression of the rest of the genes
(see Section 3.3.3). In the beginnings, these computational models relied on
linear regression [2] but were soon replaced by the neural network called
D–GEX in [2].

This thesis presents several significant improvements to the original D–GEX
that are conceptually simple and yet have a significant impact on the gene
expression inference. The main innovation is the introduction of a novel class
of adaptive activation functions called TAAF (see Section 5.2). The TAAFs
introduce four adaptive parameters allowing for any horizontal and vertical
scaling and translation of any inner activation function. The TAAFs improve
the performance of the NNs for GE inference and also add some robustness
to the choice of the activation function. Furthermore, The TAAFs generalize
over 50 AFs proposed in the literature that can be considered special cases
of the TAAFs (see Section 5.2.1.1). We have analyzed the TAAFs on both
real microarray data of the GE inference task for the L1000 platform in
Section 6.1 and several artificial regression datasets in Section 6.3 to show
that TAAFs are applicable outside the omics field. Furthermore, it was shown
in Section 6.2 that the improvement to the gene expression inference translates
to the improvement of subsequent analyses and has, therefore, a statistically
significant practical impact.

The second important improvement to the original neural network used for
the GE inference was the introduction of tower and checkerboard architectures
(Section 5.3) with skip-connections in a ResNet-like manner that further
improve the NN with TAAFs and reach even better performance (Section 6.4);
this improvement also translates to a statistical significant improvement in
the subsequent analyses using the inferred data (Section 6.5).

While these improvements were shown on the gene expression inference
task, they are not limited to the omics field and are applicable to more
general classes of neural networks. The TAAFs generalize several activation
functions that were proposed in the literature (see Section 5.2.1.1), and most
of these special cases were shown in many different settings outside the
gene expression inference and omics in general. Last but not least, we have
presented a comprehensive list of 400 activation functions to simplify further
research in the area and to help avoid repeated proposals of the activation
functions already present in the literature.
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8.1 future works

Despite the scope of the presented work, there are many areas in which the
work might be expanded in the future. While the overview of activation
functions present in the literature (see Sections 4.2 and 4.3) can be updated
indefinitely as new activation functions are proposed, there are many other
directions in which the presented findings will be explored in the future.

8.1.1 Gaining insights into TAAFs

While this work demonstrated empirically that the TAAFs lead to improved
performance for the GE inference and other methods, further theoretical
insights explaining the performance gains are needed. A method to visually
demonstrate the benefits of skip connections by visualizing low dimensional
representation of the optimization landscape was presented in [2150]; at-
tempts to use it for the evaluation of the NNs with and without TAAFs were
presented in [2151]; nevertheless, the experimental evaluations of the hypoth-
esis that TAAFs also simplify the optimization landscape remain inconclusive.
Therefore, further research is needed into the effects the usage of TAAFs has
on a neural network.

8.1.2 Analysis of redundancy

The TAAF parameter β is redundant in the sense that it does not add anything
to the expressivity of the AF; nevertheless, it was shown that its inclusion
statistically significantly improves the performance in Section 6.1.4 — some
perceived redundancy might therefore be beneficial for the optimization. One
future direction, therefore, includes the analysis of why the redundancy helps
and whether there are other similar cases that could improve the optimization
process.

8.1.3 Simplification of usability

While we have published the codes of the TAAFs in a public repository, usage
of the presented models might still be difficult for researchers from other
fields. Therefore, future works also include either a runnable application or
an online inference tool where a researcher might just drop measured L1000

profiles, and the full inferred profiles will be returned.

8.1.4 Extending applications

The previous points focused on further improving the GE inference aspect of
the presented work; however, there are many areas in which the presented
TAAFs and checkerboard architectures might be applied inside and also
outside the omics field. While results outside of the omics field were already
presented in Section 6.3 Exploring TAAF performance using artificial data,
there might be many other applications where the presented findings might
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improve the performance of currently used models. The TAAFs generalize
many AFs present in the literature; therefore the simplest direction would
be to evaluate the TAAFs on the same data as its special cases — e.g., the
ABReLU (Section 4.2.6.42) was used to improve face retrieval using datasets
PaSC [2152], LFW [2153], PubFig [2154], FERET [2155, 2156], AR [2157, 2158],
ExYaleB [2159, 2160] and PolyU-NIRFD [2161], PShELU (Section 4.3.1.56)
was used on the CIFAR-100 [243] dataset in [1078], and the PSTanh (Sec-
tion 4.3.15.2) in Capsule networks [2162] for brain tumor classification dataset
[2163] in [688] but also used MNIST dataset [45], Fashion MNIST [950] and
the CIFAR-10 and CIFAR-100 datasets [243].

8.1.5 Insights into tower and checkerboard architectures

The number of towers in tower and checkerboard architectures influences the
performance of the neural network as empirically demonstrated in Section 6.4.
It is highly likely that the optimal number of towers is problem-dependent
and also architecture-dependent. It is likely that the number of optimal
towers would be different if a different number of neurons were used or if the
number of targets were different. Moreover, the optimal number of towers
also differs between the used architectures (see Fig. 6.29). Further analysis
is needed to provide general recommendations on the number of towers to
avoid costly grid searches.

8.1.6 Generalization of the checkerboard architecture

Other directions include a generalization of the checkerboard architecture —
the checkerboard architecture divided each layer in each tower into halves
and reconnected those in a certain pattern; however, dividing the layers into
multiple folds and using more complex reconnection patterns might lead
to networks with better performance and thus further improving the gene
expression inference.

8.1.7 Leaving the blocks behind

The tower and checkerboard architectures use larger interconnected blocks
of neurons to be able to use existing accelerators such as GPUs and libraries
for efficient computation; however, there are also approaches that allow for
efficient computation even with sparse matrices such as Sparse Tensor Cores
by Nvidia [2164] or the WASAP-SGD optimization approach in [1172]. These
could be used to extend the concept behind checkerboard architecture even
further by no longer requiring that neurons be grouped in sufficiently large
blocks for efficient computations.

8.1.8 Dual transformative adaptive activation function

While the TAAFs generalize many existing activation functions, there is a class
of activation functions that cannot be generalized by the TAAFs and yet it is
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simple enough — these functions usually have different scaling for positive
inputs (e.g., LReLU), see Section 5.2.1.2 for discussion of these functions.
The TAAFs could be extended in dual transformative adaptive activation
functions (DTAAFs) that would have the scaling parameters different for
positive and negative inputs or, more generally, for inputs below and above
a certain threshold. While the final formulation of DTAAFs would still be
sufficiently simple, it might lead to even better performance as this concept
works well for many existing activation functions.

8.1.9 Generalized dual transformative adaptive activation function

The DTAAF concept can be further generalized by allowing different inner
functions for each piecewise definition, resulting in generalized dual trans-
formative adaptive activation function (GDTAAF). While the resulting AAF
would not be a simple encapsulation of the inner activation function, the
resulting AAF would be able to generalize more AFs present in the literature
and could have even higher performance. The GDTAAF would extend the
approach presented in [815] where the authors use different AFs for positive
and negative inputs.

8.1.10 GAN-based approaches for GE inference

Dizaji, Wang, and Huang used GAN-based approaches to improve the gene
expression inference from the L1000 data in their works [14, 15]. As already
discussed in Section 7.1, their results are not directly comparable with the re-
sults presented in this work; nevertheless, the rough estimate of performance
shows inferior performance to TAAFs and checkerboard architectures. How-
ever, the presented approaches are not mutually exclusive with the methods
used in [14, 15]. Therefore, one future direction is to use both TAAFs and
maybe checkerboard architectures in the GAN based approaches from [14,
15] to see whether synergies are possible and such combination will improve
the GE inference performance even further.

8.1.11 TAAF initialization

The initialization of the TAAF parameters has a significant influence on
the overall performance, as shown in Sections 6.1.2 and 7.1.1. While the
Section 6.1.2 has shown that even a different fixed initialization, where the
same TAAF parameters are set to the same value for all neurons, can improve
the performance, it is very likely that the performance can be improved even
further by sampling the initial values of parameters from some distribution
similarly as is done for the weights of the connections between neurons.
Therefore, future work should evaluate various initialization of the TAAF
parameters as it will most likely lead to an improved performance.
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(a) Breast × Colon
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(b) Breast × Kidney
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(c) Breast × Lung
Figure A.1: Distributions of F1 score differences for the real phenotypes

Distributions of the F1 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size for
different tissues. The whiskers show the 10th and 90th percentiles. The
larger variant of Fig. 6.11.
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(d) Breast × Ovary
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(e) Breast × Uterus
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(f) Colon × Kidney
Figure A.1: (cont.) Distributions of F1 score differences for the real phenotypes

Distributions of the F1 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size for
different tissues. The whiskers show the 10th and 90th percentiles. The
larger variant of Fig. 6.11. Continuation of Fig. A.1.
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(g) Colon × Lung
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(h) Colon × Ovary

12 16 20 24 28 32 36 40 50 60 80 10
0

12
0

14
0

16
0

20
0

sample size

0.00

0.02

0.04

0.06

0.08

0.10

F 1
 d

iff
er

en
ce

(i) Colon × Uterus
Figure A.1: (cont.) Distributions of F1 score differences for the real phenotypes

Distributions of the F1 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size for
different tissues. The whiskers show the 10th and 90th percentiles. The
larger variant of Fig. 6.11. Continuation of Fig. A.1.
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(j) Kidney × Lung
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(k) Kidney × Ovary
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(l) Kidney × Uterus
Figure A.1: (cont.) Distributions of F1 score differences for the real phenotypes

Distributions of the F1 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size for
different tissues. The whiskers show the 10th and 90th percentiles. The
larger variant of Fig. 6.11. Continuation of Fig. A.1.
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(m) Lung × Ovary
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(n) Lung × Uterus
Figure A.1: (cont.) Distributions of F1 score differences for the real phenotypes

Distributions of the F1 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size for
different tissues. The whiskers show the 10th and 90th percentiles. The
larger variant of Fig. 6.11. Continuation of Fig. A.1.
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(o) Ovary × Uterus
Figure A.1: (cont.) Distributions of F1 score differences for the real phenotypes

Distributions of the F1 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size for
different tissues. The whiskers show the 10th and 90th percentiles. The
larger variant of Fig. 6.11. Continuation of Fig. A.1.
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(a) Breast × Colon
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(b) Breast × Kidney
Figure A.2: Distributions of F0.5 score differences for the real phenotypes

Distributions of the F0.5 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size for
different tissues. The whiskers show the 10th and 90th percentiles.
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(c) Breast × Lung
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(d) Breast × Ovary
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(e) Breast × Uterus
Figure A.2: (cont.) Distributions of F0.5 score differences for the real phenotypes

Distributions of the F0.5 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.2.
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(f) Colon × Kidney
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(g) Colon × Lung
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(h) Colon × Ovary
Figure A.2: (cont.) Distributions of F0.5 score differences for the real phenotypes

Distributions of the F0.5 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.2.
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(i) Colon × Uterus
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(j) Kidney × Lung
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(k) Kidney × Ovary
Figure A.2: (cont.) Distributions of F0.5 score differences for the real phenotypes

Distributions of the F0.5 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.2.
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(l) Kidney × Uterus
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(m) Lung × Ovary
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(n) Lung × Uterus
Figure A.2: (cont.) Distributions of F0.5 score differences for the real phenotypes

Distributions of the F0.5 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.2.
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(o) Ovary × Uterus
Figure A.2: (cont.) Distributions of F0.5 score differences for the real phenotypes

Distributions of the F0.5 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.2.
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(a) Breast × Colon
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(b) Breast × Kidney
Figure A.3: Distributions of F2 score differences for the real phenotypes

Distributions of the F2 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size for
different tissues. The whiskers show the 10th and 90th percentiles.
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(c) Breast × Lung
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(d) Breast × Ovary
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(e) Breast × Uterus
Figure A.3: (cont.) Distributions of F2 score differences for the real phenotypes

Distributions of the F2 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.3.
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(f) Colon × Kidney
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(g) Colon × Lung
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(h) Colon × Ovary
Figure A.3: (cont.) Distributions of F2 score differences for the real phenotypes

Distributions of the F2 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.3.
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(i) Colon × Uterus
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(j) Kidney × Lung
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(k) Kidney × Ovary
Figure A.3: (cont.) Distributions of F2 score differences for the real phenotypes

Distributions of the F2 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.3.
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(l) Kidney × Uterus
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(m) Lung × Ovary
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(n) Lung × Uterus
Figure A.3: (cont.) Distributions of F2 score differences for the real phenotypes

Distributions of the F2 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.3.
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(o) Ovary × Uterus
Figure A.3: (cont.) Distributions of F2 score differences for the real phenotypes

Distributions of the F2 score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.3.
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(a) Breast × Colon
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(b) Breast × Kidney
Figure A.4: Distributions of MCC differences for the real phenotypes

Distributions of the MCC pairwise differences of the D–GEX with TAAFs
and the plain D–GEX of 5,000 repetitions for each sample size for differ-
ent tissues. The whiskers show the 10th and 90th percentiles.
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(c) Breast × Lung
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(d) Breast × Ovary
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(e) Breast × Uterus
Figure A.4: (cont.) Distributions of MCC differences for the real phenotypes

Distributions of the MCC score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.4.
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(f) Colon × Kidney
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(g) Colon × Lung
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(h) Colon × Ovary
Figure A.4: (cont.) Distributions of MCC differences for the real phenotypes

Distributions of the MCC score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.4.
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(i) Colon × Uterus
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(j) Kidney × Lung
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(k) Kidney × Ovary
Figure A.4: (cont.) Distributions of MCC differences for the real phenotypes

Distributions of the MCC score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.4.



448 additional figures

12 16 20 24 28 32 36 40 50 60 80 10
0

12
0

14
0

16
0

20
0

sample size

0.00

0.01

0.02

0.03

0.04

0.05

0.06
M

CC
 d

iff
er

en
ce

(l) Kidney × Uterus
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(m) Lung × Ovary
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(n) Lung × Uterus
Figure A.4: (cont.) Distributions of MCC differences for the real phenotypes

Distributions of the MCC score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.4.
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(o) Ovary × Uterus
Figure A.4: (cont.) Distributions of MCC differences for the real phenotypes

Distributions of the MCC score pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size
for different tissues. The whiskers show the 10th and 90th percentiles.
Continuation of Fig. A.4.
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(a) Breast × Colon
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(b) Breast × Kidney
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(c) Breast × Lung
Figure A.5: Distributions of accuracy differences for the real phenotypes

Distributions of the accuracy pairwise differences of the D–GEX with
TAAFs and the plain D–GEX of 5,000 repetitions for each sample size for
different tissues. The whiskers show the 10th and 90th percentiles. Note
that unlike MCC shown in Fig. A.4, the accuracy does not take the class
imbalance into account the accuracy, F1, F0.5, F2, and MCC scores.
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(d) Breast × Ovary
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(e) Breast × Uterus
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(f) Colon × Kidney
Figure A.5: (cont.) Distributions of accuracy differences for the real phenotypes

Distributions of the accuracy score pairwise differences of the D–GEX
with TAAFs and the plain D–GEX of 5,000 repetitions for each sample
size for different tissues. The whiskers show the 10th and 90th percentiles.
Note that unlike MCC shown in Fig. A.4, the accuracy does not take the
class imbalance into account. Continuation of Fig. A.5.
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(g) Colon × Lung
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(h) Colon × Ovary

12 16 20 24 28 32 36 40 50 60 80 10
0

12
0

14
0

16
0

20
0

sample size

0.000

0.005

0.010

0.015

0.020

0.025

0.030

AC
C 

di
ffe

re
nc

e

(i) Colon × Uterus
Figure A.5: (cont.) Distributions of accuracy differences for the real phenotypes

Distributions of the accuracy score pairwise differences of the D–GEX
with TAAFs and the plain D–GEX of 5,000 repetitions for each sample
size for different tissues. The whiskers show the 10th and 90th percentiles.
Note that unlike MCC shown in Fig. A.4, the accuracy does not take the
class imbalance into account. Continuation of Fig. A.5.
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(j) Kidney × Lung
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(k) Kidney × Ovary
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(l) Kidney × Uterus
Figure A.5: (cont.) Distributions of accuracy differences for the real phenotypes

Distributions of the accuracy score pairwise differences of the D–GEX
with TAAFs and the plain D–GEX of 5,000 repetitions for each sample
size for different tissues. The whiskers show the 10th and 90th percentiles.
Note that unlike MCC shown in Fig. A.4, the accuracy does not take the
class imbalance into account. Continuation of Fig. A.5.
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(m) Lung × Ovary
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(n) Lung × Uterus
Figure A.5: (cont.) Distributions of accuracy differences for the real phenotypes

Distributions of the accuracy score pairwise differences of the D–GEX
with TAAFs and the plain D–GEX of 5,000 repetitions for each sample
size for different tissues. The whiskers show the 10th and 90th percentiles.
Note that unlike MCC shown in Fig. A.4, the accuracy does not take the
class imbalance into account. Continuation of Fig. A.5.
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(o) Ovary × Uterus
Figure A.5: (cont.) Distributions of accuracy differences for the real phenotypes

Distributions of the accuracy score pairwise differences of the D–GEX
with TAAFs and the plain D–GEX of 5,000 repetitions for each sample
size for different tissues. The whiskers show the 10th and 90th percentiles.
Note that unlike MCC shown in Fig. A.4, the accuracy does not take the
class imbalance into account. Continuation of Fig. A.5.
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a.2 performance impact of layer configuration of the infer-
ence network
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Figure A.6: Absolute performance by layer configuration with target noise
The absolute performance different configuration of hidden layers of the
inference network. Only the OOS performance of the best model on the
validation set and the in-sample performance of models trained on the
training set till the last epoch is shown. It shows the mean MMAE over
all relevant parameterizations for models trained on targets with noise
with a standard deviation of 0.1.
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Figure A.7: Absolute performance by layer configuration with target noise
The absolute performance different configuration of hidden layers of the
inference network. Only the OOS performance of the best model on the
validation set and the in-sample performance of models trained on the
training set till the last epoch is shown. It shows the mean MMAE over
all relevant parameterizations for models trained on targets with noise
with a standard deviation of 1.0.
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Figure A.8: Absolute performance by layer configuration with target noise
The absolute performance different configuration of hidden layers of the inference network. Only the OOS performance of the best model on
the validation set and the in-sample performance of models trained on the training set till the last epoch is shown. It shows the mean MMAE
over all relevant parameterizations for models trained on targets with noise with a standard deviation of 0.25.
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Figure A.9: Absolute performance by layer configuration with target noise
The absolute performance different configuration of hidden layers of the inference network. Only the OOS performance of the best model on
the validation set and the in-sample performance of models trained on the training set till the last epoch is shown. It shows the mean MMAE
over all relevant parameterizations for models trained on targets with noise with a standard deviation of 0.5.
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Figure A.10: Absolute performance by layer configuration with target noise
The absolute performance different configuration of hidden layers of the inference network. Only the OOS performance of the best model on
the validation set and the in-sample performance of models trained on the training set till the last epoch is shown. It shows the mean MMAE
over all relevant parameterizations for models trained on targets with noise with a standard deviation of 2.0.
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