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Annotation 

Interactions of molecules with semiconductor surfaces have always been 

a crucial topic in physics, chemistry, and materials science due to the 

novel and interesting structural, chemical, electronic, and optical 

properties of such interfaces. However, there are still large gaps in the 

literature, especially in understanding the interfaces between metal oxide 

semiconductors and biological components (from proteins, and peptides 

to single amino acids). Especially theoretical work can provide new 

insights and interpretation approaches. In this work, at first, the non-

idealities in the ZnO lattice of real materials (oxygen and zinc vacancies 

or impurity erbium atoms) are theoretically studied, showing noticeable 

effects on the electronic and optical properties of ZnO. We then focus on 

computational study of interactions between the ZnO surfaces and two 

well-known and biologically important molecules, bovine serum albumin 

(BSA) and thiorphan. The classical force field method and quantum-based 

density functional tight binding (DFTB) approaches are employed in a 

complementary manner. The computational findings are also supported 

by atomic force microscopy (AFM) experimental results. We compare the 

adsorption of these selected biomolecules on different ZnO polar and non-

polar surfaces. BSA adsorbs on all the studied ZnO surfaces, while 

interactions are found to be considerably affected by the atomic scale 

surface structure chemistry of ZnO. In the case of thiorphan, molecular 

dynamics simulations using CO dipole arrays to mimic ZnO surface 

polarity show that the surface polarity, giving rise to different electric field 

orientation and distance dependence, has the key role in the interactions 

and molecular assembly rather than the surface chemistry. Finally, study 

of biomolecules interacting with magnetized surfaces shows interesting 

dependency on the type of enantiomers and direction of magnetic dipole 

of the surface.  

 

Keywords 

density functional theory, molecular dynamics, semiconductors, 

biomolecules  
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Anotace 

Interakce molekul s povrchy polovodičů byly vždy zásadním tématem ve 

fyzice, chemii a vědě o materiálech kvůli novým a zajímavým 

strukturním, chemickým, elektronickým a optickým vlastnostem 

takových rozhraní. V literatuře však stále existují velké mezery, zejména 

v pochopení rozhraní mezi polovodiči na bázi oxidů kovů a biologickými 

složkami (od proteinů a peptidů po jednotlivé aminokyseliny). Zejména 

teoretická práce může poskytnout nové poznatky a interpretační přístupy. 

V této práci jsou nejprve teoreticky studovány neideality v mřížce ZnO 

reálných materiálů (kyslíková a zinková vakancí nebo příměsi atomů 

erbia), které vykazují znatelný vliv na elektronické a optické vlastnosti 

ZnO. Poté se zaměřujeme na výpočetní studium interakcí mezi povrchy 

ZnO a dvěma dobře známými a biologicky důležitými molekulami, 

bovinním sérovým albuminem (BSA) a thiorfanem. Klasická metoda 

silového pole a metoda těsné vazby založená na funkcionálu hustoty 

(DFTB) jsou využívány komplementárním způsobem. Výsledky výpočtů 

jsou také podpořeny experimentálními výsledky mikroskopie atomárních 

sil (AFM). Porovnáváme adsorpci daných vybraných biomolekul na 

různých polárních a nepolárních površích ZnO. BSA se adsorbuje na 

všech studovaných typech povrchů ZnO, přičemž bylo zjištěno, že 

interakce jsou značně ovlivněny chemií povrchové struktury ZnO v 

atomárním měřítku. V případě thiorfanu simulace molekulární dynamiky 

využívající CO dipólová pole k napodobení povrchové polarity ZnO 

ukazují, že povrchová polarita, která vede k odlišné orientaci elektrického 

pole a závislosti na vzdálenosti, má klíčovou roli v interakcích a 

molekulárním sestavování spíše než povrchová chemie. Studium 

biomolekul interagujících s magnetizovanými povrchy ukazuje 

zajímavou závislost na typu enantiomerů a směru magnetického dipólu 

povrchu. 

Klíčová slova 

teorie funkcionálu hustoty, molekulární dynamika, polovodiče, 

biomolekuly 

 



6 

 

Contents 
 

Aims of the thesis ........................................................................................................ 8 

1. Introduction ......................................................................................................... 9 

2. Zinc oxide as material....................................................................................... 16 

2.1. Zinc oxide principal low index surfaces ...................................................... 17 

2.2. Common adsorbates on ZnO surfaces ......................................................... 18 

3. Theoretical methods ......................................................................................... 20 

3.1. Force Field ................................................................................................... 20 

3.1.1. Definition of force field ................................................................ 20 

3.1.2. Simple pair and bond-order potentials ............................................ 21 

3.1.3. Multi-body reactive force fields (ReaxFF) ...................................... 22 

3.2. Quantum mechanics methods ...................................................................... 23 

3.2.1. Basic aspects of quantum mechanics ................................................... 24 

3.2.2. Born-Oppenheimer approximations ..................................................... 25 

3.2.3. Basis set ................................................................................................ 25 

3.2.4. Hartree-Fock method ........................................................................... 25 

3.2.5. Density functional theory (DFT) .......................................................... 27 

3.2.6. Density functional tight binding (DFTB) ............................................. 29 

3.3. Molecular dynamics .................................................................................... 32 

3.3.1. Basic MD concepts .............................................................................. 32 

3.3.2. Considering environment conditions ................................................... 33 

3.3.3. Numerical integration .......................................................................... 34 

4. RESULTS - Defects in ZnO crystal structures .............................................. 35 

4.1. Computational details .................................................................................. 35 

4.2. Zinc and oxygen vacancies .......................................................................... 36 

4.3. Adding a dopant: erbium doped ZnO .......................................................... 38 

5. RESULTS - Bovine serum albumin (BSA) adsorption on ZnO surfaces .... 45 

5.1. Orientation preference of BSA on ZnO surfaces......................................... 46 

5.1.1. Computational details .......................................................................... 46 

5.1.2. The most favourable orientations of BSA on ZnO .............................. 47 

 



7 

 

5.2. Binding of BSA amino acids to ZnO surfaces ............................................ 52 

5.2.1. Computational details .......................................................................... 52 

5.2.2. Structural and electronic properties ..................................................... 54 

5.2.3. Binding energy and charge transfer ..................................................... 58 

6. RESULTS - Thiorphan adsorption on ZnO surfaces .................................... 63 

6.1. Surface atomic structure effects on adsorption of thiorphan ....................... 64 

6.1.1. Computational details .......................................................................... 64 

6.1.2. Binding of thiorphan to ZnO surface atoms ......................................... 65 

6.2. Surface polarity effects on adsorption of thiorphan .................................... 66 

6.2.1. Computational details .......................................................................... 66 

6.2.2. Thiorphan molecules on polar and non-polar surfaces ........................ 67 

7. RESULTS - Interaction of chiral molecules with magnetized surfaces ....... 74 

7.1. Computational details .................................................................................. 76 

7.2. Cysteine enantiomers on magnetized nickel surfaces ................................. 77 

8. Conclusion ......................................................................................................... 80 

References ................................................................................................................. 82 

APPENDIX ............................................................................................................... 89 

A. Atomic force microscopy and further computational data ........................... 89 

B. Own contribution of the author ....................................................................... 98 

C. List of co-authored publications ...................................................................... 98 

D. Conference presentations ................................................................................. 99 

E. Awards and honours ....................................................................................... 100 

F. Publications reprints....................................................................................... 101 

 

 

  



8 

 

Aims of the thesis 

The purpose of this thesis is to use computational methods to study the 

nature and viability of the bonding between biomolecules and 

semiconductor surfaces in order to improve our understanding of the 

characteristics and functionality of these systems. The thesis specifically 

aims to explore density functional tight binding (DFTB), force field, and 

molecular dynamics simulations to investigate the interactions of selected 

large and small biomolecules with material surfaces of different polarity 

and chemistry as the model systems. To define basis of the study the thesis 

also aims to provide analysis of the existing knowledge and state-of-the-

art about the employed materials and methods. Analysing structural, 

chemical and electronic characteristics that indicate viability and possible 

advantages for biosensing is the aim with regard to potential applications. 
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1. Introduction 

As the fundamental component of contemporary electronics, 

semiconductors are used to power a wide range of electronic devices 

thanks to their special conductivity qualities. The surfaces of 

semiconductors play a crucial role in their behavior and functionality in 

electronic applications. This significance of the semiconductor surface 

also reaches the domain of molecular interfaces, where the interactions 

between semiconductors and molecules are yet relatively unknown 

territory. Comprehending and modifying these interfaces provides 

opportunities for innovative uses, resulting in the creation of 

semiconductor-molecule hybrid systems possessing a variety of 

functions. Computational approaches are essential in this intricate context 

because they provide a virtual laboratory for simulating and analyzing the 

complex interactions among semiconductors and molecules at both the 

molecular and atomic levels. The convergence of semiconductors, 

semiconductor surfaces, molecular interfaces, and computational 

techniques not only drives the development of electronic technologies but 

also creates new opportunities for creative applications that push the limits 

of what is feasible in the field of semiconductor-molecule interfaces, from 

energy devices to sensors. For the current research on semiconductor-

molecule interactions, zinc oxide (ZnO) has been selected as the 

semiconductor due to its unique characteristics that allow for a thorough 

investigation. ZnO is a popular candidate for many electronic applications 

due to its broad bandgap and superior semiconducting properties. 

Moreover, its distinct surface characteristics and chemical stability make 

it a perfect platform for studying molecular interactions at the atomic and 

molecular levels. ZnO's availability and transparency increase its 

applicability in real-world situations. From the computational point of 

view, accuracy and efficiency are the driving forces behind the decision 

to use density functional tight binding (DFTB) and force field molecular 

dynamics (FFMD) techniques for simulations. DFTB is an excellent tool 

for exploring the complex electronic structures and characteristics of 

semiconductor-molecule interfaces because it strikes a compromise 

between computational cost and accuracy. In the meanwhile, FFMD 
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simulations provide an in-depth understanding of the system's evolution 

over time by demonstrating the dynamic behavior and mobility of 

molecules on the semiconductor surface. By strategically combining 

DFTB and FFMD simulation techniques using ZnO as the semiconductor 

material, the goal is to accurately and computationally efficiently 

investigate the intricacies of semiconductor-molecule interactions. 

Beyond its traditional applications, due to their distinct properties 

and biological functions, nanostructured ZnO-based materials have 

recently caught the interest of biomaterial scientists. The interest in 

implementing ZnO's beneficial properties for biological applications, 

ranging from drug delivery [1,2] and biosensing [3,4] to tissue regeneration 
[5], has been rapidly growing during the last decades. Due to their superior 

electronic characteristics, ZnO nanostructures are good candidates for 

fabricating biosensors. ZnO-based quantum dots are intriguing options as 

bio-probes for cell and tissue imaging because of their distinctive 

photoluminescent features, including an adjustable emission wavelength, 

good water stability, and high quantum yield. ZnO nanostructures are also 

interesting materials for tissue regeneration, bacterial resistance, and 

wound treatment due to their high catalytic and antibacterial capabilities 

as well as their biocompatibility. For instance, the Zn2+ ions produced by 

ZnO nanostructures have the capacity to boost keratinocyte migration 

toward a wound site and promote the healing process [6]. The bacterial cell 

membrane may be fatally damaged as a result of the production of reaction 

oxygen species (ROS) and the release of Zn2+ ions from ZnO 

nanoparticles [7,8]. In addition, ZnO can be used as a drug carrier since it 

is a type of pH-responsive system. ZnO nanowire protein sensors 

enhanced by the piezotronic effect [9], ZnO films synthesized using spray 

pyrolysis with antibacterial activity [10], flexible and microporous chitosan 

hydrogel/nano ZnO composite bandages for wound dressing [11], and a 

new generation of chitosan-encapsulated ZnO quantum dots for drug 

delivery [12], are some further examples of successful implementation of 

ZnO materials for biological purposes. 

Regarding the ever-growing utilization of ZnO-based materials and 

nanostructures for biological purposes, such as the abovementioned 

examples, the research on ZnO interactions with different biomolecules 

such as proteins, peptides, and amino acids is becoming more and more 

critical. Some of the biomolecules are even used in ZnO synthesis, such 

as DNA [13], albumin, urease [14], amino acids [15–17], peptides, polyamines, 

cyclodextrin [18], bacteria [19,20], and viruses [21]. These biomolecules not 

only interact with ZnO and form hybrid materials but also, in some cases, 

impact ZnO forming systems [22] and even modify ZnO surface 
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morphology [14,23,24]. Multiple experimental studies investigated the 

interactions between ZnO surfaces and peptides for ZnO morphology 

modification [25–27]. It is evident from the numerous reports on the 

formation of innovative and varied ZnO structures employing 

biomolecules that biomolecules are important instruments to control, 

reproduce, and modify the physical, chemical, and even electronic 

properties of ZnO. For instance, the increased green photoluminescence 

for materials created in the presence of spider silk peptides is an 

illustration of how biomolecules may be employed to change the optical 

characteristics of ZnO and potentially be used as biosensors or in 

optoelectronic devices [22].  

The hybrid ZnO-biomolecules interfacial system cannot be 

completely understood based purely on experimental techniques.  

Therefore, theoretical and computational approaches, including molecular 

dynamics (MD) simulations, DFTB, and density functional theory (DFT) 

have so far been used to comprehend how biomolecules are able to attach 

to ZnO surfaces.  

For instance, MD simulations were able to provide a justification 

for the experimentally observed strong binding of IgG to the ZnO (101̅0) 

plane [28]. In that study, using AFM imaging, immunoglobulin G (IgG) 

was seen to attach to the (101̅0) plane more frequently than the other three 

crystallographic planes. The spatial positioning and distribution of the 

amino acids in the protein that interact strongly with ZnO, and therefore 

their availability for contact, were shown to be the cause of this behaviour, 

which was then explained by using Monte Carlo MD simulations [28]. An 

earlier MD simulation analysis of interactions between the ZnO planes 

and twenty-two different amino acids led to the identification of the 

specific amino acids interacting significantly with ZnO planes [29]. 

Tyrosine and tryptophan were found to have high binding energies (BEs) 

on the Zn-terminated (0001) surface there, but asparagine, tryptophan, 

and histidine had the greatest BEs on the (101̅0) surface [29]. A different 

theoretical model based on effective interfacial energies was also 

suggested to comprehend how the GT-16 peptide alters the ZnO 

morphology [30]. The relative growth rates of ZnO crystal planes in the 

presence of GT-16 were predicted by using an adsorption-nucleation 

model. This theoretical strategy was thought to be a less complicated and 

computationally less expensive alternative to molecular modelling. The 

variations in the adsorption behaviour of G-12 and GT-16 peptides to ZnO 

facets were further studied in later research using Monte Carlo MD 

simulations [26]. The goal was to compute the adsorption energy and 

anticipate potential G-12 and GT-16 binding moieties to the ZnO planes 
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[(0001) and (101̅0)]. Both peptides were shown to adhere well to ZnO 

planes while a lower adsorption energy was seen for the (0001) ZnO plane 

for both peptides compared to the (101̅0) plane [26].  

In other works, interactions of the nucleotide bases of 

deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) with a ZnO 

cluster were investigated by the DFT method [31]. It was found that ZnO 

site preference towards the nucleobases is identical to that of the metal 

clusters, suggesting that the metal clusters maintain their site preference 

even in their oxidized condition [31]. The geometry and energy associated 

with various adsorption configurations of four distinct amino acids on the 

zinc oxide (101̅0) surface were also studied by DFT and DFTB-based 

molecular dynamics simulations [32]. The advantages and limitations of 

DFTB compared to conventional DFT were emphasized, showing the 

DFT adsorption geometries to be accurately reproduced by the DFTB 

approach [32]. Another study employed ab initio calculations based on 

DFT to investigate the adsorption of selected amino acids on the ZnO 

(101̅0) surface [33]. It was found that for some amino acids the most 

energetically favourable configurations involve the deprotonation of the 

molecule if the water screening is ineffective [33].  

Despite such valuable theoretical studies of the interactions 

between biomolecules and ZnO surfaces, there is still a lack of systematic 

studies comparing the behaviour of other important biomolecules on 

different ZnO surfaces and addressing the electronic properties of such 

systems. Most of the abovementioned studies focused on one particular 

ZnO surface, without comparing various possible ZnO facets or studying 

the electronic and optical aspects of the ZnO-biomolecules compounds. It 

is also worth mentioning that based on our comprehensive literature 

review, the theoretical research on interactions of ZnO polar surfaces with 

biomolecules has been noticeably limited, especially when it comes to 

ZnO (0001̅) surface. The situation is even worse for ZnO nonpolar (112̅0) 

surface for which there is a lack of available studies of ZnO-biomolecular 

systems. 

The main goal of this thesis has been thus to explore the interactions 

of biomolecules with various low-index surfaces of ZnO on a theoretical 

basis using suitable computational methods. In this study, we have always 

included all important ZnO low-index surfaces in all simulations to 

provide a systematic comparison between them and the effects of their 

properties on the behaviour of ZnO-biomolecular interfaces. In most 

parts, we also try to study the ZnO-biomolecular systems under the study 

from an electronic standpoint. Among diverse biomolecules, serum 
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albumin (SA) and thiorphan have been selected as biologically relevant 

molecules for the case studies in this work.  

Serum albumin (SA) is the most plentiful protein in blood plasma. 

It has been investigated intensively for its numerous vital functions, such 

as maintaining the oncotic pressure, transporting drugs as well as 

contributing to the functionality of the immune system. Numerous 

experimental studies commonly use BSA. BSA is a stable and non-

reactive protein. It is inexpensive and has analogous functions and similar 

physicochemical properties to human serum albumin. It comprises about 

583 amino acids and no carbohydrates. Figure 1.1 shows a schematic 

representation of the BSA molecule with some highlighted amino acids. 

 

 

Figure 1.1. Schematic representation of BSA molecule with some amino 

acids highlighted  

 

Interactions of ZnO materials with serum albumin as the most 

abundant plasma protein in mammals’ blood have been studied in a 

limited number of studies and, in most cases, merely experimentally [34–

37]. Chapter 5 of this thesis, in which the adsorption of BSA on different 

ZnO low index surfaces is studied, consists of two Sections with two 

different computational settings. In Section 4.1, orientation preference of 

a whole BSA molecule on different ZnO surfaces is investigated. The 

study in this part is based on a comparison of the total energy of the ZnO-

BSA system at different orientations of BSA. Here, a question may arise 

why is the information about the orientation preference of BSA on ZnO 

surfaces important. This question is answered in Section 4.1, where it is 

shown that the orientation of BSA is a crucial factor affecting the 
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thickness and roughness of adsorbed BSA layers on ZnO surfaces. This 

finding is supported also by experimental microscopic data. Due to the 

enormous size (numbers and types of atoms) of the ZnO-BSA system and 

the fact that the system's total energy is the main parameter of interest, the 

classical force field approach was employed in this part. The ReaxFF 

potential (described in Chapter 3) was selected to describe interactions 

between atoms to achieve some initial perspective from the chemical point 

of view, in addition to the total energy. This initial perspective leads the 

research to select the proper parts of the large ZnO-BSA system for more 

precise calculations in Section 4.2, in which the electronic and binding 

properties of the system are studied by using DFT-based calculations. 

Following our comprehensive investigations with BSA, thiorphan 

was selected as the next molecule for our computational investigation into 

the interactions between ZnO and biomolecules. In contrast to BSA, 

thiorphan's smaller size enables the possibility to employ more 

complicated precise, and computationally costly simulations, including 

molecular dynamics simulations involving a huge number of molecules. 

This strategic choice aims to enhance our understanding of how surface 

ZnO dipoles impact molecular assembly, utilizing both experimental and 

computational approaches. Thiorphan is a well-known, easily available 

biomolecule and its relevance as a small, zinc-related molecule makes it 

a fitting candidate for our study. By integrating experimental data and 

computational insights, we intend to obtain a full understanding of how 

ZnO affects molecule assembly, with thiorphan performing a crucial role 

in this research. 

Thiorphan is a small bioactive molecule that was first introduced in 

1980 [38]. Thiorphan, opposite to BSA which was a huge molecule, is 

small. It has many proven applications in medicine, such as being an 

enkephalinase inhibitor with a strong affinity for membrane metallo-

endopeptidase [39,40] and blocking the degradation of the luteinizing 

hormone-releasing hormone [41]. Especially, it is mainly used as a selective 

inhibitor of neutral endopeptidase (NEP) [41] and metalloproteinase [42]. 

NEP is a zinc-ectoenzyme involved in the metabolism of some important 

regulatory peptides in both the central nervous system and the periphery 
[43]. The zinc atom in NEP and both the thiol group and benzene ring in 

thiorphan play a crucial role in molecular interactions and forming tertiary 

structure [43]. Zinc, sulfur, and nitrogen atoms are important in the 

processes in which biomolecules act as inhibitors of matrix 

metalloproteinases [44]. In Figure 1.2, the atomic representation of a 

thiorphan molecule has been illustrated. 
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Figure 1.2. Atomic representation of a thiorphan molecule 

 

Despite its biological importance, thiorphan adsorption on surfaces 

(including surfaces with zinc atoms) has not been studied yet, not even 

from a mere semiconductor-molecule interface point of view. In Chapter 

6, for the first time, the adsorption of thiorphan on various ZnO low-index 

facets has been studied.  Generally speaking, the ZnO surface can 

influence thiorphan adsorption due to the presence of Zn and O atoms on 

the surface or the presence of dipoles on the ZnO surface. Both 

possibilities are studied in Chapter 6 by DFTB and classical MD methods, 

in Sections 5.1 and 5.2, respectively.  

In the pursuit of understanding interactions between ZnO and 

biomolecules, a significant development emerged during the author's 

internship at the Max Planck Institute of Microstructure Physics (MPI). 

The focus shifted to exploring the influence of magnetized surfaces on  

interactions with molecules. Recognizing our proficiency in simulating 

molecular adsorption on surfaces, MPI introduced this captivating field of 

study with a specific emphasis on the role of molecule chirality in these 

surface interactions. The effect of magnetized surfaces on chiral 

biomolecules has thus been studied in Chapter 7 of the thesis. Since 

executing costly spin-polarized simulations is required for the 

computational investigation of chirality, an attempt was made to choose a 

straightforward and simple structure for the calculations, consisting of the 

chiral biomolecule cysteine on a magnetized nickel (111) surface. The 

binding energy and structural characteristics of the final optimized system 

were examined in order to comprehend the interactions between 

molecules and surfaces after both enantiomers of cysteine were placed on 

differently magnetized nickel surfaces. 
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2.  Zinc oxide as material 

Zinc oxide (ZnO) is an inorganic compound classified in materials science 

as a metal-oxide semiconductor in the II-VI group with a covalency at the 

boundary between ionic and covalent semiconductors. ZnO crystal forms 

are wurtzite, zinc blende, and rocksalt, depending on the pressure. The 

wurtzite phase is the most stable phase in ambient circumstances. The 

wurtzite structure of ZnO has been illustrated in Figure 2.1, in which each 

cation (Zn+2) is surrounded by four anions (O-2) and vice versa. The 

arrangement of zinc and oxygen atoms in this way culminates in a polar 

symmetry along the hexagonal axis. A hexagonal unit cell is required to 

construct the ZnO crystal since the wurtzite crystal is based on the 

hexagonal crystal system. The lattice constants measured by X-ray 

diffraction are a= 3.250 and c=5.207 [45], with tetrahedral coordination and 

an sp3 hybridization nature. 

 

 

Figure 2.1. The hexagonal wurtzite structure model of ZnO. 

 

From the electronic point of view, zinc oxide is an ionic n-type 

semiconductor with a wide band gap of 3.37 eV at room temperature [46].  

ZnO is considered a multifunctional material due to its unique set of 

physical and chemical properties, such as high chemical stability, high 

electrochemical coupling coefficient, wide direct bandgap, broad light 
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absorption spectrum, photoluminescence, photocatalytic properties and 

high photostability [47]. That is why ZnO has gained significant importance 

in optical, electrical, optoelectronic as well as biomedical research and 

applications. Towards these applications, ZnO has already been 

synthesized and used in a range of forms such as nanorod, nanowire, and 

two-dimensional (2D) forms in a variety of applications, namely photonic 

devices, lasers, and photovoltaics [48–52]. 

2.1. Zinc oxide principal low-index surfaces   

In terms of surface morphology, the following four surfaces are the 

principal low-index facets of a wurtzite ZnO crystal: the Zn-terminated 

(0001) surface, the O-terminated (0001̅) surface and the two mixed-

terminated surfaces. As can be seen in Figure 2.2, the Zn-faced (0001) 

and the O-faced (0001̅) surfaces that are constructed with only zinc and 

oxygen atoms respectively are polar, while the mixed-terminated (101̅0) 

and (112̅0) facets are non-polar. 

 

 

Figure 2.2. ZnO polar and non-polar surfaces; a) polar (0001) known 

also as Zn-faced, b) polar (0001̅) known also as O-faced, c) non-polar 

(101̅0), and d) non-polar (112̅0) surfaces. Note that the four surfaces are 

shown as cleaved from bulk and are not relaxed. As-cleaved polar 

surfaces are not electrostatically stable because of the formation of a 

dipole moment between two polar surfaces. 

Among the surfaces, the mixed-terminated (101̅0) facet is the most 

energetically favourable and often observed as dominant based on SEM 

morphology images [53]. The structure of the (101̅0) surface should 

resemble a bulk truncation since it is a non-polar surface, meaning there 

are no electrostatic instabilities as on polar surfaces [54–58]. Since this non-

polar surface has no electrostatic instability, theoretical calculations are 

simple and several theoretical findings have been reported for this surface 
[59–62]. Only a few investigations have been conducted on (112̅0) nonpolar 
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surface with few works published compared to the other low-index ZnO 

surfaces. Low energy electron diffraction (LEED) and scanning tunneling 

microscopy (STM) experiments carried out on (112̅0) surface agreed with 

a surface termination that was bulk-like [63,64]. It was concluded that this 

surface orientation was rather unstable based on observing a high 

background in LEED and significant surface roughness in STM. 

As mentioned above, ZnO hexagonal wurtzite structure has a polar 

c axis and is therefore non-centrosymmetric. Existence of polar (0001) 

and (0001̅) surfaces (and observed pyroelectric and piezoelectric effects) 

are attributed to this characteristic of the material [65]. It is common to 

consider the projection of the bulk unit cell dipole to define the polar 

surfaces. The term "polar surface" is used if this projection is not zero for 

a specific surface orientation. The dipole moment in the instance of ZnO 

is pointed in the crystallographic (0001) direction, resulting in an 

electrostatic field in this direction. This electrostatic field is the reason for 

the instability of ideal ZnO polar surfaces, which are formed by simply 

truncating the bulk structure with the same ions with the same charge [66]. 

Even though ZnO polar surfaces appear unstable and thus theoretically 

unfeasible, they have been proved to exist, and their stability has been 

subject to many studies [67]. Unlike other polar surfaces of metal oxides, 

no evidence of reconstruction on (0001) has been seen in the literature 
[56,68]. Experimental work has also failed to show any proof of 

reconstruction on (0001̅) polar ZnO surface using either LEED [54,58,69] or 

X-ray [67]. However, other explanations have been proposed for the 

stability of ZnO polar surfaces, such as surface vacancies and surface 

functional groups [70].  

2.2. Common adsorbates on ZnO surfaces 

In recent years, several theoretical and experimental research on various 

kinds of adsorbates on ZnO substrates have been conducted. Thermal 

desorption spectroscopy (TDS), X-ray photoelectron spectroscopy (XPS), 

and ultraviolet photoelectron spectroscopy (UPS) are the principal 

experimentally used methods. The fewest number of investigations are on 

the adsorbates on the polar O-faced surface [71,72], while the majority of 

information is available for adsorbates on the (101̅0) surface [59,72–74]. 

Besides water, the majority of the focus on adsorbates on ZnO surfaces 

has been on molecules important for the production of methanol from 

synthesis gas, namely H2, CO, and CO2.  

Figure 2.3 shows some examples of adsorption of such adsorbates 

on different ZnO surfaces. Figure 2.3a illustrates the adsorption of water 
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molecules on (101̅0) surface. The initial investigation of water adsorption 

on this surface was conducted using TDS and XPS to examine the 

adsorption and condensation of water [75]. According to their findings, the 

water molecules chemisorb at the co-ordinately unsaturated Zn site. The 

existence of a stable (2×1) structure with each unit cell containing one 

intact and one dissociated water molecule was discovered by a theoretical 

study using Car-Parrinello ab-initio molecular dynamics simulations [60]. 

Another example is the adsorption of hydrogen atoms on the (0001) 

surface. The interaction of H atoms with this surface is weaker than on 

other surfaces because Zn-H bonds should have lower binding energy than 

O-H bonds. As may be predicted, exposure of this surface to atomic 

hydrogen results in the creation of a (1×1) overlayer made up of Zn-

hydride species (Figure 2.3b), according to experimental research 

utilizing He atom scattering [76].  

Adsorption of CO and CO2 on O-faced and (101̅0) surfaces are 

shown in Figure 2.3c and 2.3d, respectively. When the O-faced surface is 

exposed to CO, an ordered adlayer of CO forms, which is positioned in 

the surface's O-vacancies and bonded to the O-atom nearest to the surface 
[77,78]. The O-atom in CO is nearly where the O-atom of the substrate was 

before it was removed to make the vacancy. It has been suggested that 

exposure of ZnO (101̅0) surface to CO2 causes the development of a 

surface carbonate species [79]. However, the new theoretical results show 

that the structure is more stable when the second O-atom also makes a 

covalent bond with the substrate, resulting in a tridentate (Figure 2.3d) [74].  

These examples are only some illustrative instances of common 

adsorbates on ZnO surfaces. A variety of other cases with the same 

adsorbates or other adsorbates have been reported in the literature. One 

can read a review paper [53] for more detailed information about adsorbates 

on ZnO surfaces. 

 

Figure 2.3. Examples of the structures of common adsorbates on ZnO 

surfaces; a) water molecules on (101̅0) surface, b) hydrogen atoms on 

(0001), c) CO molecules on (0001̅), and d) CO2 on (101̅0) surfaces. 
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3. Theoretical methods 
 

This Chapter focuses on a brief yet comprehensive description of the 

theoretical background and approximations this work is based on. It starts 

with an introduction to the classical approaches that use empirical force 

fields in computational simulations, also known as the force field 

methods. It continues by introducing the basic principles of quantum 

mechanical methods. Subsequently, more sophisticated simulation 

methods based on quantum theory, such as density functional theory 

(DFT) and density functional tight binding (DFTB) are introduced. The 

Chapter finishes with a short introduction to molecular dynamics 

methods. 

 

3.1. Force Field 

3.1.1. Definition of force field 

A force field is a mathematical expression that describes how the energy 

of a system depends on the positions of its constituent components. In 

classical simulations, the inter-particle interactions are modelled by the 

so-called effective potentials between particles. These potentials enable 

classical simulations for a large number of particles and often solely rely 

on the distance between particles, R. The corresponding potential has two 

components: an attracting (negative) part and a repulsive (positive) part. 

This composition defines the particles being attracted when they are 

sufficiently close and repelling when they are too close. In equilibrium, 

the particles are at a distance of Rmin, equal to the minimum of their 

interaction potential (Figure 3.1). The sum of all inter-particle interactions 

in the simulations is used to calculate the system's total interaction. Pair 

potentials have the benefit of enabling relatively quick calculations, 

although they don’t provide an accurate picture of the actual interactions. 

For example, chemical reactions cannot be described by simple classical 

potentials since bond breaking/forming is an electronic phenomenon. 
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Generally, the total energy of a system of N interacting particles defined 

by classical (empirical) potentials is given by equation 3.1 [80]: 

𝑈(𝑟𝑖 , … , 𝑟𝑁) = ∑ 𝑈1(𝑟𝑖)

𝑖

+ ∑ ∑ 𝑈2(𝑟𝑖 , 𝑟𝑗)

𝑗>𝑖𝑖

+ ∑ ∑ ∑ 𝑈3(𝑟𝑖 , 𝑟𝑗 , 𝑟𝑘)

𝑘>𝑗𝑗>𝑖𝑖

   + ⋯                                       (3.1) 

where 𝑈1 is a one-body term caused by an external field, 𝑈2 is a two-body 

term, also known as a pair potential, where the interaction is dependent on 

the distance between two atoms and is unaffected by the presence of other 

atoms, and 𝑈3 is a three-body term that depicts the altered interaction 

between two atoms as a result of the presence of a third atom and so on. 

The more terms one includes, the more details of the system will be 

included, of course at the cost of more calculation load. 

 

 

Figure 3.1. Two particles at distance R and the corresponding potential 

 

3.1.2. Simple pair and bond-order potentials 

In very simple systems like an ideal gas system in which particles do not 

interact with each other or in a real gas system, simple potential models 

could be suitable options to describe long-range van der Waals 

interactions. Some well-known examples of these potentials are [80]: 
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- the sphere potential: 𝑉(𝑟𝑖𝑗) = {
∞  𝑟𝑖𝑗<𝜎

0  𝑟𝑖𝑗≥𝜎
 

- the square-well potential: 𝑉(𝑟𝑖𝑗) = {

0               𝑟𝑖𝑗 < 𝜎1

−휀       𝜎1 ≤ 𝑟𝑖𝑗 ≤ 𝜎2

0               𝑟𝑖𝑗 > 𝜎2

 

- the harmonic potential: 𝑉(𝑟𝑖𝑗) = 𝑎0 +  
1

2
𝑘(𝑟𝑖𝑗 − 𝑟0) 

- the Buckingham potential: 𝑉(𝑟𝑖𝑗) = 𝐶(
𝜎

𝑟𝑖𝑗
)6 − 𝐴𝑒−𝜎𝑟𝑖𝑗 

- the Lennard-Jones potential: 𝑉(𝑟𝑖𝑗) = 4휀[(
𝜎

𝑟𝑖𝑗
)12 − (

𝜎

𝑟𝑖𝑗
)6] 

It is worth bearing in mind that every unknown parameter in the 

equations above, except the distance between particles (𝑟𝑖𝑗), is a parameter 

that needs to be adjusted for different chemical elements. As a result, there 

are limitations in using basic pair potentials defined for a specific system 

for other systems. One way to cope with this issue to some extent is using 

bond-order potentials. The bond order is the number of chemical bonds 

between a pair of atoms and is not necessarily an integer. In conventional 

potentials such as Lennard-Jones, the bond length solely defines their 

interaction energy. In contrast, in bond-order potentials, the bond length 

is related to the bond-order by Pauling principle, and therefore the total 

energy is described by both. Tersoff [81] and the Brenner potentials [82], and 

the environment-dependent interatomic potential (EDIP) [83] are some 

well-known bond-order potentials. 
 

3.1.3. Multi-body reactive force fields (ReaxFF) 

The potentials discussed up to this point are simple to apply in a 

computational code, but they are highly system-dependent. In other 

words, there are always limitations to using the force field set of a specific 

system for other systems. They also are unable to provide an accurate 

description of chemical reactions and bond-breaking phenomena. The 

reactive force field (ReaxFF) [84] is a molecular model to address chemical 

reactions in classical calculations. Due to the inclusion of finite range 

interactions, ReaxFF can handle huge systems and make the potential 

computationally efficient. The total energy of a system in the ReaxFF 

force field can be represented as [80]: 
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𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸2−𝑏𝑜𝑑𝑦 + 𝐸3−𝑏𝑜𝑑𝑦 + 𝐸4−𝑏𝑜𝑑𝑦 + 𝐸𝑚𝑢𝑙𝑡𝑖−𝑏𝑜𝑑𝑦 + 𝐸𝑜𝑡ℎ𝑒𝑟     (3.2) 

     𝐸2−𝑏𝑜𝑑𝑦 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑉𝑎𝑛𝑑𝑒𝑟𝑊𝑎𝑎𝑙𝑠 + 𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏𝑖𝑐 

     𝐸3−𝑏𝑜𝑑𝑦 = 𝐸𝑎𝑛𝑔𝑙𝑒 𝑠𝑡𝑟𝑎𝑖𝑛 ,   𝐸4−𝑏𝑜𝑑𝑦 = 𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙 ,   

    𝐸𝑚𝑢𝑙𝑡𝑖−𝑏𝑜𝑑𝑦 = 𝐸𝑜𝑣𝑒𝑟−𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑖𝑜𝑛 ͓ 

    𝐸𝑜𝑡ℎ𝑒𝑟 = 𝐸𝑢𝑛𝑑𝑒𝑟−𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑖𝑜𝑛 + 𝐸𝑝𝑒𝑛𝑎𝑙𝑡𝑦 + 𝐸𝑐𝑜𝑛𝑗 

 

The bond energy, or 𝐸𝑏𝑜𝑛𝑑, depends on the bond order. 𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏𝑖𝑐 

are the electronic interactions, 𝐸𝑉𝑎𝑛𝑑𝑒𝑟𝑊𝑎𝑎𝑙𝑠 is the non-bonded van der 

Waals interactions, 𝐸𝑎𝑛𝑔𝑙𝑒 𝑠𝑡𝑟𝑎𝑖𝑛 and 𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑎𝑙 consider the angle strain 

and torsional energy, respectively. The over-coordination energy term 

imposes a penalty for over-coordinated atoms. The undercoordination 

energy term takes into account the energy contribution for resonances of 

n electrons between connected under-coordinated atomic centers. 

𝐸𝑝𝑒𝑛𝑎𝑙𝑡𝑦 is the penalty for molecules of the "allene"-type (H2C=C=CH2), 

and 𝐸𝑐𝑜𝑛𝑗 is a term that considers the effects of conjugation on molecular 

energy. Every term in equation 3.2 expresses the bond order and refers to 

a specific chemical bond. Only the element type is considered, and no 

atom type, such as hybridization, is accounted for. The bond order 

between a pair of atoms is derived directly from the interatomic distance 

and includes contributions from σ, π, and π−π bonds. Due to the geometry-

dependent charge calculation technique in reactive force fields, 

polarization effects can be taken into consideration. ReaxFF's ability to 

accurately explain bond dissociation and effectively mimic chemical 

processes is one of its key advantages. 

 

3.2. Quantum mechanics methods 

Quantum theory was introduced at the beginning of the 20th century and 

succeeded in properly describing the atomistic structure of matter. To 

study the electronic properties of materials, such as bonding phenomenon 

and charge transfer, quantum mechanics theory needs to be applied 

instead of classical descriptions. Classical approaches are especially not 

adequately reliable to describe the phenomena in chemical interactions, 

e.g., bonding formation. The quantum theory is in principle, an exact 

theory, but different approximations are applied to make use of it in 

practical applications. In the following sub-sections, firstly, a brief review 

has been provided on the basic concepts of the quantum theory. 
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Afterward, the necessary approximations to make this theory applicable 

and affordable for computer simulations are presented. The review papers, 

such as [85], can be referred to as comprehensive studies on quantum 

theory. 

 

3.2.1. Basic aspects of quantum mechanics 

The foundation of quantum mechanics is the concept of “wave function”, 

or Ψ(x, t), which describes the state of a particular system. The 

Schrödinger equation may be solved to get the wave function Ψ(x, t). The 

time-dependent Schrödinger equation is: 

𝑖ℏ
𝑑Ψ(x, t)

𝑑𝑡
= �̂�(𝑥, 𝑡)Ψ(x, t)                                                (3.3) 

where �̂�(𝑥, 𝑡) is time-dependent Hamiltonian of the system, and ℏ is the 

reduced Planck’s constant. In the time-independent Schrödinger equation, 

we can divide the wave function into two spatial and time parts ( Ψ(x, t) = 

𝜓(x)𝜑(𝑡)), and we can write: 

�̂�(𝑥)𝜓(x) = 𝐸𝜓(x)                                                        (3.4) 

The Hamiltonian of a system is then: 

�̂� = − ∑
ℏ𝟐𝛁𝒓

𝟐

2𝑚𝑒
𝑖

− ∑
ℏ𝟐𝛁𝒓

𝟐

2𝑀𝐼
− ∑

𝑍𝐼𝐞𝟐

|�⃗⃗�𝐼 − 𝑟𝑖|
+

1

2
𝑖,𝐼𝐼

∑
𝐞𝟐

|𝑟𝑖 − 𝑟𝑗|
𝑖≠𝑗

+ ∑
𝑍𝐼𝑍𝐽𝐞𝟐

|�⃗⃗�𝐼 − �⃗⃗�𝐽|
𝐼,𝐽

                                                                      (3.5) 

It is a sum of quantum operators defining kinetic energy of nuclei, 

kinetic energy of electrons, electron-nuclei attraction, electron-electron 

repulsion, and nucleus-nucleus repulsion. In this equation, the indices 𝑖 
and 𝑗 run over the total number of electrons, and 𝐼 and 𝐽 run over nuclei. 

The mass of electrons and nuclei are represented by 𝑚𝑒 and 𝑀𝐼 

respectively. The positions of the electrons and the atoms in space are 

given by 𝑟𝑖 and �⃗⃗�𝐼. The atomic number of the nuclei is 𝑍𝐼 and 𝐞 is the 

electron charge. 
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3.2.2. Born-Oppenheimer approximations 

As the system size grows, calculating equation 3.3 with a Hamiltonian of 

equation 3.5 becomes highly challenging or even impossible for a many-

body system. The Born-Oppenheimer approximation (BO) is hence one 

of the key approximations used. According to this assumption, ions travel 

slowly in space, while electrons react immediately to any ionic motion. 

As a result, the wavefunction Ψ depends only on the electronic degrees of 

freedom and the potential between the nuclei and the kinetic energy of the 

nuclei are treated as constants. Therefore, equation 3.5 is simplified to: 

�̂� = − ∑
ℏ𝟐

2𝑚𝑒
𝑖

− ∑
𝑍𝐼𝐞𝟐

|�⃗⃗�𝐼 − 𝑟𝑖|
+

1

2
𝑖,𝐼

∑
𝐞𝟐

|𝑟𝑖 − 𝑟𝑗|
𝑖≠𝑗

                (3.6) 

𝑉𝑖𝑜𝑛(𝑟𝑖) = ∑
𝑍𝐼𝐞𝟐

|�⃗⃗�𝐼 − 𝑟𝑖|
𝑖,𝐼

 

 

3.2.3. Basis set 

Basis set are a proper set of basis functions that are used to represent 𝜓(x), 

to make the solution of the time-independent Schrödinger equation 

straightforward. For instance, by using a set of atomic orbitals 𝜙𝑖(𝑥) 

which are practical for molecular systems, the wave function 𝜓(x) could 

be written as a Linear Combination of Atomic Orbitals (LCAO): 

𝜓(x) = ∑ 𝑐𝑖𝜙𝑖(𝑥)

𝐾

𝑖=1

                                 (3.7) 

Now, one can consider the Schrödinger equation solved only by 

finding expansion coefficients 𝑐𝑖. The atomic orbitals 𝜙𝑖(𝑥) could be 

approximated by Slater-type orbitals, which are a series of Gaussian-type 

orbitals with analytical atomic integrals. 
 

3.2.4. Hartree-Fock method 

Hartree-Fock (HF) approaches are the origins of contemporary quantum 

mechanics modelling techniques [86,87]. The HF method assumes that each 

electron moves independently of the others in the field generated by the 

solid nuclei (BO approximation) and the mean field of the other electrons. 

The HF technique approximates a solution to the Schrödinger equation. It 

requires that the final field calculated from the charge distribution be 
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"self-consistent" with the assumed initial field (self-consistent field 

method, SCF).  

 

Figure 3.2. Scheme of the self-consistent field (SCF) algorithm. [80] 

 

A single Slater determinant maps the electrical wavefunction. The 

following Slater determinant may thus be used to represent the many-body 

wavefunction Ψ𝐻𝐹 for N electron in the HF framework, supposing that 

𝜙𝑖(𝑟𝑖) are the normalized single-particle states, and that i is the index 

running over the single particles, i.e., electrons: 

Ψ𝐻𝐹({𝑟𝑖}) =
1

√𝑁!
det{𝜙𝑖(𝑟𝑖)}                           (3.8) 

The expectation value of the Hamiltonian of the many-body 

systems with respect to Ψ𝐻𝐹 is then the total energy of the system. 

𝐸𝐻𝐹 = ⟨Ψ𝐻𝐹|𝐻|Ψ𝐻𝐹⟩

= ∑ ⟨𝜙𝑖|−
ℏ𝟐𝛁𝒓

𝟐

2𝑚𝑒
+ 𝑉𝑖𝑜𝑛(𝑟′⃗⃗⃗)|𝜙𝑖⟩

𝑖

+
𝑒2

2
∑ ⟨𝜙𝑖𝜙𝑗|

1

|𝑟′⃗⃗⃗⃗ − 𝑟′⃗⃗⃗⃗ |
|𝜙𝑖𝜙𝑗⟩                                        (3.9)

𝑖≠𝑗

 

The kinetic energy and the ionic potential (the interactions between 

the electrons and nuclei) are included in the initial summation of this 
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equation. The interactions between electrons are taken into consideration 

in the second summation. The single-particle HF equation then can be 

written as [80]: 

휀𝑖𝜙𝑖(𝑟′⃗⃗⃗⃗ ) = [−
ℏ𝟐𝛁𝒓

𝟐

2𝑚𝑒
+ 𝑉𝑖𝑜𝑛(𝑟′⃗⃗⃗⃗ ) + 𝑉𝑖

𝐻(𝑟′⃗⃗⃗⃗ )] 𝜙𝑖(𝑟′⃗⃗⃗⃗ )   

− 𝑒2𝛿𝑠𝑖.𝑠𝑗
∑ ⟨𝜙𝑗|

1

|𝑟′⃗⃗⃗⃗ − 𝑟′⃗⃗⃗⃗ |
|𝜙𝑖⟩ 𝜙𝑗(𝑟′⃗⃗⃗⃗ )

𝑖≠𝑗

                       (3.10) 

where the second term is the “exchange” term between electrons. The 

Hartree potential, which varies for each electron and takes into account 

repulsion from neighbouring electrons, is represented by 𝑉𝑖
𝐻(𝑟), and the 

spin of the particles i and j are labelled by 𝑠𝑖/𝑗. The self-consistent solution 

of equation 3.10 using the iterative approach, shown in Figure 3.2, is 

usually implemented for HF simulations. 
 

3.2.5. Density functional theory (DFT) 

In order to solve the Schrödinger equation, the HF (and post-HF 

approaches) are all dependent on efforts to employ adequate 

approximations to the many-body wavefunctions. In 1964 Hohenberg and 

Kohn formulated a theory that made a new path to approach the problem. 

According to Hohenberg and Kohn’s theory, a system's ground state 

electron density uniquely identifies the acting single-electron potential [88]. 

This density controls the Hamiltonian and all the properties of the ground 

state. An energy functional E[ρ] then can be defined that provides the 

exact ground state energy for the exact ground state density. The energy 

is minimized for this exact density. 

The fundamental idea behind DFT is that the overall density of 

electrons of the system  𝑛 is considered rather than the many-body 

wavefunction Ψ so it is not necessary to define Ψ. In theory, DFT builds 

single-particle equations and then applies approximations. If Ψ(𝑟1, … , 𝑟𝑁) 

is the total wavefunction of an electronic system, the electronic density of 

the ground state can be written as: 

𝑛(𝑟) = 𝑁 ∫ Ψ∗(𝑟1, … , 𝑟𝑁)Ψ(𝑟1, … , 𝑟𝑁)𝑑𝑟2 … 𝑑𝑟𝑁              (3.11) 

where 𝑟𝑖 represents the location of electron i. The universal operators for 

every N-electron system, the kinetic energy T, the electron-electron 

interaction W, and the external potential V, all determine the Hamiltonian. 

The following can be represented as a density universal functional: 
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𝐹[𝑛(𝑟)] = ⟨Ψ(𝑛)|(𝑇 + 𝑊)|Ψ(𝑛)⟩                       (3.12) 

and the total energy of the system may be stated as: 

𝐸[𝑛(𝑟)] = ⟨Ψ|𝐻|Ψ⟩ = 𝐹[𝑛(𝑟)] + ∫ 𝑉(𝑟)𝑛(𝑟)𝑑𝑟           (3.13) 

The functional may be further stated as follows by using the basic 

functions (𝜙𝑖(𝑟))  and one- and two-particle densities: 

𝐹[𝑛(𝑟)] = 𝑇𝑆[𝑛(𝑟)] +
𝑒2

2
∬

𝑛(𝑟′⃗⃗⃗⃗ )𝑛(𝑟′⃗⃗⃗⃗ )

|𝑟′⃗⃗⃗⃗ − 𝑟′⃗⃗⃗|
𝑑𝑟′⃗⃗⃗⃗ 𝑑𝑟′⃗⃗⃗⃗ + 𝐸𝑋𝐶[𝑛(𝑟)]  (3.14) 

where 𝐸𝑋𝐶[𝑛(𝑟)] refers to all exchange and correlation effects and is often 

broken down into an exchange term and a correlation term in the most 

widely used models: 

𝐸𝑋𝐶[𝑛(𝑟)] = ∫[휀𝑥[𝑛(𝑟)] + 휀𝑐𝑜𝑟[𝑛(𝑟)]]𝑛(𝑟) 𝑑𝑟            (3.15) 

The single-particle potential energy equation, known as Kohn-

Sham equation, is produced by applying the variational principle to 

density and also Langrange multipliers:  

[−
ℏ𝟐

2𝑚𝑒
𝛁𝟐 + 𝑉𝑒𝑓𝑓(𝑟, 𝑛(𝑟))] 𝜙𝑖(𝑟) = Ɛ𝑖𝜙𝑖(𝑟)              (3.16) 

The effective potential (which is again a function of density) can 

also be stated as: 

𝑉𝑒𝑓𝑓(𝑟, 𝑛(𝑟)) = 𝑉(𝑟) + 𝑒2 ∫
𝑛(𝑟′⃗⃗⃗)

|𝑟′⃗⃗⃗ − 𝑟′⃗⃗⃗|
𝑑𝑟′⃗⃗⃗  +

𝛿𝐸𝑋𝐶[𝑛(𝑟)]

𝛿𝑛(𝑟)
              (3.17) 

Equation 3.17 has three terms: the external potential, the kinetic 

energy, and the variational functional derivative of the exchange-

correlation interaction, respectively. The system's solution may be 

calculated by iteratively solving the Kohn-Sham equations in equation 

3.16 until self-consistency is obtained. The DFT algorithm is quite similar 

to the computer approach for solving the HF equations shown in Figure 

3.2. Following a guess for the initial electron density, the corresponding 

Kohn-Sham equations are solved. Every SCF step compares the new 

electron density to the original estimate after applying the solution. This 

process is repeated until the input and output electron densities converge 

within a predetermined tolerance. 
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3.2.6. Density functional tight binding (DFTB) 

DFT is a reliable and popular electronic structure approach. However, 

DFT is too expensive (in terms of simulation time) to handle complex 

systems with a large number of atoms/electrons. There are conventional 

force fields that can handle millions of atoms. Still, they are only helpful 

when there are no chemical events, such as bond creation or bond 

breaking, or when the underlying electronic structure is not of interest. An 

approach that bridges this gap is known as the tight-binding method. In 

conventional tight binding, the eigenstates of the Hamiltonian are 

extended on a basis made of a linear combination of atomic orbitals, which 

describes tightly bonded electrons to an atom or in a solid: 

𝜙𝑖(𝑟) = ∑ ∑ 𝑐µ𝑖ϕµ(𝑟 − �⃗⃗�𝐴)                          (3.18)

µ∊𝐴𝐴

 

The eigenstates are expanded using one basis function ϕµ(𝑟 − �⃗⃗�𝐴) 

for each orbital at atom A, known as a minimum basis. Equation 3.18 

converts the solution of the Kohn-Sham equations from a non-linear 

problem to a set of linear equations for the coefficients 𝑐µ𝑖: 

∑ ∑ 𝑐𝜐𝑖(𝐻µ𝜐 − 휀𝑖𝑆µ𝜐)

𝜐∊𝐴

= 0                         (3.19)

𝐴

 

where 𝑆µ𝜐 and 𝐻µ𝜐 are the overlap and Hamilton matrix, respectively, and 

are given as: 

𝐻µ𝜐 = ⟨ϕµ|�̂�|ϕ𝜐⟩               𝑆µ𝜐 = ⟨ϕµ|ϕ𝜐⟩                             (3.20) 

The more recent and efficient method in the tight-binding scheme 

is DFT-based tight binding or density functional tight binding (DFTB) 

formalism [89–91] which has been developed over the two-three decades and 

is comprehensively described in several review articles [92–94]. In Figure 

3.3, one can see the position of DFTB among the other three typical 

simulation approaches. 

 

The fundamental concept of DFTB is an expansion of the density 

𝜌(𝑟) = 𝜌0(𝑟) + 𝛥𝜌(𝑟) around a reference density 𝜌0(𝑟). By substitution 

of this into the total DFT energy and also accounting for the nucleus-

nucleus interaction, the total DFTB energy is given by: 
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𝐸𝐷𝐹𝑇𝐵[𝜌0 + 𝛥𝜌] = ∑ 𝑛𝑖 ∫ 𝜙𝑖
∗ (−

  𝛁2

2
+ 𝑉𝑛𝑒 + ∫

𝜌0
′

|𝑟′⃗⃗⃗⃗⃗−𝑟′⃗⃗⃗⃗⃗|

′
+ 𝑉𝑋𝐶[𝜌0])𝑖 𝜙𝑖              

                          +   𝐸𝑟𝑒𝑝                                                

                          +   
1

2
∫ ∫ (

1

|𝑟′⃗⃗⃗⃗ − 𝑟′⃗⃗⃗⃗ |
+

𝛿2𝐸𝑋𝐶[𝜌]

𝛿𝜌𝛿𝜌′
|
𝜌0,𝜌0

′ )
′

𝛥𝜌𝛥𝜌′   (3.21)  

                          +   
1

6
∫ ∫ ∫

𝛿3𝐸𝑋𝐶[𝜌]

𝛿𝜌𝛿𝜌′𝛿𝜌′′
|
𝜌0,𝜌0

′ , 𝜌0
′′

′′′

 𝛥𝜌𝛥𝜌′𝛥𝜌′′
+ ⋯ 

All of the energy from the reference density 𝜌0 is provided in the 

first line of equation 3.21. The nucleus-nucleus interaction and exchange-

correlation contributions, as well as the portions of the energy that occur 

from double counting in the first line, are all represented by the term 𝐸𝑟𝑒𝑝 

in the second line. 

𝐸𝑟𝑒𝑝 =
1

2
∑ 𝑉𝐴𝐵

𝑟𝑒𝑝

𝐴,𝐵

[𝜌0𝐴,𝜌0𝐵,𝑟𝐴𝐵]                       (3.22) 

where 𝜌0𝐴 and 𝜌0𝐵 are the reference densities of atoms A and B, 

respectively and 𝑟𝐴𝐵 = |�⃗⃗�𝐵 − �⃗⃗�𝐴|. The pair potentials 𝑉𝐴𝐵
𝑟𝑒𝑝

 are obtained 

from DFT calculations for the corresponding reference system. 

 

Figure 3.3. DFTB position in simulation methods used in materials 

science, based on time and size scales.  

 

Lines two and three of Equation 3.21 provide details on density 

changes up to the second and third orders, respectively. Depending on 

where the energy is truncated, a certain degree of DFTB is employed. The 

method relates to a non-self-consistent DFTB technique if the total energy 

is only approximated using the first two lines. This level of approximation 



31 

 

cannot appropriately model materials such as ZnO; hence the second order 

estimate of the energy is employed (first three lines in Equation 3.21). 

Finally, the total DFTB energy can be written as: 

𝐸𝐷𝐹𝑇𝐵[𝜌0 + 𝛥𝜌]

= ∑ ∑ ∑ 𝑛𝑖𝑐𝜐𝑖𝑐µ𝑖𝐻𝜐µ
0

µ∊𝐵𝜐∊𝐴𝑖𝐴𝐵

+ 𝐸𝑟𝑒𝑝 + 𝐸2𝑛𝑑[𝜌0, 𝛥𝜌]       (3.23) 

The atom-centered pseudoatomic wave functions are expressed as 

spherical harmonics and Slater-type orbitals as: 

ϕµ(𝑟) = ∑ 𝑎𝑛𝛼𝑟𝑙µ+𝑛 exp(−𝛼𝑟) 𝑌𝑙µ𝑚µ
(

𝑟

𝑟
)             (3.24)

𝑛,𝛼,𝑙µ,𝑚µ

 

𝑙 and 𝑚 are the azimuthal and magnetic quantum numbers. Five 

different values for 𝛼 and 𝑛 = 0, 1, 2, 𝑎𝑛𝑑 3 form a converged basis set 
[95] for elements up to the third row. Through the self-consistent solution 

of the atomic Kohn-Sham equations, the coefficients, 𝑎𝑛𝛼, are found: 

[−
1

2
  𝛁2 + 𝑉𝑝𝑠𝑎𝑡(𝑟)] ϕµ(𝑟) = 휀µ

𝑝𝑠𝑎𝑡
ϕµ(𝑟)               (3.25) 

where 𝑉𝑝𝑠𝑎𝑡 is expanded by a term (
𝑟

𝑟𝑐
)

2
to consider the compression of 

the potential due to interatomic interaction. The Hamilton matrix elements 

are approximated by using density overlap of the form: 

𝐻µ𝜐
0 = {

휀𝑓𝑟𝑒𝑒 𝑎𝑡𝑜𝑚                                              µ = 𝜐                        

⟨ϕµ|�̂� + 𝑉[𝜌0𝐴,𝜌0𝐵,]|ϕ𝜐⟩                    𝐴 ≠ 𝐵                       

 0                                                      𝐴 = 𝐵,   µ ≠  𝜐               

(3.26) 

in which the potential 𝑉[𝜌0𝐴,𝜌0𝐵,] is without the compression term (
𝑟

𝑟𝑐
).  

The only remaining term in equation 3.23 that needs to be 

determined is the second order energy term  𝐸2𝑛𝑑. Here, the density 

fluctuations are considered to be a superposition of atomic contributions 

determined by Mulliken analysis: 

𝐸2𝑛𝑑 ≈
1

2
∑ Δ

𝐴𝐵

𝑞𝐴𝛥𝑞𝐵𝛾𝐴𝐵                           (3.27) 

where 𝛾𝐴𝐵 is an analytic function [91] representing the interaction between 

the charge density fluctuations. In [91], a more thorough explanation of the 

approximation in the second order term and the precise formula for 𝛾𝐴𝐵 

are provided. Now the corresponding Kohn-Sham equations should be 
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solved self-consistently to calculate the coefficients of the LCAO 

expansion. The well-known Slater-Koster files are fundamental to any 

DFTB computation in which for different types of atom pair at different 

interatomic distances, the overlap matrix element 𝑆µ𝜐 and the Hamilton 

matrix element 𝐻µ𝜐
0  are listed. 

 

3.3. Molecular dynamics 

Molecular dynamics (MD) can be considered a virtual laboratory method 

by which one can study the behaviour of atoms as a function of time. This 

technique makes it possible to relate the macroscopic features of a system 

to its microscopic structure. It can be implemented in various scales and 

fields, from studying surfaces and hybrid interfaces to complex systems 

such as proteins. In the following sub-sections, the fundamental aspects 

and some essential concepts of MD which are necessary to understand our 

results (the parts in which MD has been employed) are briefly reviewed. 

 

3.3.1. Basic MD concepts 

MD classically describes the motion of N atoms in a physical system. It is 

believed that the particles interact, and Newton's equations of motion 

(�⃗�𝑖 = 𝑚𝑖�⃗�𝑖) may be quantitatively solved to determine these interactions. 

The total potential energy 𝐸({𝑟𝑗}), which is derived from the inter-particle 

potentials, clearly relates the forces acting on the particles to the inter-

particle interactions: 

�⃗�𝑖 = −∇𝐸({𝑟𝑗})                                   (3.28) 

 

In so-called Hamilton’s description, a Hamiltonian for the system 

is defined as: 

𝐻({𝑟𝑗}, {𝑝𝑗}) = 𝑉({𝑟𝑗}(𝑡)) + ∑
𝑝𝑖

2(𝑡)

2𝑚𝑖

3𝑁

𝑖=1

                   (3.29) 

where 𝑝𝑖 is the momentum of particle i. Potential energy is presented in 

the first term, followed by kinetic energy. The motion equations then can 

be derived from the Hamiltonian: 
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𝑟𝑖 =
𝜕𝐻

𝜕𝑝𝑖
,     𝑝𝑖 = −

𝜕𝐻

𝜕𝑟𝑖
                            (3.30) 

which connects the microscopic states to macroscopic properties. 

Statistical ensembles and statistical mechanics methods are then 

employed to make this connection possible. The often employed 

ensembles are the micro-canonical, canonical, and isobaric/isothermal 

ensembles (NPT). For instance, in an MD simulation at a constant volume 

V and temperature T (the NVT canonical ensemble), the average kinetic 

energy relates to the set temperature. 

 

3.3.2. Considering environment conditions 

In MD simulations, setting the environment conditions may be done 

directly by utilizing thermostats (for applying a fixed temperature) or 

barostats (for applying pressure). A thermostat's basic operation is to 

produce a statistical ensemble at a set temperature (in NVT simulations) 

and adjust the system's temperature by altering Newtonian dynamics. A 

barostat has a manner similar to thermostats but for controlling the 

pressure (in NPT simulations). In the absence of any of these, the 

microcanonical (NVE) ensemble is sampled by the MD simulations since 

it is the ensemble that results from Newtonian dynamics, which preserves 

the total energy. There are several thermostats and barostats available in 

the literature. One can find a lengthy and detailed analysis of various 

thermostats and barostats in [96] and [97], respectively. Here, we introduce 

the Berendsen barostat by which the MD simulations in this work have 

been performed in the NPT ensemble.  
 

Berendsen Barostat 

The Berendsen barostat introduces a new term into the equations 

of motion, resulting in a change in pressure of: 

(
𝑑𝑝

𝑑𝑡
)

𝑏𝑎𝑡ℎ
=

𝑝0 − 𝑝

𝜏𝑝
                               (3.31) 

where the system's goal and actual pressures are, respectively, 𝑝0 and 𝑝 

(at the current time step). The coupling is controlled by the time constant 

𝜏𝑝, which also regulates pressure variations. The positions and velocities 

are rescaled by �̇� = 𝑣 + 𝛼𝑟, where 𝛼 is a parameter related to the 

isothermal compressibility. 
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3.3.3. Numerical integration 

If the number of particles in a system exceeds three, Newton’s equations 

of motion can be solved only numerically by numerical integration. A 

Taylor expansion is often used to get the integration of the motion 

equations. The Taylor expansion of the equations of motion, up to orders 

of three and two, would be provided through: 

𝑟𝑖(𝑡 + ∆𝑡) = 𝑟𝑖(𝑡) + ∆𝑡. �⃗�𝑖(𝑡) +
(∆𝑡)2

2𝑚𝑖
�⃗�𝑖(𝑡) + 𝒪((∆t)3)      (3.32)  

�⃗�𝑖(𝑡 + ∆𝑡) = �⃗�𝑖(𝑡) +
∆𝑡

𝑚𝑖
�⃗�𝑖(𝑡) + 𝒪((∆t)2) 

where 𝑟𝑖, �⃗�𝑖, and �⃗�𝑖 are the position, velocity, and force acting on particle 

i, and ∆t is the time-step in the simulations, and t is the time. Although 

integration strategies are highly effective, they are not the best for 

simulating physical systems. One must consider the following criteria for 

selecting a method of integration: accuracy, energy conservation, time-

reversibility, and preservation of the phase-space in the simulations. Euler 
[98], Verlet [99], Leap-frog [100], and Velocity-Verlet [101] are some examples 

of the well-known integration schemes frequently used in MD 

simulations. Readers are referred to [80] to read a well-structured review of 

the integration schemes in MD. 
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4. RESULTS - Defects in ZnO 

crystal structures 
 

There are several non-ideal features in the structure of real ZnO materials, 

such as surface and subsurface defects, existence of common dopants such 

as rare earth elements, and surface chemistry including the hydroxylation 

phenomenon. To provide a deeper insight into the properties of ZnO 

materials in reality, in this Chapter we summarize our computational 

study of some of the most common and important non-idealities in the 

structure of ZnO lattice and their effects on the material electronic and 

optical characteristics. More details can be found in the enclosed paper 

J. Phys. Chem. C 127 (2023) 22177, doi:10.1021/acs.jpcc.3c05471, and 

its supplementary materials in Appendix F. Computational study of 

interactions between ZnO structures with biomolecules will be then 

presented in subsequent Chapters.   

 

4.1. Computational details 

We performed density functional theory calculations to investigate the 

impacts of vacancies and dopant atoms in ZnO lattice on atomic and 

electronic scales. All the structures have been optimized using the DFT 

method, The generalized gradient approximation (GGA) exchange-

correlation, and the Perdew–Burke-Ernzerhof (PBE) functional. 

Afterward, the structures' electronic and optical properties were calculated 

using the DFT-1/2 method and the same exchange-correlation and 

functional. By creating an atomic self-energy potential that cancels the 

electron-hole self-interaction energy, the DFT-1/2 technique corrects the 

DFT self-interaction error. This potential is determined for atomic sites in 

the system and is defined as the difference between the neutral atom's 

potential and a charged ion's potential after removing a fraction of the 

atom's charge. The sum of these atomic potentials is the overall self-

energy potential. The DFT Hamiltonian with added DFT-1/2 self-energy 

https://pubs.acs.org/doi/full/10.1021/acs.jpcc.3c05471
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potential has been found to considerably enhance band gaps for various 

semiconducting and insulating systems [102,103]. We used a supercell of 

Wurtzite structure with a total of 32 atoms inside. The supercells were 

allowed to relax to the minimum energy with periodic boundary 

conditions and criteria of force tolerance of 0.01 eV/Å and stress error 

tolerance of 0.001 eV/Å3. 

 

4.2. Zinc and oxygen vacancies 

The oxygen (VO) and zinc (VZn) vacancies, among other defects found in 

ZnO, are important for several reasons. Firstly, because they are thought 

to be the ZnO defects with the lowest formation energies, their presence 

in undoped ZnO is extremely likely [104]. Secondly, these vacancies have 

one of the most noticeable and significant effects on the modification of 

ZnO, supported by both experimental research and theoretical studies 
[46,105]. For instance, it has been suggested that the presence of oxygen 

vacancies enhances the use of UV light and stretches the absorption edge 

into the visible light spectrum, resulting in a rise in the efficiency of 

different photocatalytic and photoelectrochemical processes [106]. 

Furthermore, it was shown that zinc vacancies result in the emergence of 

room-temperature ferromagnetism [107], which may be used in innovative 

spintronic devices, such as magnetoresistive sensors or memory.  

Based on the DFT-1/2 simulations we found that these vacancies 

have also substantial effects on the ZnO band structure and optical 

properties such as absorbance spectrum. In Figure 4.1, one can see the 

structural properties, the electronic band structure, and the absorbance 

coefficient of the ZnO with zinc and oxygen vacancies.  A Zn vacancy 

pushes the system towards a p-type semiconductor. While zinc vacancy 

results in p-type behaviour in the bandstructure, oxygen vacancy does not 

cause n-type behaviour, but it is a potential source of compensation in p-

type ZnO.  
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1. ZnO pristine 

 

 

 

2. ZnO with single Zn vacancy 

 

 

 

3. ZnO with single O vacancy 
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4. ZnO with single Zn and O vacancies 

 

 

 

 

Figure 4.1. Atomic scheme of relaxed structure, band structure diagram, 

and optical absorbance coefficient of 1. pristine ZnO and 2.-4. ZnO with 

zinc and oxygen vacancies as obtained by DFT-1/2 simulations. 

 

4.3. Adding a dopant: erbium doped ZnO 

The electronic/optical and structural characteristics of the semiconductor 

materials may be changed and controlled by the doping process. For 

example, doping and co-doping ZnO with metals including In, Ga, Al, Co, 

Fe, and Ni is a popular practice. It was discovered that doping with such 

metals altered the optical, electrical, and structural characteristics of ZnO 

and led to new uses for the material. In the case of ZnO, there has also 

been a lot of interest in rare earth elements in the ZnO matrix, which 

enhance ad modify the optical properties. Erbium is the most common 

rare earth dopant in ZnO among other rare earths, and this is due to its 

favourable energy level transition, which improves its optical and 

electrical properties and allows for new applications like waveguides and 

up-down-shifting solar cells. Most studies on Er-doped ZnO have 

concentrated on the photoemission at 1.54 µm, but little attention has been 

devoted to how Er affects the structure, microstructure, and optical 

characteristics of ZnO. Since such properties need to be studied 

theoretically, too, there are also some theoretical studies on erbium-doped 

ZnO in the literature [108,109]. However, only a few possible scenarios of Er 

doping have been investigated in these studies.  

In this work, we thus implemented the DFT-1/2 method to 

comprehensively study the effects of Er doping in different possible sites 



39 

 

along with varying kinds of defects on ZnO electronic and optical 

properties. 

Figure 4.2 shows the structure, absorption coefficient, and 

bandstructure for different possible scenarios of erbium doping in the ZnO 

structure. One can see that ZnO preserves its crystalline structure for all 

erbium-doped systems with substitutional erbium defects. In contrast, the 

interstitial erbium dopant agitates the ZnO crystal, resulting in an 

amorphous structure around the doping agent. This is in good agreement 

with the hydrogen and oxygen plasma treatment of free-standing ZnO:Er 

nano- and microrods [ZnO_Er H_O], where the presence of an amorphous 

phase was detected in the hydrogen plasma treated ZnO:Er(1%) sample 
[110]. However, interestingly, as soon as the VZn appears in the close 

vicinity of the Er (model 13), the erbium ion moves and fills in the zinc 

vacancy during the optimization process. The final relaxed system again 

exhibits a crystalline structure.  

In the bandstructure shown in Figure 4.2, one can see the localized 

states near the Fermi level (zero) attributed to the f-orbital of the doped 

erbium atom. From Figure 4.1 and Figure 4.2, we can compare the 

bandstructure of pristine ZnO with the bandstructures of all studied 

systems. The following results could be found from the bandstructure 

comparison: i) Erbium-doped systems generally have more condensed 

bands, especially valance bands, and ii) in erbium-doped systems, 4f 

orbital of erbium localizes around the Fermi level. With 4f orbital of 

erbium atoms, the Fermi level has been shifted upward and into the 

conduction band. A Zn vacancy has an opposite effect and pushes the 

system towards a p-type semiconductor. For all the models, the absorption 

spectra were calculated as well as shown in Figure 4.2. By qualitatively 

(considering only the shape) comparing them with the experimentally 

obtained absorptance spectra in Figure A1 in the Appendix, one may infer 

that the theoretically predicted model 2 from the previous Section and 

models (5-9, 12, 13) are the closest to the experimentally observed 

absorptance of the undoped ZnO NRA (Figure A1a) and ZnO:Er(1%) 

NRA (Figure A1b), respectively. They exhibit one relatively broad band 

peaking at about 0.75 eV, and the other band strongly overlapped with the 

absorption edge covering the about 1-2 eV range (starting from 

approximately 1.5-1.8 eV) of visible light. The position of the first band 

correlates very well with the position of the experimentally observed A0 

band. The position of the second band is in good agreement with the 

localization of the experimental A1,2 bands. 
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5. ZnO:Er, single Er atom  

 

 
 

6. ZnO:Er, two Er atoms next to each other 

 

 
 

7. ZnO:Er, two Er atoms far from each other 
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8. ZnO:Er, single Er atom next to single Zn vacancy  

 

 
 

9. ZnO:Er, single Er atom far from Zn vacancy  

 

 
 

10. ZnO:Er, single Er atom along with O vacancy 
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11. ZnO:Er, single Er along with interstitial Zn defect  

 

 
 

12. ZnO:Er, single interstitial Er atom  

 

  

13. ZnO:Er, single interstitial Er atom along with Zn vacancy 
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14. ZnO:Er, single interstitial Er atom along with O vacancy 

 

  

 

Figure 4.2. Atomic scheme of relaxed structure, bandstructure diagram, 

and optical absorbance coefficient of erbium doped ZnO with zinc and 

oxygen vacancies as obtained by DFT-1/2 simulations. 

 

The result of the Bader charge analysis for the doped erbium atom 

is shown in Table 4.1 The valence configuration of erbium atom is [6s2 

4f12], representing 14 valence electrons. Bader charge analysis shows 

almost 12 valence electrons for the doped erbium atom(s) in all optimized 

systems. It means that the erbium atom loses nearly two electrons, 

becoming Er2+ in all studied configurations, including the ZnO doped by 

one erbium atom in an interstitial site. All these considerations led to the 

conclusion that, in principle, Er2+ may substitute for the regular Zn with 

and without VZn or VO in the local surroundings or be interstitial in ZnO 

host. 

We believe that these significant modifications in the electronic and 

optical characteristics of ZnO can affect the interactions of these materials 

with molecules such as biomolecules studied in this work, which opens a 

new horizon to the current research. The study of biomolecules interfaces 

with ZnO structures with vacancies and dopants such as erbium can lead 

us to ZnO-based structures with new electronic and optoelectronic 

properties, which can be useful for a variety of applications from 

biosensing to photovoltaics. 
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Table 4.1. Summary of Bader charge analysis results. Number of 

calculated valence electrons after relaxation for erbium atoms in the 

erbium-doped ZnO structures. The original number of valence electrons 

of free erbium is 14. 

 Structures Erbium 1 Erbium 2 

5 12.00 - 

6 12.02 11.97 

7 12.02 12.02 

8 11.59 - 

9 11.75 - 

10 12.01 - 

11 12.04 - 

12 11.98 - 

13 12.00 - 

14 11.98 - 
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5. RESULTS - Bovine serum 

albumin (BSA) adsorption on 

ZnO surfaces 
 

The orientation preference of a whole BSA molecule on different ZnO 

surfaces is investigated in  Section 5.1. The study is based on a comparison 

of the total energy of the ZnO-BSA system at different orientations of 

BSA. The ReaxFF potential was selected to describe interactions between 

atoms. As mentioned in Chapter 3, force field calculations cannot give 

reliable information about a system's chemical bonding and electronic 

properties. Although in force field simulations of this work, ReaxFF has 

been employed, which is a well-known force field in describing chemical 

interactions such as chemical bonding to some extent, any information on 

binding (and electronic) phenomena needs to be validated by an electronic 

simulation method. Nevertheless, the ReaxFF force field not only 

provided the results about the total energy of the system but also guided 

us in selecting the proper parts of the system for more precise simulations. 

This is especially crucial because performing higher-level calculations is 

too costly and even impossible for ZnO-BSA system with a whole BSA 

molecule. Smaller parts of the system must be selected for any further 

electronic calculations.  

DFT popular and efficient approaches, such as local and gradient 

density approximations (LDA and GGA) are known to be unable to give 

a good description of ZnO (and generally metal-oxides) electronic 

properties [111–114]. For example, these methods significantly 

underestimate the bandgap of ZnO and other metal-oxide systems [115]. 

This problem can be solved by implementing DFT+U or hybrid 

techniques, which are even more computationally costly than GGA and 

LDA methods. The other option is the DFTB method which is especially 

a good candidate due to the large number of systems that need to be 

studied in this work. DFTB provides a precise band structure of ZnO with 

a bandgap close to the experimental value. Furthermore, its reliability for 
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describing ZnO-biomolecule systems has also been tested in multiple 

research [32,116].  

Therefore, in Section 5.2, the DFTB calculations were employed 

for some specific parts of the system where the chemical reactions were 

observed in force field calculations in Section 5.1. These selected parts 

include particular amino acids (AAs) of BSA (see Figure 1.1) interacting 

with the surface atoms of ZnO. Results of the ZnO-AAs interactions not 

only help us understand the ZnO-BSA interactions at the electronic level 

but also can be important and interesting independently as they provide 

information about ZnO-AAs interactions. Totally, the binding and 

electronic properties of 20 selected ZnO-AAs structures are studied in 

detail using DFTB simulations. Finally, it is worth mentioning that the 

simulation results are supported by complementary experimental AFM 

study data for both the force field and DFTB calculations. 

The main results and computational setting are briefly summarized 

below. More details can be found in the enclosed papers IOP Conference 

Series: Materials Science and Engineering 2021, 1050, 012006. 

doi:10.1088/1757-899x/1050/1/012006, Physica Status Solidi (a) 2021, 

218 (6), 2000558. doi: 10.1002/pssa.202000558, and ChemPhysChem 

2022, 23 (2), e202100639. doi: 10.1002/cphc.202100639 including their 

supplementary materials in Appendix F. 
 

5.1. Orientation preference of BSA on ZnO surfaces 

5.1.1. Computational details 

The systems under the study consist of a BSA molecule on four ZnO slabs.  

BSA molecules are available from the RCSB Protein Data Bank website 

(PDB ID of 4F5S), and ZO slabs were cleaved from a bulk ZnO structure 

in the QuantumATK software database. Since hydrogen atoms are 

generally not observed in X-ray crystal structures, the BSA structure from 

the Protein Data Bank lacks hydrogen atoms. Mol Probity has been 

employed to add hydrogens to the BSA molecule. Some approximations 

were also considered to provide the feasibility of using predefined force 

field potential sets as there are no sets of force fields defined for all types 

of atoms in the ZnO-BSA system. Sulfur atoms have been excluded from 

the structure of the BSA molecule to enable ReaxFF potential for force 

field simulations. This seems a reasonable simplification as sulfur atoms 

in BSA are not situated at or near the locations where the molecule 

interacts with ZnO. The reliability of ReaxFF potential for describing 

interactions between ZnO surfaces with biomolecules has been shown in 

file:///D:/THESIS/10.1088/1757-899x/1050/1/012006
file:///D:/THESIS/10.1002/pssa.202000558
file:///D:/THESIS/10.1002/cphc.202100639
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multiple studies such as [117]. To deduct the volume and duration of the 

calculations, different orientations of BSA molecules have been manually 

adjusted over ZnO surfaces in the distance range of 3-20 Å. The systems 

were relaxed to stable configurations with criteria of force tolerance of 

0.01 eV/Å and stress error tolerance of 0.001 eV/Å3. The optimization 

trajectory and total energy of the system then have been observed to 

discuss the interactions of the BSA molecule with ZnO planes. 

The simulations were carried out for different orientations of BSA 

over nonpolar and polar ZnO planes. Figure 5.1 depicts five non-

equivalent configurations used for forcefield simulations based on the 

direction of BSA molecule versus ZnO surface: Head, Side, Flat, Legs, 

and Tip. The distance between the nearest atom of the BSA molecule and 

the surface of ZnO slab was set manually at around 3 Å for all 

configurations. The simulations were also performed for the distance of 

20 Å, where there was no interaction between the BSA molecule and ZnO 

surface detected regardless of the orientation of BSA. 
 

 

 

Figure 5.1. Different orientations of BSA molecule versus ZnO surface 

 

5.1.2. The most favourable orientations of BSA on ZnO 

To compare different orientations of BSA and determine the most likely 

one over each ZnO plane, total energy of the system is displayed via bar 

graphs in Figure 5.2. Since the orientation of the BSA molecule is the only 

varying aspect and other characteristics of the systems remain entirely 
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unaffected, the total energy of the systems can be observed to deduce the 

favourable position. According to the total energy graphs in Figure 5.2, 

the tendency of the BSA molecule to be adsorbed on ZnO nonpolar and 

polar Zn-faced surfaces is noticeably different for different orientations. 

The Head orientation has the lowest energy in the BSA-ZnO (0001) 

system, and thus it is the most likely orientation over ZnO (0001) surface. 

The Side orientation has been observed as the most favourable for BSA-

ZnO (101̅0) and BSA-ZnO (112̅0) systems. For the O-faced ZnO surface, 

the situation is slightly different. The system's total energy is almost the 

same for all orientations except for the Tip orientation, which has the 

minimum value. This means that the Tip orientation is expected to be the 

most favourable orientation on the O-faced surface.  
 

 

Figure 5.2. Total energies of the ZnO-BSA system for different 

orientations of BSA on different ZnO surfaces 
 

The different orientation preferences of BSA can directly affect the 

roughness and thickness of adsorbed BSA molecules on different ZnO 

surfaces. Table 5.1 shows the root mean square (RMS) roughness and 

average height of the BSA molecule on various ZnO facets. These values 

are calculated based on the ZnO-BSA relaxed structures in which the BSA 

is oriented in the most favourable position on each surface.  
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Table 5.1. RMS roughness and the average height of BSA molecule on 

ZnO surfaces determined in force field calculations 

ZnO-BSA system 

RMS roughness of 

BSA molecule in 

force field 

simulations (Å) 

The average height of 

BSA molecule in force 

field simulations (Å) 

polar Zn-faced 
(0001) 

15.4   45.7 

polar O-faced (0001̅) 26.4 103.0 

non-polar (101̅0) 20.4   53.3 

non-polar (112̅0) 20.1   52.9 

 

To support the calculation results, the results have been compared 

with experimental atomic force microscopy (AFM) morphology results. 

Figure 5.3a compares the BSA layer thickness defined by AFM and 

average height of the BSA molecule obtained in the simulation. Figure 

5.3b compares the RMS roughness of the BSA layer obtained by AFM 

and force field simulations (See Table A1 in the appendix for exact AFM 

values). Both dependencies show good agreement between experimental 

and theoretical results. We consider only the relative difference between 

different ZnO surfaces in experiments and computing. Two to three times 

observed differences in absolute values for experiment and computing 

could be due to the deformation of molecules by the AFM tip. Readers are 

encouraged to see the appendix (Table A1 and Figure A2) for more 

information on AFM morphology results. 

 

The key finding is the high thickness of the BSA layer on the polar 

O-face (0001̅) ZnO surface. This is clearly explained by force field 

simulations showing that the BSA molecule adopts a vertical orientation 

on polar O-faced (0001̅) plane. On the other hand, lower values of BSA 

layer thickness on the other three surfaces might be because the BSA 

molecules are attracted to all other ZnO surfaces with more horizontal 

orientations. RMS roughness values of BSA layers measured in AFM also 

correspond well to RMS roughness values of BSA molecules defined by 
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force field simulations. The only discrepancy is the non-polar (112̅0) 

facet. The reason could be the slightly higher aggregation of BSA 

molecules on non-polar (112̅0) ZnO surface compared to the other three 

ZnO surfaces. 

 

Figure 5.3. Comparison between a) RMS roughness of BSA layer 

obtained by AFM and force field simulations, b) BSA layer thickness 

defined by AFM and averaged height of BSA molecule obtained by force 

field simulations. 

The further important observation in force field simulation is 

different interaction mechanisms. The mechanism of interactions is not 

identical in the most favourable positions over different planes and 

depends on the different groups of atoms from the BSA molecule and the 

type of the ZnO plane. Atoms are differently re-arranged, and the 

adsorption might occur through either physisorption or chemisorption. 

Figure 5.4 shows examples of observed interactions in forcefield 
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simulations for BSA molecule over ZnO non-polar and polar planes (See 

Figure A4 in the appendix for all images).  

 

 

Figure 5.4. Magnified images of BSA-ZnO interaction sites for different 

orientations of BSA over ZnO a) (0001), b) (0001̅), c) (101̅0), and d) 

(112̅0) planes. The structures are results of force field simulations. 

Yellow frames denote the configurations in which chemical bonding 

happens in the calculations. 

In all cases, the proximity of BSA molecule amino acid residues 

(AAs) to the ZnO surface has culminated in mutual attraction, followed 

by re-arrangement of surface atoms on the ZnO slab. The exception is the 

O-faced surface that repelled the BSA in all orientations. In addition to 

these displacements, chemical bonding of atoms from the BSA molecule 

with atoms on the ZnO surface can also be seen at interaction sites in Side 

and Tip orientations over (101̅0) plane, as well as Side and Flat 

orientations over (112̅0) plane. In these cases, highlighted by yellow 

frames in Figure 5.4, chemical bonding happens between hydrogen atoms 

of the BSA molecule and surface oxygen atoms of ZnO. For (0001) 

surface, no chemical bonding has been observed since it contains only Zn 

atoms, compared to nonpolar surfaces, which include both Zn and O 

atoms. It must be mentioned here that more accurate electron-based 

calculations must be employed to investigate the chemical bonding 

phenomena and validate the observed chemical bonds. Nevertheless, the 
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results obtained from the current force field simulations will be helpful 

for the selection of relevant parts of the system for more expensive 

calculations. Validating the chemical bonding phenomena observed in 

force field simulations by employing the DFTB method is going to be 

done in the next Section. 

In summary, in this part, we employed force field simulations to 

investigate the interactions of BSA molecule with ZnO nonpolar and polar 

surfaces. The total energy indicates that the BSA molecule is likely to 

adsorb in different orientation on different ZnO surfaces. The way how 

BSA molecule interacts with ZnO surfaces depends on the type of ZnO 

surface as well as the orientation of the BSA molecule. The computational 

results demonstrate that the vicinity of BSA molecule with ZnO surfaces 

results in re-arrangement of atoms on ZnO surfaces that lowers the total 

energy and gives rise to physical binding. Furthermore, chemical bonding 

between BSA atoms and ZnO surface has also been observed in several 

configurations, which needs to be validated by more accurate (but more 

costly) electron-based simulation methods. This may have important 

implications for interaction of ZnO with biological environment as well 

as impact its optical and electronic properties. 
 

 

5.2. Binding of BSA amino acids to ZnO surfaces  

5.2.1. Computational details 

In this Section, DFTB calculations were done for some selected segments 

of our large BSA-ZnO systems to verify and understand the results of our 

study in the force field Section and the binding and electronic properties 

of the structures. DFTB calculations were done for various ZnO surfaces, 

and specific AAs (ASP, GLU, GLN, LYS, and SER) were selected based 

on the interacting sites of BSA with ZnO surfaces in force field 

calculations. The directions of AAs were also selected based on their 

exposure to ZnO surfaces in force field calculations. Figure 5.5 depicts 

the transition from force field to DFTB calculations. 
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Figure 5.5. From force field to DFTB calculations 

 

The DFTB calculations, therefore, were carried out for 20 

structures: five amino acids selected based on force field calculation 

results over four ZnO surfaces. A self-consistent tight-binding model 

based on the Slater-Koster model using znorg-0-1 parameter set, built for 

calculations on Zn bulk, ZnO bulk, ZnO surfaces, and ZnO interactions 

with organic molecules [118], has been implemented. The ZnO surfaces 

have been prepared by cleaving the ZnO bulk in four orientations of 

interest with the cell dimensions of 10×10×30 Å3. The surfaces and the 

molecules were allowed to relax to the minimum energy separately before 

running the final optimization process for molecule-on-surface systems. 

The molecules were then adjusted on the surfaces in similar orientations 

they showed favourable in force field simulations, and the whole 

structures were allowed to relax to the stable configurations with criteria 

of force tolerance of 0.01 eV/Å and stress error tolerance of 0.001 eV/Å3. 

The following boundary conditions have been considered in the 

simulations: periodic in A and B directions, Neumann under the slab, and 

Dirichlet above the slab.  

The final relaxed ZnO polar and non-polar surfaces are illustrated 

in Figure 5.6. The relaxation process was relatively straightforward for 

two non-polar surfaces, comprising cleaving the bulk in defined directions 

and allowing the surfaces to relax. In contrast, doing the same process for 

polar surfaces would create instability due to establishing an internal 

dipole moment. Even though ZnO polar surfaces appear unstable and thus 

theoretically unfeasible, they have been proved to exist, and their stability 

has been subject to many studies [67]. Several explanations have been 
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proposed for their stability, such as surface vacancies and surface 

functional groups [70]. This study used surface zinc and oxygen vacancies 

offered in [119] to compensate for the internal dipole and stabilize ZnO 

polar surfaces for further calculations.  

 

 

Figure 5.6. Schemes of atomic structure of ZnO polar and non-polar 

surfaces, as relaxed by using DFTB method. 

For the 20 structures, the following characteristics have been 

calculated and discussed: post-contact optimized systems, the binding 

energy between the adsorbed amino acids and ZnO surfaces, charge 

transfer between the adsorbed amino acids and ZnO surfaces, and 

HOMO-LUMO energy levels for the post-contact structures. 

5.2.2. Structural and electronic properties 

Figure 5.7 shows different configurations of chemisorption of AAs on 

four ZnO surfaces. One can see that amino acids have been chemisorbed 

vertically or horizontally on non-polar and polar Zn-face surfaces through 

either one or two oxygen-zinc and nitrogen-zinc bonds. The same 

depiction for all structures can be found in Figure A5 in the appendix. For 

Zn-faced (0001), (0001̅), and (112̅0) surfaces, DFTB calculations 

confirm the formation of the covalent bonds (O-Zn and N-Zn) between 

the amino acids and ZnO surfaces. Through the optimization process, the 

amino acids approached and made bonds with the surfaces without 

noticeable deviation from the initially set alignments. The exception is for 



55 

 

(101̅0) systems in which most amino acids deviated considerably from 

their commencing orientations and lay on the surface, which probably 

cannot be the case when one considers the amino acids connected to the 

BSA.  

 

Figure 5.7. Different configurations of chemisorption of amino acids on 

ZnO surfaces and HOMO-LUMO distributions. Standing double O-Zn 

and N-Zn bonds a) HOMO and b) LUMO, lying double O-Zn and N-Zn 

bonds c) HOMO and d) LUMO, double O-Zn bonds e) HOMO and f) 

LUMO, single O-Zn bond g) HOMO and h) LUMO, single N-Zn bond i) 

HOMO and j) LUMO, and no bonds k) HOMO and l) LUMO. 

On the other hand, the surface repelled the amino acids on the O-

faced polar surface, and the systems relaxed for the distance between the 

surface and the molecule in the range of 2-3 Å. DFTB simulations are 



56 

 

done for different single amino acids on different ZnO surfaces. We 

believe this is reasonable since in each interaction site in our FF 

calculations, one specific amino acid interacts with the surface. Single 

amino acids are generally freer to move and can adopt different 

orientations compared to AAs bound in BSA. Some observed orientations 

of amino acids in DFTB calculations may thus not be structurally likely 

for the whole BSA. Yet both force field of the whole BSA molecule and 

DFTB with individual AAs agree well on the way of bonding to different 

ZnO facets. It is also worth mentioning that in our DFTB simulations, we 

tried to use the implicit solvent model in a few cases, such as (112̅0)_GLN 

system (Figure 5.8). As one can see, no qualitative differences were 

observed in the structures and properties with and without the implicit 

solvent, while the calculations were several times more costly with the 

solvent. Therefore, the present study as a whole was conducted without 

the solvent.  

 

Figure 5.8. Optimized (112̅0)_GLN system by DFTB, without solvent and 

by implicit solvent (Ɛr=80) 

 

In addition to the optimized AA-ZnO configurations, Figure 5.7 

also displays the highest occupied molecular orbital (HOMO) and lowest 

unoccupied molecular orbital (LUMO) for the representative structures. 
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All the computed structures are presented in the appendix in Figure A5. 

Spatially separated HOMO-LUMO levels were observed for all 

complexes related to (112̅0) and (0001) surfaces, but for the (101̅0) 

surface, HOMO-LUMO separation only occurred for LYS. For the O-

faced surface, the HOMO-LUMO separation was seen for all amino acids 

except GLN. It is also worth mentioning that HOMO is placed on the 

amino acid for most structures with spatially separated HOMO-LUMO, 

while LUMO is placed on the ZnO slab. The observed spatial separation 

of the HOMO and LUMO can affects the separation of excitons and 

charge carrier transport, which could be highly interesting for sensing 

applications and optoelectronics. 

 

Figure 5.9. HOMO-LUMO levels for all structures, including amino 

acids, ZnO slabs, and all post-contact structures. (HOMOs in red and 

LUMOs in blue boxes) 

Figure 5.9 presents HOMO-LUMO energetic levels for all 

structures, including amino acids, ZnO slabs, and all post-contact 

structures. The values of HOMO-LUMO energy gaps for all systems are 

listed in Table 5.2. The HOMO-LUMO gaps for ZnO slabs are 2.91 eV, 

2.77 eV, 3.72 eV, and 3.96 eV for (0001), (0001̅), (101̅0), and (112̅0) 

respectively. Compared to the gap in bulk ZnO (3.37 eV), the HOMO-

LUMO gaps in (101̅0) and (112̅0) slabs are higher probably because of 

the well-known electron confinement phenomenon that occurs in finite 

slabs. However, in (0001) and (0001̅) slabs, the gaps are lower than the 

bulk gap, probably because of the vacancies imposed on these surfaces for 

the aforementioned stabilization purposes. For amino acids, the calculated 
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HOMO-LUMO gaps range from 5.55 to 5.87 eV. After the optimization 

process, the calculated HOMO-LUMO gaps for almost all (101̅0), 

(112̅0), (0001) systems decreased to the range between 1.72 eV and 3.65 

eV. The exceptions are ASP, GLN, and SER over (101̅0) surface, in 

which a slight increase was detected. For O-faced surface structures, 

HOMO-LUMO gaps decreased drastically in the AA-ZnO complexes, 

indicating a semi-metallic behaviour that may be interesting for some 

applications. 

 

5.2.3. Binding energy and charge transfer 

Binding energy (Eb) represents the energy preference of the related 

interaction. It can be understood as the difference in the total energies of 

the relaxed structures after and before contact. In this work, it is calculated 

according to Equation 4.1: 

Eb=Esm
t -Es

t -Em
t                                                          (4.1) 

where 𝐸𝑠𝑚
𝑡  corresponds to the total energy of the structure, including 

molecule adsorbed on the slab surface while Es
t  and Em

t  stands for the total 

energies of the solo slab and solo molecule, respectively. Charge transfer 

between the molecules and zinc oxide surfaces was studied by calculating 

the atomic charge on the intrinsic and adsorbed systems. 

Table 5.2 and Figure 5.10 show the calculated values for binding 

energy and charge transfer for all the structures. The striking result is the 

clear linear correlation of binding energy with the charge transfer in the 

AA-ZnO complexes. To our best knowledge, such trend has not been 

observed before, yet it is in clear agreement with other computational and 

AFM results. It may explain various reported photoluminescence results 

and opens prospects for tuning the optical and electronic properties of 

ZnO in biological environments [120,121]. The binding energies are overall 

negative and, therefore, exothermic (thermodynamically favourable) for 

all amino acids adsorbed on non-polar and Zn-faced polar surfaces, 

suggesting they are likely to form in real systems spontaneously. 

Spontaneous interactions between ZnO nanoparticles and BSA have been 

already reported experimentally [35] and it is thus supported by our 

simulation results. The exception is the O-faced surface, where the 

binding energies are close to zero. 
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Figure 5.10. Binding energy and charge transfer for all post-contact 

structures 

 

Table 5.2. Binding energy, transferred charge, and HOMO-LUMO gaps 

for all configurations 

AAs ZnO surface BE (eV) Δq (e) 
H-L gap 

(eV) 

ASP 

(0001) -1.706 -0.342 2.700 

(0001̅) -0.116 0.007 0.488 

(101̅0) -2.676 -0.540 3.815 

(112̅0) -1.529 -0.282 2.979 

GLU 

(0001) -1.716 -0.338 2.524 

(0001̅) -0.103 0.016 0.508 

(101̅0) -3.557 -0.692 3.654 

(112̅0) -1.186 -0.242 2.463 

GLN 

(0001) -2.129 -0.466 2.766 

(0001̅) 0.020 -0.010 0.012 

(101̅0) -2.772 -0.593 3.812 

(112̅0) -1.761 -0.344 2.480 
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LYS 

(0001) -1.914 -0.376 1.717 

(0001̅) 0.003 -0.003 0.424 

(101̅0) -2.470 -0.402 2.320 

(112̅0) -2.332 -0.386 2.430 

SER 

(0001) -1.366 -0.255 2.405 

(0001̅) -0.014 0.012 0.001 

(101̅0) -2.277 -0.505 3.774 

(112̅0) -1.149 -0.251 2.832 

 

An apparent surface morphology dependency is observed. 

Generally, non-polar surfaces, compared to polar surfaces, show higher 

values for both binding energy and charge transfer. Therefore, the 

tendency of amino acids to be adsorbed on these surfaces seems to be 

higher. To be more specific, (101̅0) surface is likely to make the most 

potent binding with amino acids. In contrast, the O-face (0001̅) surface 

with negligible values for both binding energy and charge transfer had the 

weakest interactions with ZnO surfaces. 

 

 

Figure 5.11. Comparison between force threshold required to remove 

BSA layer from ZnO surfaces by AFM tip and binding energy in DFTB 

simulations 
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To support the DFTB calculation results, they have been compared 

with experimental atomic force microscopy (AFM) nanoshaving 

experiments. The nanoshaving experiments use contact and tapping 

regime of AFM to determine the binding or adhesion strength of adsorbed 

molecules on the surface (see Table A1 and Figure A3 in the appendix for 

more details on nanoshaving results). Figure 5.11 compares the force 

threshold required to remove the BSA layer from ZnO surfaces by AFM 

tip and binding energy averaged values for five amino acids obtained by 

DFTB simulations. 

The key point here is the high force threshold required to remove 

the BSA layer from the non-polar (101̅0) ZnO surface, clearly explained 

by DFTB simulations indicating high binding energies and covalent bonds 

to Zn surface atoms for all five amino acids on non-polar (101̅0) ZnO 

surface. Covalent bonds between organic molecules and (101̅0) ZnO 

surface are not unprecedented. Zn-S covalent bonds are already reported 

experimentally for octadecanethiols on (101̅0) ZnO surface [122]. Our 

results indicate that the spontaneous formation of covalent bonds between 

organic molecules and ZnO is a far more general effect. Extensively more 

adhesion of proteins on (101̅0) than other ZnO surfaces has also been 

reported in another AFM study of ZnO surfaces [28] which can be 

appropriately justified with our DFTB calculation. The force threshold is 

lower for the other three surfaces because BSA molecules have lower 

binding energy to all other ZnO surfaces. The only discrepancy here is the 

O-faced (0001̅) surface for which the BSA removal force cannot be 

explained based on the binding energy. This could be because the main 

part of the removal force on (0001̅) surface is the force needed to 

penetrate the mutually tightly bound BSA layer rather than to break the 

binding between BSA molecules and the ZnO surface. 

In this Chapter, the adsorption of BSA on various ZnO surfaces was 

studied experimentally and theoretically. We employed AFM topography 

measurements and nanoshaving method to determine the roughness, 

thickness, and adhesion strength of BSA on four dominant low-index ZnO 

surface facets. FF and DFTB calculations were also carried out to study 

the physics behind the interactions on atomic and electronic level. BSA 

layers were formed on all the studied ZnO facets. AFM measurements and 

FF calculations are in good agreement showing higher roughness and 

layer thickness for the (0001̅) surface due to BSA particular upright 

orientation preference on this surface. The nanoshaving experiments 

indicate the strongest binding of BSA to the (101̅0) plane. This is 

corroborated by the DFTB simulations that show the most potent binding 



62 

 

of BSA AAs on the (101̅0) facet. DFTB simulations also reveal that the 

interaction between BSA AAs and ZnO surfaces affects the electronic 

properties of the complexes, such as charge transfer, which has a linear 

dependence on the binding energy, and HOMOLUMO energy levels and 

spatial localization (including spatial separation in many cases). The 

results of this study are thus highly relevant for designing ZnO-based 

materials and for understanding their function in various applications 

ranging from biomedicine and biosensing to optoelectronics. 
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6. RESULTS - Thiorphan 

adsorption on ZnO surfaces 
 

The intriguing behavior of BSA as a biomolecule on ZnO surfaces in the 

previous chapter, particularly its distinct responses on various ZnO 

surfaces, has motivated the exploration of how biomolecules might 

assemble differently on different ZnO surfaces. However, such study 

needs performing molecular dynamics simulations for a large number of 

molecules on different ZnO surfaces. Performing such costly calculations 

for large molecules such as BSA is not possible. Thiorphan was selected 

as the molecule for our computational investigation into modelling of the 

assembly of biomolecules on ZnO surfaces. In contrast to BSA, 

thiorphan's smaller size enables the possibility to employ more 

complicated precise and computationally costly simulations, including 

molecular dynamics simulations involving a huge number of molecules. 

Thiorphan is a well-known, easily available biomolecule and its relevance 

as a small, zinc-related molecule makes it a fitting candidate for our study. 

This strategic choice aims to enhance our understanding of how surface 

ZnO dipoles impact molecular assembly, utilizing both experimental and 

computational approaches. By integrating experimental data and 

computational insights, we intend to obtain a full understanding of how 

ZnO affects molecule assembly, with thiorphan performing a crucial role 

in this Chapter. 

Generally speaking, the ZnO surface can influence biomolecule  

adsorption due to the presence of Zn and O atoms on the surface or due to 

the presence of dipoles on the ZnO surface.  

Both possibilities will be considered in the following Sections of 

this Chapter. Firstly, in Section 6.1, the binding structure of thiorphan to 

ZnO surfaces has been studied by the same simulation method and settings 

used for ZnO-AAs systems in the previous Chapter (DFTB/ znorg-0-1) to 

consider the impact of surface Zn and O atoms on the adsorption of one 

thiorphan molecule on different ZnO facets. The potential of this method 
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to describe binding properties between ZnO surfaces and biomolecules 

was proved in the previous Chapter, where it was employed for ZnO-AAs 

systems. To investigate the adsorption and possible aggregation of 

thiorphan molecules, the behaviour of many molecules should be 

simulated. DFTB calculations are computationally very costly, and the 

necessity to compensate dipole moment of ZnO surfaces in DFTB 

simulations leads to loss of interaction. To speed up calculations and make 

a more realistic analysis, the force field model has been used in Section 

6.2. 

In Section 6.2, the effects of surface polarity on the adsorption of 

thiorphan on ZnO surfaces have been investigated on a larger scale for 

many thiorphan molecules by using classical isothermal-isobaric 

ensemble (NPT) molecular dynamics simulations to resemble an actual 

experimental situation. The interactions between the atoms were 

described by the ReaxFF force field in these MD simulations. To model 

the surface polarity, the well-known validated C=O model dipole layer 

was used instead of ZnO surfaces. This approach is helpful from two 

aspects: firstly, the approved/validated force field parameter for the 

interaction of Zn atom with C, H, O, S, and N atoms is unavailable. 

Secondly, by using C=O dipole layer in simulations, the main parameter 

under the study would be merely polarity (not also ZnO surface 

chemistry). This is valuable because the results then could be valid and 

useful in a more general and wider perspective, to understand the 

adsorption behaviour of the biomolecules on materials with polar and non-

polar surfaces generally. It is worth mentioning that the results of these 

calculations were in very good agreement with AFM measurements  on 

thiorphan adsorbed on various ZnO crystal facets. The simulation results 

help successfully interpret the findings of the experiments. 

The main results and computational settings are briefly summarized 

below. More details can be found in the enclosed paper Langmuir 2023, 

39 (5), 1764–1774. doi: 10.1021/acs.langmuir.2c02393, including its 

supplementary materials in the Appendix F. 

 

6.1. Surface atomic structure effects on adsorption of 

thiorphan 

6.1.1. Computational details 

The method and computational settings are the same as those used in the 

previous Chapter in the sub-Section 5.2.1. A self-consistent tight-binding 

file:///D:/THESIS/10.1021/acs.langmuir.2c02393
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model based on the Slater-Koster model using znorg-0-1 parameter set, 

built for calculations on Zn bulk, ZnO bulk, ZnO surfaces, and ZnO 

interactions with organic molecules [118], has been implemented. The ZnO 

surfaces have been prepared by cleaving the ZnO bulk in four orientations 

of interest with the settings that ensure the slabs can host thiorphan 

molecule with no interaction between adjacent slabs and between the 

surfaces at the top and bottom of the slab. The polar surfaces were cleaved 

by surface lattice definition vectors of 4 and 6 times in A and B directions, 

resulting in a slab of 13.1×17×40 Å3. The nonpolar surfaces were cleaved 

by surface lattice definition vectors three times in both directions, 

providing a slab of 9.8×16×40 Å3. The surfaces and the molecules were 

allowed to relax to the minimum energy separately before running the 

final optimization process for molecule-on-surface systems in a vacuum. 

The relaxation process for ZnO polar surfaces is the same as in the sub-

Section 5.2.1. 

 

6.1.2. Binding of thiorphan to ZnO surface atoms  

Figure 6.1 shows the result of DFTB simulations with one thiorphan 

molecule placed into a vacuum above four different ZnO facets. Covalent 

bonding between the S atom in thiorphan molecule and Zn atom in ZnO 

slab was observed in the case of (0001), (101̅0) and (112̅0) ZnO surfaces. 

Contrary, thiorphan molecule was repelled by the O-faced (0001̅) ZnO 

surface.  

This behaviour is similar to the adsorption of amino acids on 

different ZnO surface facets. In those simulations, covalent bonding 

between N and/or O atoms in amino acids and Zn atom in ZnO slab was 

observed in the case of (0001), (101̅0) and (112̅0) ZnO surfaces. 

Repelling of amino acids from O-faced (0001̅) ZnO surface was observed 

(see the Section 5.3).  
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Figure 6.1. Final stages of DFTB simulations for one thiorphan 

molecules adsorption process on a) (0001), b) (0001̅), c) (101̅0) and d) 

(112̅0) ZnO facets. 

 

 

6.2. Surface polarity effects on adsorption of 

thiorphan 

6.2.1. Computational details 

For further insight into the adsorption mechanisms and different effects of 

particular ZnO surface facets, we employed force field molecular 

dynamics (FFMD) simulations to analyze the adsorption of thiorphan 

molecules. NPT molecular dynamics simulations were used to investigate 

the effects of surface polarity on the adsorption of thiorphan molecules on 

different ZnO surfaces. Berendsen barostat was implemented to describe 

and control the simulation environmental conditions at the ambient 

conditions. The ReaxFF empirical force field method was used for 

optimizing the systems to the lowest energy (0.05 eV/Ang) prior to 

molecular dynamics simulations. The same force field was also employed 

to describe the interactions between atoms in all molecular dynamics 

simulations.  

To investigate the polarity effects, we used well-established C=O 

dipoles as a model to mimic the ZnO polar and non-polar surface polarity. 

Dipole surfaces were constructed with 324 C=O dipoles with the same 

orientation, fixed next to each other at a 0.5 nm distance in a 9×9×9 nm3 

cell. The direction of the C=O dipoles was changed to mimic the ZnO 

polar and non-polar surface dipoles. C=O dipoles with the oxygen atoms 
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at the top and C=O dipoles with the carbon atoms at the top represent the 

ZnO polar (0001̅) and (0001) surfaces, respectively. ZnO non-polar 

(101̅0) and (112̅0) surfaces were represented by lateral C=O dipoles. Ten 

layers of 20 randomly distributed thiorphan molecules were then exposed 

to the three dipole surfaces in a layer-by-layer process. Enough time was 

given to each layer to develop changes upon each dipole surface. We 

found the 1 to 2 million steps with 0.1 to 0.5 femtosecond settings optimal 

for the molecular dynamics simulations. Shorter time did not cover the 

complete development of the systems, while longer one did not show any 

further useful changes. The adsorbed thiorphan molecules were then 

fixed, and remaining floating molecules in the solution were removed 

from the system before doing the same process for the next layer. 

We also did multilayer simulations for three C=O dipole surfaces to 

study the effects of layer distance on the adsorption of thiorphan 

molecules. The same above-mentioned dipole surfaces were used in a 

9×9×15 nm3 cell along with six layers of 20 randomly distributed 

thiorphan molecules (120 molecules) in 6 layers with distances between 

1 to 6 nm. The simulation settings are the same as mentioned in the former 

paragraph. All the molecular dynamics simulations in this work were done 

with periodic boundary conditions and at room temperature. It is also 

worth noting that all the MD simulations were done in the ethanol solvent 

to make the simulation environment similar to the experimental 

conditions where thiorphan solution in ethanol was used for adsorption on 

ZnO. To speed up the calculations, instead of individual ethanol 

molecules, we used an implicit solvent with ε=24.3 [123]. 
 

6.2.2. Thiorphan molecules on polar and non-polar surfaces 

The adsorption kinetic of thiorphan on different dipoles was investigated 

by a method in which new portions of molecules arrive after the previous 

portion has its time to interact with the surface. The technique is described 

in detail in the Section 6.2.1. Figure 6.2a, b, and c show the results of 

adsorption for C-top dipole (mimicking Zn-face ZnO), O-top dipole 

(mimicking O-face ZnO), and horizontally oriented C=O dipole 

(mimicking non-polar ZnO facets) respectively. For each set of 

simulations final 3D image, side view, and top view are shown.  

 



68 

 

 

Figure 6.2. Final stage of MD simulations for 10 × 20 thiorphan 

molecules adsorption process on a) C-top, b) O-top, and c) horizontally 

oriented C=O dipole layers 

The number of adsorbed molecules is the smallest for C-top dipole 

(this result is in line with experimental AFM results in Figure A6). About 

50 %, 10%, and 30% of total adsorbed molecules were adsorbed single on 

C-top, O-top, and horizontally oriented dipoles, respectively. In addition, 

aggregations that were formed to be adsorbed on the non-polar surface 

were mostly smaller, i.e., consisted of fewer molecules than the ones for 

the O-top surface. Therefore, we can say that single adsorption (and small 

aggregations) happens on the non-polar surface more than it does on the 

O-top surface. This result is in line with experimental AFM results (Figure 

A6) and with simulation results (Figure 6.3), too. 

To address the reason behind the formation of nanodots with 

different sizes on polar surfaces and the formation of 4 nm thick 

nanoislands on nonpolar surfaces, six layers with 1 nm thickness were 

filled with 6 × 20 thiorphan molecules and placed above three different 

dipole layers. The results of FFMD simulations are shown in Figure 6.3. 

Figure 6.3a shows the initial placement of thiorphan molecules. 

Molecules with different initial heights are marked with different colors. 

Figure 6b−d shows the results of adsorption for the C-top, O-top dipole, 
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and horizontally oriented C=O dipole, respectively. Those simulations 

were performed three times to increase the reliability of the observed 

results. In Figure 6.3, one can also see the total dipole of the surfaces and 

adsorbed molecules calculated and visualized by VMD. It is important to 

note that the total dipoles of the adsorbed molecules were calculated 

separately and independently from the surface dipole arrays, merely based 

on the orientation and arrangement of the molecules on each surface. The 

arrangement and orientation of the molecules on each surface are in a way 

that the total dipole of the adsorbed molecules aligns along the 

corresponding surface total dipole. Figure 6.3 confirms that the molecule 

orientation and adsorption process is governed by electric field lines and 

not by polarization effects (that would turn it in the opposite direction). 

 

 

Figure 6.3. a) Initial stage of the adsorption process of six layers, 

consisting of 20 thiorphan molecules each. The final stage of the 

adsorption process on b) C-top, c) O-top, and d) horizontally oriented 

C=O dipole array, respectively 

Figure 6.4a summarizes the results of FFMD simulations and shows 

the probability of adsorption for molecules, placed at a certain height 

above the surface. In all cases, the larger distance from the surface causes 

a smaller probability of adsorption. Analysis of these data reveals a 

distance at which the probability of adsorption is 50%. The height values 

are 1.74, 3.08, and 2.65 nm for the C-top dipole, O-top dipole, and 

horizontally oriented C=O dipole, respectively. Figure 6.4b shows the 

dependences of the electric filed magnitude vs distance from a single 

dipole. It proves that the reason for such adsorption behavior is solely the 

impact of the electric field created by ZnO dipoles. Such data correlate 

well with the results of experiments. On average, a thiorphan molecule 

should approach a twice closer distance to the C-top dipole (represents 
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Zn-faced ZnO facet) than to all other dipoles. Thus, the smallest coverage 

can be expected for the C-top dipole surface (Figures 6.2a and 6.3b) and 

for the Zn-faced ZnO facet (Figure 1) due to the interaction of the 

molecule with the surface dipole. This result clearly shows that thiorphan 

molecules behave differently depending on the surface dipole orientation. 

 

 

Figure 6.4. a) Dependences of the average number of adsorbed molecules 

vs. initial distance of molecules from dipole array surface. b) 

Dependences of the electric filed vs. distance from a single dipole 

 

The orientation of the dipole on the different ZnO surfaces is not 

identical. The surface dipole in the ZnO crystal is in the [0001] direction, 

from the O-face facet to Zn-face facet. This results in pointing up and 

pointing down surface dipoles on Zn-face and O-face surfaces, 

respectively. In FFMD simulations, we modeled these orientations by 

using C=O dipole arrays. 

The results of similar MD simulations with two other solvents, 

namely, water (ε ≈ 80) and chloroform (ε = 4.8) are shown in Figure A7. 

Chloroform has the lowest ε value for all solvents, in which thiorphan can 

be dissolved. Water has a higher ε value than any solvent, in which 

thiorphan can be dissolved. As one can see, the surface polarity-dependent 

adsorption behavior is observed for these two solvents, too. This behavior 

is the same in all three solvents, indicating negligible influence of the 

solvent on adsorption behavior. 

On the Zn-faced surface, as shown in Figure A6d, the presence of 

surface dipoles pointing up creates an electric field with electric field lines 

pointing up. In the FFMD simulations in Figure 6.3b and 6.4a, it 
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corresponds to the weakest field intensity. Accordingly, only a few 

thiorphan molecules from a close surface vicinity (0−1.74 nm) tend to 

adsorb on the C-top surface which mimics the polarity of the Zn-face ZnO 

surface. Therefore, the coverage of thiorphan molecules in FFMD 

simulations is low and scattered on this surface (50% of the molecules 

adsorbed individually). This is in agreement with the formation of small 

nanodots (<4 nm) observed on the Zn-faced ZnO facet by AFM 

experiments in Figure A6. 

On the other hand, on the O-faced surface in Figure A6d, the 

presence of surface dipoles pointing down creates an electric field with 

electric field lines pointing down. In the FFMD simulations in Figures 

6.3c and 6.4a, it corresponds to the strongest field intensity. Accordingly, 

a larger amount of thiorphan molecules from a farther distance (0−3.08 

nm) tends to adsorb on the O-top surface which represents the O-face ZnO 

surface. Therefore, the coverage of thiorphan molecules in FFMD 

simulations is high and most of the molecules adsorb in the form of large 

aggregations. These observations from simulations correlate well with the 

AFM experiments in Figure 1 in which large nanodots (∼25 nm) are 

observed on the Oface ZnO facet after 48 h deposition. 

On the nonpolar surfaces, as shown in Figure A6d, the presence of 

horizontally oriented surface dipoles creates an electric field with electric 

field lines aligned horizontally. In the FFMD simulations in Figures 6.3d 

and 6.4a, it still corresponds to a decaying electrical field in the 

perpendicular direction from the surface with an intensity that is between 

the upward and downward oriented dipoles. Therefore, the coverage of 

thiorphan molecules is relatively high in FFMD simulations on the 

horizontal C=O dipoles surface which mimics the polarity of ZnO 

nonpolar surfaces. It is also noteworthy that more molecules tend to 

adsorb individually (30%) on the horizontal C=O dipoles surface, 

compared to the O-top surface (10%). Opposite to aggregation, the 

individually adsorbed molecules can join each other to form layers. The 

laterally oriented electric dipole can thus explain the formation of the first 

4 nm thick layer and subsequent formation of larger nanoislands on (1010) 

and (1120) ZnO facets as observed by AFM in Figure 1. 

The inability of the AFM tip even with a high load (2400nN) to 

penetrate and completely remove thiorphan nanoislands and large 

nanodots shows that the thiorphan structures are quite rigid (Figure A8). 

This may indicate strong intermolecular interactions between the 

molecules within the nanoislands and large nanodots. Based on DLS 

measurements (Figure A9), thiorphan molecules do not aggregate in 
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solution; however, according to MD simulations, bigger aggregations and 

clusters of thiorphan molecules have been observed on the O-faced ZnO 

surface compared to the other surfaces. Thus, even despite the absence of 

covalent bonds between thiorphan molecules and O-faced ZnO (Figure 

6.1b), mutual interactions of molecules are stronger on this surface 

compared to other surfaces, leading to the formation of large nanodots and 

to the inability of the AFM tip to remove nanoislands and large nanodots 

from O-faced ZnO (Figure A8b and f). On the other hand, the formation 

of covalent bonds between thiorphan molecules and Zn-faced ZnO 

surface (Figure 6.1a) together with the formation of only small nanodots 

(Figure A6a) and weak aggregation (Figure 6.3b) does not create 

sufficiently strong interactions and allow the AFM tip to remove small 

nanodots (Figure A8e). The orientation of the electric field on nonpolar 

surfaces, which is lateral, applies lateral forces to the molecules (see the 

dipole direction in Figure 6.3d) and thus can spread the molecules more 

uniformly on the nonpolar surfaces. This can aid the formation of more 

uniform layers all over the surface compared to the nanodots on the polar 

surfaces with vertical dipoles (see the dipole directions in Figure 6.3b and 

c). 

Moreover, simulations show that a large amount of molecules are 

adsorbed on the surface individually, not as aggregates. These 

individually placed molecules can then more easily merge to form layers. 

Figure A8 shows that the thickness of each layer within nanoislands is 

3.4−3.6 nm. Therefore, the thiorphan layer can be considered a new 

example of an ultrathin nanostructured nanomaterial and thus open a new 

field of research for such molecular materials. 

In this Chapter, the covalent bonding of individual thiorphan 

molecules to all ZnO facets, except the O-face ZnO, was theoretically 

observed by DFTB. FFMD was also carried out for the C-top dipole 

(mimicking Zn-face ZnO), O-top dipole (mimicking O-face ZnO), and 

horizontally oriented C=O dipole (mimicking nonpolar ZnO facets) to 

study the physics behind the thiorphan−ZnO interactions. FFMD explains 

experimentally observed results solely by the impact of the surface dipoles 

orientation and electric field magnitude. The characteristic distance, at 

which the thiorphan molecule has a 50% chance to adhere, is the lowest 

(1.74 nm) for the C-top dipole layer, mimicking the Zn-face ZnO facet 

(i.e., the surface with upright dipole and minimal thiorphan coverage) and 

is the highest (3.08 nm) for the O-top dipole layer, mimicking the O-face 

ZnO facet (i.e., the surface with downward dipole and maximum 

thiorphan coverage).  



73 

 

According to the results of this work, different ZnO surfaces can be 

good candidates for different applications based on the desired purpose. 

For instance, the O-face ZnO surface can be the most useful for 

biosensing, biointerfaces, or drug delivery when the purpose is 

maximizing the number of engaged molecules but without affecting the 

chemistry of the sensor surface and the structure of the molecule. On the 

other hand, the (1010) ZnO surface may be the best choice when oriented 

molecules with oriented dipoles and maximum chemical interactions with 

the sensor surface are necessary to enhance the sensor response. 

The controlled self-assembly of thiorphan molecules by ZnO surface 

dipole orientation and magnitude can be a rather general effect applicable 

also for other molecules and surfaces. Moreover, the well-defined self-

limited nanometer thicknesses of the observed dense molecular layers can 

be considered as an example of the formation of novel ultrathin 

nanostructured two-dimensional (2D) molecular nanomaterials. Thereby, 

the present study can open a new field of research for such materials. 
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7. RESULTS - Interaction of 

chiral molecules with 

magnetized surfaces  
  

Following the investigations of interactions between ZnO and 

biomolecules, specifically BSA and thiorphan, the author pursued an 

internship at the Max Planck Institute of Microstructure Physics (MPI). 

During this internship, a novel and relevant area of study emerged, 

focusing on the impact of magentized surfaces on interactions with chiral 

molecules. MPI, acknowledging our expertise in the simulation of 

molecular adsorption and assembly on surfaces, introduced this intriguing 

field of study, with a particular emphasis on the role of chirality in surface 

interactions. The topic of chiral molecules and magnetized surfaces 

interaction offers a wide range of applications, particularly in the field of 

spintronics. Comprehending the interaction between chiral molecules and 

magnetized surfaces is essential for the advancement of spintronic 

devices. Chiral molecules possess spin-dependent characteristics that 

may be utilized for spin manipulation and control and therefore advancing 

the creation of spin-based electrical devices. Beyond the field of 

spintronics, chiral molecules' interactions with magnetic surfaces have 

applications in chemical and biological sensing, where they may lead to 

the development of extremely sensitive and focused detection methods. 

This multidisciplinary study has the potential to advance basic science as 

well as real-world applications in emerging technology. 

The particular emphasis of the internship was on using magnetic 

surfaces, which was in line with MPI's research interests. Despite the 

divergence from ZnO surfaces during the internship, it is noteworthy that 

ZnO has been identified to possess tunable magnetic characteristics as 

well [124]. This interlink broadens the scope of our study and raises the 
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possibility that the results of the internship might be used also in the field 

of ZnO-molecule interactions. 

The intriguing interaction between magnetized surfaces and chiral 

molecules is a captivating area of study in the world of molecular science. 

Chiral molecules are unique because they come in two different forms 

(enantiomers), such as left and right hands (see Figure 7.1). This 

uniqueness affects how they react in chemical processes. 

 

 

Figure 7.1. Two enantiomers of a chiral molecule (an amino acid). 

(source: Wikipedia Commons) 

Simultaneously, magnetism, a natural force evident in everyday 

occurrences such as the attachment of magnets to metallic surfaces, has 

constantly captivated the scientific community's imagination. Its 

influence extended to diverse facets of human life, from compasses 

guiding explorers to the functioning of magnetic resonance imaging 

(MRI) machines unveiling the secrets of the human body. 

When we bring these two interesting ideas together, magnetized 

surfaces and chiral molecules, we discover a world of fascinating 

phenomena. It can be considered as putting together pieces of a puzzle 

because the direction of magnetism on the surface is like the key that 

unlocks how chiral molecules react.  

Different studies have concentrated on this topic for a long time. 

They have developed theories to explain it and carried out experiments to 

observe it in action. Some of these experiments use special microscopes 

to closely examine tiny particles [125]. 

The significance of such property lies in its potential applications. 

It turns out that these interactions between magnetized surfaces and chiral 

molecules can have practical applications. For instance, they could lead 

to more effective methods of delivering medicines precisely to specific 
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parts of the body, ensuring that the right amount reaches the right place. 

Additionally, they could help improve how we perform certain chemical 

reactions, which is vital for creating new materials or enhancing existing 

ones.  

Thus, this Chapter reports the results of the author's internship at 

the Max Planck Institute of Microstructure Physics in Halle, Germany, 

under the supervision of prof. Stuart Parkin. MPI in Halle is the leading 

research centre in the field of spintronics and chirality. Prospects for 

completing this research and publication of the results in an impacted 

journal are being discussed. 

 

7.1. Computational details  

For the method, Density Functional Theory (DFT) calculations would be 

the best option for our purposes as it could accurately capture both 

magnetic properties as well as molecular structures, allowing to compare 

different systems more effectively. In order to accurately capture the 

behaviour of the systems of interest, spin-polarized DFT (GGA and PBE) 

calculations were implemented. A series of DFT calculations were 

conducted to examine the effects of magnetization on the behaviour of 

chiral molecules adsorbed onto surfaces.  

The most proper structure for studying the interactions between 

magnetized surfaces and chiral molecules is an optimized surface with 

strong magnetic properties and an appropriate molecular geometry that 

would allow us to observe how its structure is affected by the presence of 

a magnetic field. This method has been proved to work very well 

experimentally in [126], where it has been shown experimentally that the 

interaction of chiral molecules with a perpendicularly magnetized 

substrate is enantiospecific. Here, we intend to assess this idea 

theoretically by using DFT method. 

The selected structure comprised nickel surfaces magnetized in two 

opposite directions interacting with two cysteine enantiomers as the chiral 

molecule (Figure 7.2). There are two main reasons for selecting this 

structure: it is computationally efficient and the selected chiral molecule 

is a biomolecule that is relevant to the other studied molecules in previous 

Chapters. The simulations were mainly run on FEL clusters due to their 

extreme computing power, but some parts were also run on MPI clusters 

for better accuracy. 
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Figure 7.2. Two enantiomers of a chiral molecule (Cysteine) on a 

magnetized nickel (111) surface. 

 

 

7.2. Cysteine enantiomers on magnetized nickel 

surfaces  

In Figure 7.3, the final stages of DFT optimization of two enantiomers of 

a chiral molecule (Cysteine) on a spin-down and spin-up magnetized 

nickel (111) surface are shown.  

In Figure 7.3a, one can see two enantiomers of the chiral molecule 

(Cysteine) on the spin-down magnetized nickel (111) surface after 

relaxation by DFT calculations. Figure 7.3b shows the same enantiomers 

of the same chiral molecule (Cysteine) on the spin-up magnetized nickel 

(111) surface after relaxation by DFT calculations. 

The behaviour of the chiral molecule (CYS) on the magnetized 

surfaces (nickel) shows a clear dependency on the direction of the 

magnetization of the surface as well as on the type of molecule (LCYS or 

DCYS). Another interesting point is the dependency of the bonding of the 

molecules to the surfaces on the magnetization of the surface. The 

orientation of the adsorbed molecules and also the chemical interactions 

of the molecules on oppositely magnetized surfaces are obviously 

different.  

Figure 7.4 presents the computed binding energies corresponding 

to the systems depicted in Figure 7.3. Within Figure 7.4, the binding 

energy values for the two enantiomers of a chiral molecule, Cysteine, on 

a (111) nickel surface magnetized in opposing directions are provided. 

Specifically, for the LCYS molecule, the binding energy on the spin-

down magnetized nickel (111) surface is 2.38 eV, contrasting with the 
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value of 1.22 eV on the spin-up surface, indicating a more robust 

adsorption on the spin-down surface. Conversely, for the DCYS 

molecule, the binding energy on the spin-down surface is 1.16 eV, while 

on the spin-up surface, it is 3.4 eV, illustrating a more substantial 

adsorption. These results confirm the selective behaviour of molecules on 

magnetized surfaces shown in Figure 7.3. We can see that magnetization 

may act as a kind of driving force and polarization force on molecules 

that gives rise to such reactions selectively.  

In conclusion, the analysis of Figures 7.3 and 7.4 reveals distinct 

behaviors of enantiomers of the chiral molecule Cysteine (CYS) on spin-

down and spin-up magnetized nickel (111) surfaces. The dependency of 

the chiral molecule's behavior on both the direction of magnetization and 

the molecule type (LCYS or DCYS) is evident. Notably, the bonding of 

molecules to the magnetized surfaces displays a clear correlation with the 

magnetization direction, influencing the orientation and chemical 

interactions of the adsorbed molecules. 

 

 

Figure 7.3. Two enantiomers of a chiral molecule (Cysteine) on a) 

spin-down and b) spin-up magnetized nickel (111) surface after 

relaxation by DFT calculations. 
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Figure 7.4. Binding energy of the two enantiomers of a chiral 

molecule (Cysteine) on (111) nickel surface magnetized in opposite 

directions 
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8. Conclusion 
 

Classical and quantum-based calculations were employed to understand 

the interactions between ZnO dominant low-index polar and nonpolar 

surfaces and two important biomolecules, BSA and thiorphan. The results 

of classical force field and quantum-based density functional tight binding 

(DFTB) calculations provided key details on ZnO-BSA and ZnO-

thiorphan interfaces at both atomic and electronic level.  

The ZnO-BSA interactions are substantially affected by the surface 

chemistry of ZnO surfaces. According to the total energy analysis, the 

BSA molecule on the (0001̅)  surface has the highest roughness and 

average height, hinting at a specific upright BSA arrangement. Binding 

energies reveal that the BSA molecule on (101̅0) surface has the most 

robust binding with atomic rearrangement and bonding between specific 

amino acids (AAs) and ZnO. Besides the structural properties, the ZnO 

interaction with these AAs also controls charge transfer and HOMO-

LUMO energy positions in the BSA-ZnO complexes. These results are in 

a good agreement with the AFM morphology measurements and 

nanoshaving experiments performed with BSA layers adsorbed on various 

ZnO surfaces.  

In terms of thiorphan, even though the covalent bonding of 

individual thiorphan molecules to all ZnO facets, except O-faced ZnO, 

was observed in DFTB simulations, MD simulations by using CO dipole 

arrays to mimic ZnO surface polarity, show that the ZnO surface polarity 

has the role key in the interactions rather than surface chemistry. On the 

C-top dipole array (mimicking Zn-faced surface), the coverage of 

thiorphan molecules is low, while around half of the molecules are placed 

single and scattered. On the O-top dipole array (mimicking the O-faced 

surface), many thiorphan molecules (placed in a larger distance range of 

0–3.08 nm from the surface) tend to adsorb in large aggregates on the 

surface. On the horizontally oriented array, a lot of thiorphan molecules 

(placed in a distance range of 0 – 2.65 nm) were adsorbed, but individually 

or in small aggregates. These polarity-dependent results were 

corroborated also experimentally by AFM, showing small nanodots, large 
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nanodots, and nanoislands on Zn-faced, O-faced, and ZnO nonpolar 

surfaces, respectively. 

These models, simulation methodology, obtained knowledge and 

expertise enabled us to initiate the study of the interactions of magnetic 

surfaces with chiral molecules as a current research hot topic. Our 

calculations revealed an intriguing dependence of these interactions on the 

enantiomer type and surface magnetization orientation. This dependency 

can be seen in both the properties of chemical bonds and the binding 

energies of the molecules on the surfaces. For instance, it was shown that 

the D-enantiomer of Cysteine has stronger interactions with spin-up 

magnetized nickel surface while on the spin-down magnetized surface, 

the L-enantiomer is the molecule with stronger binding and interactions. 

These preliminary results open interesting prospects for further studies 

and applications.  

Regarding the prospects of this study, our investigation focused on 

understanding the interactions between ideal ZnO surfaces and 

biomolecules. While one chapter explored the non-idealities in the ZnO 

lattice and their impact on electronic and optical characteristics, the 

examination of how these non-idealities influence the interactions of ZnO 

with biomolecules was not explicitly addressed. This represents an 

intriguing direction for potential research as exploring the effects of non-

idealities on ZnO-biomolecule interfaces could yield more realistic 

outcomes and interesting applications. 

Considering the significance of these non-idealities in the ZnO 

lattice, further research in this direction has the potential to provide a more 

comprehensive understanding of the dynamics involved in ZnO-

biomolecule interactions. This exploration could not only refine 

theoretical models but also offer practical insights for applications in 

biomedicine and related fields where the interactions between ZnO and 

biomolecules are of critical importance.  

Furthermore, our preliminary theoretical examination revealed that 

these interactions depend also on the magnetization direction of the 

surface. Due to time constraints and the alignment with MPI interests, our 

study commenced with a nickel surface as the initial model system. 

Unfortunately, we there was not enough time to extend the investigation 

to a ZnO surface, even though it is known to also possess magnetic 

dipoles. Considering the magnetic properties of ZnO is thus a promising 

path for future research and exploring the interactions between ZnO 

magnetic dipoles and chiral molecules could open up a new dimension of 

the research in terms of both fundamental knowledge and novel 

applications. 
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APPENDIX 

A. Atomic force microscopy and 

further computational data 

 

Figure A1. Absorptance of the undoped ZnO a) and ZnO:Er(1%) b) NRA, 

as grown and annealed in air at the temperatures indicated in the legends. 

A1,2 and FE stress specific bands. 

Table A1. RMS roughness, thickness, and force threshold for BSA layers 

deposited on ZnO surfaces obtained from AFM measurements. RMS 

roughness of BSA molecule, averaged height of BSA molecule, and 

averaged binding energy for five amino acids from calculations. 

Sample 

RMS 

roughness 

(Å) 

Thickness 

of BSA 

(Å) 

Force 

threshold 

(nN) 

RMS 

roughnes

s in FF 

(Å) 

Average 

height of 

in FF (Å) 

Averae 

binding 

energy 

(eV) 

polar Zn-face 

(0001) 
5.5 ± 1.5 20.5 ± 2.2 40 ± 5 15.4   45.7 -1.86 

polar O-face 

(0001̅) 
14.6 ± 2.5 27.0 ± 1.3 60 ± 5 26.4 103.0 -0.05 

non-polar (101̅0) 8.4 ± 2.1 18.9 ± 2.2 80 ± 10 20.4   53.3 -2.86 

non-polar (112̅0) 19.1 ± 4.2 15.4 ± 3.7 10 ± 5 20.1   52.9 -1.70 
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Figure A2. AFM Topography measurement of clean ZnO samples and 

BSA layers deposited on corresponding a) (0001), b) (0001̅), c) (101̅0) 

and d) (112̅0) ZnO surfaces. 

 

Figure A3. AFM nanoshaving experiments performed on BSA layers 

deposited on ZnO samples to measure the threshold of BSA layer removal 

from (a) (0001), (b)  (0001̅), (c) (101̅0) and (d) (112̅0) ZnO surfaces. 



91 

 

 

Figure A4. Magnified images of BSA-ZnO interaction sites for different 

orientations of BSA over (101̅0), (112̅0), and (0001) ZnO planes. The 

structures are results of force field simulations. Yellow frames denote the 

configurations in which chemical bonding happens in the calculations. 

Note, the O-faced surface repelled the BSA in all orientations, so no 

interactions observed in force field calculations. 
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Figure A5. All configurations of chemisorption of amino acids on ZnO 

surfaces and their HOMO-LUMO distributions. 
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Figure A6. a) Overview AFM morphology of thiorphan self-assembled 

layers after 10 min adsorption in ethanol on different ZnO facets. (a,inset) 

Chemical structure of thiorphan molecule and dipole moment of 

individual thiorphan molecule. b) Overview AFM morphology of 

thiorphan selfassembled layers after 48 h adsorption in ethanol on 

different ZnO facets. c) Detailed AFM morphology of thiorphan self-

assembled layers after 48h adsorption on different ZnO facets. d) 

Schematic model of thiorphan self-assembled layers, surface dipole 

orientation with electric field. Stronger electric field is shown with darker 

arrows. 
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Figure A7. Final stages of adsorption process on C-top, O-top, and 

horizontally oriented C=O dipole array in a) ethanol, b) water, and c) 

chloroform respectively. 
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Figure A8. PFQNM AFM morphology after nanoshaving experiments for 

thiorphan adsorption a-d) after 10 min and e-h) after 48 h adsorption on 

different ZnO facets. Contact mode nanoshaving experiments were 

performed with stiff cantilever (Tap300, 40 N/m). First, 2×2 µm2 area 

was scanned in contact mode with high load force 2400 nN. Then, 

10×10 µm2 area was scanned in PFQNM mode to observed the result on 

contact mode nanoshaving. Note that during nanoshaving experiments the 

AFM cantilever was not able to penetrate some of thiorphan layers. 

 

 

Figure A9. Number size distribution measured by DLS method on 

thiorphan solution in ethanol (concentration = 1 mg/ml). The result 

shows presence of individual molecules only (peak maximum is at the size 

0.97 nm that is approximately equal to the size of one molecule) and 

absence of thiorphan aggregates in ethanol solution. 
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