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Abstract

The aim of this thesis is to develop a methodology to correctly re-
construct the source in the time domain using the computational time
reversal method. This capability would allow identification of existing
or forming flaws in the material by analyzing the reconstructed signals.
Localization of sources using refocusing of energy is a well-established
method, but reconstruction of these sources is still an unsolved prob-
lem. A dedicated explicit solver based on the finite element method
is developed to solve the elastic wave propagation in solid material.
The developed methodology is numerically tested and also verified us-
ing experimental data. It is proved that the reconstruction is feasible
and correct with a tuned model. Thanks to the presented research,
the practical deployment of the computational time reversal method is
more promising and it can be included in the concept of the so-called
digital twin. On the other hand, the method is very sensitive to the
input parameters and very computationally demanding, which are as-
pects that open up possibilities for further research.

Keywords: Time reversal, source reconstruction, finite element method

Abstrakt

Cilem préace je vyvinout metodologii pro vérohodnou rekonstrukci zdroje
v Casové oblasti za pouziti metody vypocetni casové reverzace. Tato
schopnost by pomoci analyzy rekonstruovanych signali umoznila iden-
tifikovat stavajici nebo vznikajici poruchy v materialu. Lokalizace zdroje
pomoci zpétného zaméreni energie je znamé metoda, ale rekonstrukce
casového pribéhu zdroje je stale otevieny problém. Pro feseni Sifeni
elastickych vIn byl vyvinut explicitni fesSi¢ zaloZzeny na metodé konec-
nych prvki. Vyvinuta metodologie byla otestovana numericky a veri-
fikovdna na experimentalnich datech. Bylo prokazano, zZe s naladénym
numerickym modelem je rekonstrukce zroje proveditelna a spravna.
Diky provedenému vyzkumu je praktické nasazeni metody casové rever-
zace perspektivnéjsi a metoda muze byt zahrnuta do konceptu zvaného
digitadlni dvojée. Metoda je vSak velmi citlivd na vstupni parametry a
narocnd na vypocet, coz otevird moznosti pro dalsi vyzkum.

Klicova slova: Casova reverzace, rekonstrukce zdroje, metoda konec-
nych prvki
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1 Introduction

With the advent of Industry 4.0, [21, 22], terms such as structural
health monitoring (SHM), [23, 24, 25], or digital twin, [26, 27], have
been more frequently cited. Knowing the structural changes in a con-
struction caused by emerging flaws is as attractive as knowing the end
of life of working equipment or consumables. This inevitably requires
real-time monitoring and evaluation of the recorded data. One possible
way to evaluate this is through a computational model - the digital twin.
The correct and robust localization of cracks and defects in bodies and
structures in energetics [28], civil engineering [29], or aerospace [30], is
still a hot topic despite the long history of this research. Moreover, this
knowledge and information about cracks are needed for practical ap-
plications to ensure safe operation in various industries, such as power
plants, aircraft, vehicles, satellites, and many others.

One method for locating flaws in structures is the time reversal (TR)
method. The TR method belongs to the family of inverse methods in
physics, [31], and is based on the properties of the Hamiltonian system
[32]. The TR method is a powerful tool that can be used in various
physical fields involving wave propagation. It uses the property of re-
versibility of wave propagation to focus the energy to the original source
location in space and time. When the original source is very local, this
procedure is called refocusing. Nowadays, the most important applic-
ations are in nondestructive testing (NDT), underwater acoustics [33,
34], biomedical ultrasound imaging [35], surgery and lithotripsy [36,
37], and last but not least, seismology [38]. In ultrasonic NDT, the TR
method can be used to detect defects in materials and cracks in bodies.

The computational TR method has been widely employed, e.g. to
localize scaterrers [39, 40, 41], to identify damage in a beam structure
[42], to reconstruct the shape of traction-free scaterrers [43], or to loc-
alize noise sources in a road vehicle [44]. Several works are dedicated
to investigate or improve the quality of reconstruction of the original
source [45, 46, 47]. While localization is a mastered process, reconstruc-
tion of the source in the time domain has not yet been fully managed
and a methodology to perform the TR in standard and widely used
numerical methods such as the finite element method (FEM) has not
been fully established. This work aims to improve the reconstruction of
the exciting signal in the time domain and to determine the proper pro-
cedure for deploying TR in practice, i.e., in commercial finite element
(FE) software.



2 State of the art

2.1 Time reversal method

In practice, the process of localization is accomplished in two steps.
The first step, based on forward propagation, is the measurement on
a real structure. In the second step, the measured signals are reversed
in time and transmitted to the computational model, where, based on
backpropagation, the energy is focused into the location of the original
source. The mentioned process is schematically shown in Figure 1.
Generally, one works only with partial information (incomplete data
from sensors), since it is not possible to record response signals in the
whole structure. There are two approaches to perform effective refo-
cusing using the TR method. The first is using a substantial number of
transducers in combination with a short recording time (and computa-
tion time), the second is the exact opposite — using only one or several
transducers combined with a long recording time. The second approach
exploits reflections at the structure boundaries, which compensate for
the lack of direct information and overall create a virtual time-reversal
mirror, see [48].

TIME HISTORY REAL PROBLEM/ SIMULATION/ RECONSTRUCTION
OF SOURCE EXPERIMENT COMPUTATION OF TIME HISTORY
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Figure 1: Application of TR method in NDT.



2.2 TR problem - definitions and governing equa-
tions

In this work, the classical theory of small deformations of elastic iso-
tropic media is used for the mathematical description of elastic wave
propagation in solids, which is applied to the frontal and reverse prob-
lem of TR. The definition of the problem was inspired by [49].

2.2.1 Definition of the frontal problem

The first step is to define the frontal problem with appropriate bound-
ary and initial conditions. An open bounded domain Q € R? with
smooth boundary 92 is considered. Moreover, the linear equations of
elastodynamics in the domain 2 and in time ¢t € [0, 7] are considered.
The governing equations of elastodynamics, see [50], are given by the
kinematic relation, the Hooke’s law, and the Cauchy’s equation without
volume force as

1
V-eo=pi, o=C:c¢, ezi(Vu—l—(Vu)T), 0<t<T, xeQ,
(1a)
with boundary conditions

Bu = 0 on 012,
(1b)

and with initial conditions

u(x,t =0)=u’(x), w(x,t=0)=v"(x) xcQ.

(1c)

In the aforesaid relations, the superimposed dots, [J, [J, denote the
derivatives with respect to time ¢t and the operator V = {3‘21 , 8%27 8%3},
o is the Cauchy stress tensor, € is the infinitesimal strain tensor, C' is
the elastic tensor, and p is the mass density. Furthermore, u(x,t) is the
displacement, 1t (x, t) is the velocity, and ii(x, t) is the acceleration. For
isotropic elastic medium, we consider the Hooke’s law as o0 = A tr(e)I+
2Ge, where A and G are Lamé’s constants.

Furthermore in (1b), B is a boundary operator on the displacement
field u(x,t) as the operator imposing boundary conditions on I' = 99).
Neumann boundary conditions as stress-free boundary conditions are
prescribed on I'y and Dirichlet boundary conditions are prescribed on
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Figure 2: Scheme of TR problem. ) is the the domain of in-
terest, s is the support of the original source, and Qy, is the area
of measurement.

I'p, where 'p UI'y =TI and I'p N I'y = 0. The initial conditions are
given by the displacement field u’(x) and the velocity field v°(x) at
initial time ¢ = 0 as in (1c). In future text, notations such as u(x,t),
u'(x), and u’ are equivalent.

The relations (1c) represent an initial condition and we assume that
u? and v° have a support in Qg C , which is only local, i.e., the region
Qg is much smaller than the whole domain €. In general, we obtain
the displacement field u(x,t) as a solution of the problem defined in
(1).

In this work, the frontal problem numerically simulates the real
measurement on a real structure, usually the time history of some dis-
placement or velocity components. Here, the experimental data are
replaced by the record of the response of the FE model. During the
frontal problem, we record the time history of the velocity @, (x,t)
as the response in domain ,, in time ¢ € [0,7]. From now on, this
response from the frontal problem will be referred to as ’experimental
data’. The scheme of the domain of interest for the frontal and reverse
problem is shown in Figure 2.

2.2.2 Definition of the reverse problem as a source identific-
ation problem

The problem of TR is considered as a passive detection of source in {2g
from the frontal problem in the domain €2 with some information about
the response in 2y,. It is assumed that the region (25 is not known and
we know the ’experimental data’ uy(x,t) or Uy, (x,t) in Q.

First, the "reverse time" 7 for the reverse problem has to be defined.



The reverse time 7 is defined by transformation in time as 7 =T — ¢.
This means that the time 7 is going backwards with respect to the time
t of the frontal problem. It is also necessary to define the "reversal field
variable” — the displacement of the reverse problem w(x,7), © € Q,
7 € [0,T]. The same geometry and material properties are retained
for the inverse problem as for the frontal problem. Also the boundary
conditions defined by the operator B should be the same. Under these
conditions, it is possible to satisfy the same wave speeds and bound-
ary conditions for reflection and transmitted wave propagation as for
the frontal problem. The boundary and initial conditions for the re-
versal displacement field w(x, ) are obtained from the measurement
data u,, and . Furthermore, the time history of the measurement
data u,, and ., in the domain ., must be taken into account as an
extra boundary condition in the domain Q,, i.e. w(x,7) = um(x,t)
and w(x,7) = —Upy(x,t), T € Q. In [49] it is mentioned that the
measured velocity v should be taken with the opposite sign because of
the time derivative with respect to time 7. The proof is found in the
definition of the time derivative 9/91 = —9/0¢, which comes from the
definition of the reversal time 7 = T' —t. In the following text, the bar,
0, is used to denote the reverse problem quantities.
The reverse problem then takes form

V.-og=pw, o=C:Eg¢, E:%(V'w—l—(Vw)T), 0<7<T, xeq,
(2a)
with boundary conditions
Bw = 0 on 01,
(2b)
and with initial conditions

w(z,0) =0, w(x,0)=0 xz¢€q,
(2¢)
and with kinematic conditions on §2,, for TR identification as follows

w(x,7) = un(x,t), w(e,7)=—tUn(x,t) xc Q.
(2d)

For details on the TR problem formulation, see the work of [39]. Pre-

scribing these kinematic conditions w(x,7) and w(x, ) on , into
the governing equations (2) provides the time reversal of the original
problem defined in Section 2.2.1.



3 Aim of the thesis

This work aims to improve the reconstruction of the exciting signal in
the time domain, meaning some present or forming flaw in the mater-
ial, and to determine the proper procedure for deployment of TR in
practice, i.e., in commercial FE software.

It is intended to achieve the stated aim through the following ob-
jectives:

1. Development of a numerical linear elastodynamic solver suitable
for time reversal application
Common commercial FE software does not provide full control
over analysis settings. For this reason, own linear elastodynamic
solver will be developed to control the entire process. It will merge
the desired FEM procedures with non-standard time-varying bound-
ary conditions and automate the TR process.

2. Development of a suitable methodology for FEM based TR (cor-
rect reconstruction of the source signal)
Several works are dedicated to investigating or improving the
quality of the reconstruction of the original source, but a method-
ology for performing TR in standard and widely used numerical
methods such as FEM has not yet been fully established. The
most important step in using TR in practice is the correctness
of the reconstruction of the original source, and such a methodo-
logy will be developed. To evaluate the methodology, several cost
functions will be defined.

3. Sensitivity analysis of computational TR process

The effect of changing the input parameters between the direct
and inverse tasks, such as temperature, time step size, mesh size,
number of signals used, domain shape (domain with a hole), and
environmental disturbance (background noise) on the reconstruc-
tion of the original pulse will be investigated. In each study, only
one parameter will be changed and the result will be compared
to the reference one.

4. Reconstruction of a real source using experimental data
The aim of this work is to improve the quality of the reconstruc-
tion of the original pulse, and therefore it will culminate in the
use of the experimental data. The sensitivity to the number of
used loading signals and their position will be further analyzed.



4 Results of the PhD research

4.1 TR-FEM solver

Taking into account the necessity of combining specific procedures to
solve the chosen problem, a dynamic solver was developed in MATLAB
software. In this work, the solver is called TR-FEM. Its capabilities are
stated below and the description of the numerical procedures is covered
in the theoretical part of the Thesis.

e Linear elastodynamics — 2D + 3D
— for 2D, plane strain, plane stress, and axial symmetry are pos-
sible

o Explicit time integration
— leapfrog form of the central difference method
— the time integration also includes At estimations
— accurate computation according to the formula At =
is possible

2

Wmax

e Full and reduced integration
— first and second order serendipity quadrilateral and hexagonal
elements are implemented

e Hourglass control
— in the form of an additional stiffness matrix

e Mass matrix lumping
— row-sum, and HRZ algorithm

e Non-standard time-varying boundary conditions — needed for com-
parison with the paper in which the inspiration was found

¢ Rigid body modes filtering
— for free-floating bodies

e Others: Newmark method, periodic boundary conditions (node2node),
contact



4.2 Numerical simulation of the reverse problem

Tt is assumed that only the normal component of the velocities v, (@, t)
at the boundary 09, is recorded as the response of the frontal problem.
This simulates recording the response in terms of normal velocities at
0Qm by piezo-sensor or other measurement techniques. Then, w, (x, 7)
is computed via (2d). This process is called time reversal of signal. In
this way the ’experimental data’ for the TR task defined in (2d) are
generated by the numerical model. Then, the boundary conditions
must be applied in a suitable form to the reverse problem. For the
application of the boundary conditions in €2, in the FE simulation,
two forms are considered, only on 0, as

Type I: loading by normal velocity components in the Dirichlet sense
wy (2, 7) €Iy, 0<7<T, (3a)

Type 1I: loading by normal stress components in the Neumann sense
oy (x,7) = op(x, 7)n = Awy, (2, 7) €00y, 0<7<T. (3b)

Here, n is the outward normal direction to the boundary 0Q,. A is
a constant with a suitable value depending on the material paramet-
ers. For this normal traction loading o, the external nodal force vector
is generated as foyxs. This process can be viewed as a transfer of the
Dirichlet boundary conditions of velocity w}, meaning to Neumann
boundary condition as normal stress o, in 0Qy,.

4.2.1 Loading and boundary conditions

To solve the system Mii(t) + Ku(t) = f(t), the suitable Dirichlet and
Neumann boundary and initial conditions for frontal and reverse prob-
lems should be included. In the finite element method, the kinematic
boundary conditions can be prescribed by given nodal displacements,
velocities or accelerations, for details see [51] or [52].

In the following algorithm, (4a)—(4e), the prescribed quantities in
CD schemes are meant to be prescribed only at some nodes. This effect
is not additionally emphasized in the symbols used for better readab-
ility. Also, the asterisk in the lower index, [J,, denotes the prescribed
value in the corresponding time, and the symbol := denotes the assign-
ment of the prescribed value.



Application of ’loading’ Type I - red color

The CD scheme was modified in order to include the measurement
data in the form of normal velocities Wyormal as Type L. In the following
algorithm the desired values of velocity, marked in red, at the boundary
Oy, are prescribed as .

Application of ’loading’ Type II - blue color

In Type II, loading in the form of a prescribed external nodal force
foxt,«, marked in blue, is assumed at 9, due to a normal traction
loading with the given time history.

u (t+ 4t = ua(t) + i) 4t (4a)
apply prescribed nodal velocity as
u(t+ 4L) = w.(t + 4L) at 0y

u(t+At) =u(t) +ua(t+ 5t) At (4b)
apply prescribed nodal force as

vt (t + A1) = Fore (t + At) + Fore o (£ + At) at O,

r(t + At) = fo(t + At) — Ku(t + At) (4c)
it + At) = M~ 'r(t + A?) (4d)
u(t+At)=u(t+ 4L +ut+ A5t (4e)

apply prescribed nodal velocity as
u(t + At) := 0. (t + At) at 0Qy,

Remark: If the prescribed velocity is updated with the desired value

asin [39], i.e. u' := u'+u!, with a scaling parameter C, while the choice

of C is subjected to preservation of the linear momentum balance, then

for one node as a mass point with the mass m the relation obtained is
At

ats =atrcoaltT. (5)

Then the impulse-momentum theorem is used

t+At
n:/ £.(1)dt = p(t+ Af) — p(t) = Ap = mAa  (6)

where If is the impulse of the force and p is the linear momentum
defined as p = mu. Respecting using half-steps for prescription of the



velocity, the relation derived is

At
?*ETI’L'AI.I*%, (7)

where m is nodal mass, Au, e is the change of the nodal velocity

between times ¢ and ¢ 4 % from the equation (5), and f. is the act-
ing equivalent nodal force. Hence, coefficient C = ZAT. It is apparent
that with this way of prescription of the nodal velocity with updating

u! ;= ul + Cul the same result is obtained, with numerical accuracy,

as with the loading by the corresponding nodal force f, and no further
scaling of the recorded signals is necessary.

4.2.2 Problem definition

For all the following numerical experiments in this section (Section
4.2), a two-dimensional square domain under plane stress condition
with stress-free boundary is considered, see its dimensions in Figure 3a
[1]. In this figure, the A and B regions mark the position of application
of the original source and the position where the response is recorded,
respectively. The locations of these regions were chosen arbitrarily, but
B should belong to the boundary. In .4, 3 x 3 nodes are prescribed
the loading, while in B, the number of nodes varies and is specified
in each task description. The length of the element edge is 0.4 mm,
thus the FE mesh consists of 62,500 bilinear four-noded elements. The
mesh was defined with respect to the maximum frequency contained
in the loading signal and the dispersion behavior of the finite element
method, see [53, 54], or [4, 7, 8].

A linear homogeneous isotropic material is assumed with Young’s
modulus E = 2 - 10! Pa, Poisson’s ratio v = 0.3, and mass dens-
ity p = 7,850 kg-m~3, with neither material nor numerical damp-
ing. The longitudinal wave speed for plane stress problem is given

as ¢, = ,/ﬁ = 5,291.3 m-s~'. Time step size At is set to
4.009 - 1078 s resulting in the Courant number Co = 0.75.

For loading function fext(t) = AgR(t) in the region A, where Ay is
the amplitude of loading, the Ricker pulse is used, [55], which is given
by a parametric formula with parameter p as

Voo ((5)2 _ 1) ce(-05(2)7)

R(p) = — N ,

(8)

10
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Figure 3: Problem definition for reconstruction test.

where o = 16-At and p = (—93,93)- At, the transformation between
parameter p and time ¢ is ¢t = p + 93 - At, and T is then 7.49683 s,
see Figure 3b. Amplitude Ap = 1 in all numerical experiments.

The Ricker pulse was chosen for the reason that this pulse is sym-
metrical and also the areas above and below the horizontal zero line are
the same. This means that the total impulse of the pulse is equal to
zero. This implies that loading with a Ricker pulse does not accelerate
a free body and all kinematic quantities have a meaningful value.

4.2.3 Reconstruction test and proposed methodology

This test is performed to analyze the effect of different types of bound-
ary conditions on the accuracy of the reconstruction of the original
source. With these findings, it was possible to propose a flowchart for
the implementation of the appropriate scheme with the application of
TR boundary conditions for accurate reconstruction in TR tasks.

Numerical response to loading TYPE II in frontal task

First, the response to nodal force loading (TYPE II) in the frontal
task was investigated to gain a better understanding of an optimal
application of boundary conditions in the TR problem. The nodal
force loading is applied to nodes in the region A in the y-direction

11



with the time function of the Ricker pulse. The kinematic quantities,
namely the y-component of displacement, velocity and acceleration in
the central node of A are recorded, see Figure 4 [1]. The result shows
that the time history of the displacement in A corresponds to the time
function of the loading nodal force. This means that the time function
of the nodal force loading must be an integral of the desired nodal
velocity in order to force the desired motion in terms of velocity. The
following numerical test shows the verification of this idea for a correct
time reversal.

1 Force 3 x10-7 Displacement
2
05
z B
%d 0 S0
-1
-0.5 -2
0 2 4 6 8 0 2 4 6 8
Time [s] x1076 Time [s] x107°
Velocity x 108 Acceleration
0.5 1
7 0
A o A
= >
Hey T
-0.5 -2
0 2 4 6 8 0 2 4 6 8
Time [s] %1076 Time [s] x107°

Figure 4: Output quantities in the y-direction at the middle point
of loading by nodal force. The time function of nodal force (top-
left) was applied as a load [1].

Numerical verification of proposed procedure

Now, a sequence of time integration of the original loading pulse (the
Ricker pulse) and time integration of a velocity signal recorded in the
region A is examined.
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The computations are marked as Int — Int, Int — Orig, Orig — Int,
and Orig — Orig, where the first key means the loading time function
in the region A for the forward task, and the second key means the
loading time function in the region B for the reverse task after reversing
the responding signal in time. The key Int denotes the time integra-
tion of the pulse and Orig denotes the pulse without modification, i.e.,
without time integration. For example, the combination Int — Orig
means, that the time function in the region .A is integrated in time
and the time function recorded in the region B is not integrated with
respect to time and only reversed in time. Then it is applied as loading
into the reverse task. For the numerical time integration of the signal,
the trapezoidal rule is employed with the time step size as for the FE
computation. Four combinations of keys occur (Int — Int, Int — Orig,
Orig — Int, Orig — Orig) and this results in four reconstructed sig-
nals.

In general, the amplitudes of loading in the regions A and B must
be chosen with respect to the accuracy of computation, the scale of the
problem, and the material properties of the domain of interest.

1 Int-Int 1 Int-Orig / Orig-Int 08 Orig-Orig

Int-Orig .

Orig-Int 0.6

= = = 04
‘E ‘E w

= 0.5 = é 0.2
& & &

E g 2 0
E =] e
S = =

= = = -0.2
5 |5 4

E 0 ?’E g 04
2 g g
< c - =]

s z Z 06

-0.8

0.5 -1 -1

0 2 4 6 8 0 2 4 6 8 0 2 4 6 8
Time [s] X107 Time [s] %1070 Time [5] X107

Figure 5: Reconstructions of the original source for four differ-
ent combinations of modification of loading signals in frontal and
reverse problems, denoted as Int and Orig. The first indication
refers to frontal problem, the second one refers to reverse prob-
lem. The keys Int marks the time integration of the pulse and
Orig marks the pulse without modification, i.e. without time in-
tegration [1].
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The results normalized with respect to the maximum value are
shown in Figure 5 (red/orange lines) [1]. These plots summarize the
time histories of the y-component of the reconstructed velocity in the
region A are summarized for all combinations of both integrated and
non-integrated loading signals after the entire TR process. It is needed
to say that with respect to the linearity of the problem, combinations
Int — Orig, Orig — Int produce the same results. In all sub-figures the
corresponding (analytically calculated) time derivative of the loading
pulse is plotted as a black line.

In the left sub-figure, the black line corresponds to the Ricker pulse
as an original loading pulse, in the middle sub-figure, the black line cor-
responds to the first time derivative, and finally, in the right sub-figure,
the black line corresponds to the second time derivative. It is clear,
that the combination Int — Int produces the correct time history of
the original pulse of the nodal velocity. The combination Int — Orig/
Orig — Int gives the first time derivative of the original pulse, and the
combination Orig — Orig gives the second time derivative of the ori-
ginal pulse. This means, metaphorically, that during the numerical TR
process (forward and reverse tasks together) two time derivatives of the
original pulse are lost - each computation changes the time derivative
of the output signal with respect to the input signal. This phenomenon
can be explained by the impulse-momentum theorem (6), where there is
a relation between the time history of the applied force and the derived
velocity.

Based on the previous results, for the correct reconstruction of the
original pulse, one need to precede the time integration of the loading
pulse both before frontal and reverse task of the TR process. With this
knowledge the algorithm for computational TR is proposed, Alg. 1.
This algorithm, if all steps are followed, leads to a "topologically" cor-
rect reconstruction of the original source. On the left side of the al-
gorithm one can see the flowchart for the full computational approach
for TR computations with the generation of the ’experimental data’ on
the domain Qp, numerically. On the right side one can see the flow-
chart for the application of TR with real experimental data in terms of
measured velocities.
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FRONTAL PROBLEM

COMPUTATION

1. INTEGRATE LOADING SIGNAL

OF DESIRED VELOCITY
Integrate the loading signal e.g. by
trapezoidal rule.

EXPERIMENT

1. GET MEAUSERD SIGNAL
Get measured signal of velocity from
measurement area. This signal can be
edited using standard procedures by e.g.

frequency filter.
2. PRESCRIBE LOADING AS
NODAL FORCE
Obtained time history of nodal velocity
corresponds to the first derivative of time
history of nodal force loading.

OR

3. PERFORM COMPUTATION
Output from frontal problem is a time
history of nodal velocity from

measurement area.
: REVERSE PROBLEM :

BOTH FROM COMPUTATION OR EXPERIMENT

4. MULTIPLY OUTPUT SIGNAL BY -1
Multiply the output signal of velocity by -1. This operation is given by
TR principle, see e.g. [39].

5. INTEGRATE SIGNAL
Integrate time history of velocity, same as in step 1.

6. REVERSE SIGNAL IN TIME
Reverse the output signal to create a loading signal.

7. USE SIGNAL AS LOADING BY NODAL FORCE
Same as in step 2, obtained time history of nodal velocity corresponds
to the first derivative of time history of nodal force loading.

8. PERFORM COMPUTATION
Compute the reverse problem.

9. REVERSE OUTPUT SIGNAL IN TIME
Take time history of nodal velocity from the original source location
and reverse it in time to compare with the loading pulse (of desired
nodal velocity).

Algorithm 1: Proposed algorithm for practical use of time re-
versal method. On the left is the computational/computational
approach, and on the right is the experimental/computational ap-
proach.
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4.2.4 Key verification of the proposed methodology

In this series of numerical experiments, two types of loading for ap-
plication in TR tasks are compared — TYPE I (nodal velocity) and
TYPE II (nodal force). This compares two approaches how to solve
the problem with standard methods in commercial FE software. The
effect of the size of the domain €2,,, on the quality of the reconstruction
is also examined in a form of different numbers of active nodes in the re-
verse task, to which the nodal information is prescribed. Five different
numbers of loaded nodes are assumed — one node, five nodes and el-
even nodes with separate signals, and the same numbers with averaged
signals. The computations were performed for time 7" = 0.00400900 s,
which corresponds to approximately 212 reflections of the longitudinal
wave between opposite edges.

The time histories of the normalized velocity after TR computation
of the both types of loading are shown in Figure 6 [1] (loading by nodal
velocity) and Figure 7 [1] (loading by nodal force). Each reconstructed
signal is normalized so that the maximum value is equal to 1, assuming
a linear system that can be scaled arbitrarily. Then the signals are
reversed in time, although this is not necessary due to the symmetry
of the loading signal. This normalization of the signals allows at least
some qualitative comparison of the reconstruction.

There is also an influence of the number of active nodes on the
quality of the reconstruction. From the physical point of view, when
the prescribed signal is applied as the nodal velocity, the boundary is
moved in a rigid way and this boundary reflects the propagating waves
as rigid boundary, which has opposite an effect on the reflection of
stresses than the stress-free boundary conditions, see e.g. the book of
Achenbach on wave propagation in solids, [56]. Therefore, the TYPE
IT leads to more stable results of the reconstruction, see Figure 7 [1].
With larger number of active nodes for the application of boundary
conditions, this effect is even amplified.

For the loading TYPE I, one can see a different arrival time of the
maximum peak, depending on the number of active nodes in the reverse
task and averaging of the reversed quantities. On the contrary, the
results for the loading TYPE II show a stable character and deviation
of the signal is relatively small. This means that the loading TYPE II
is preferred for a correct reconstruction of the original signal.
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Figure 6: Reconstructed pulse for loading TYPE I [1].
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Figure 7: Reconstructed pulse for loading TYPE II [1].
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4.3 TR with experimental data

This section presents the not yet published results of using real experi-
mental data to reconstruct the original source in the time domain using
the proposed methodology. The paper is in preparation.

In this section, the experimental data from the paper [2] were used
for reconstruction of the original source. In the mentioned paper, we
worked only with three measured signals at points A, B, and C, but
in fact 195 signals were recorded. These responding signals were used
for the reconstruction of the original loading signal. In accordance with
the proposed procedure, see Algorithm 1, the recorded signals of normal
velocity were time-reversed and integrated and used as a pressure load
in the reverse task.

A thin aluminum plate was loaded by a piezoelectric transducer at
the center of the bottom edge. The dimensions of the plate were 399 x
50 x 1.35 mm and the material properties were F = 72 GPa, v = 0.333,
p = 2770 kg'm 3. The FE mesh consisted of 1596 x 200 = 319200 4-
noded quadrilateral elements, the length of the element edge was 0.25
mm, At was 4.5 -1078 5. The response in terms of normal velocity was
recorded at the top edge in 195 points with a spatial step of 1 mm,
symmetrically distributed with respect to the central point, which was
exactly opposite to the transducer. See the scheme in Figure 8.

< 399 >
RECORDED OUTPUT T
50
y PIEZO TRANSDUCER i
x U

Figure 8: Scheme of experimental measurement.

The loading corresponded to a smooth pulse of duration ¢y with
amplitude oy changing according to a cosine train 333 kHz with 0.25
cosine window, sampled at 20 MHz. The shape of the loading is given
in Figure 9. The response was recorded one after another in all 195
points with the vibrometer. For a more detailed description of the
experimental setup, see [2]. See the x-t plot of the recorded normal
velocity for the first 1000 time steps in Figure 10.
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Figure 10: X-t plot of measured normal velocities.

Unlike purely numerical experiments, such as in Section 4.2, where
the time history of the velocity in the loaded area is known and the
reconstruction can be directly compared and assessed using, e.g., the
proposed cost functions, in a real experiment the velocity excited by
the transducer cannot be recorded, so the reference signal does not
exist. Therefore, the real velocity pulse recorded at the center of the
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transducer was used as the reference signal for comparison with the
reconstruction. Because of the uncertainties with exact start of the
loading and with the exact shape of the loading signal, it was not
straightforward how to assess the quality of the reconstruction, and
the result is assessed only visually.

151
Real loading pulse - measured velocity on transducer
Reconstruction from experimental data - all signals used
1 |-
@
£
> 0.5
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E Of
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Figure 11: Result of TR.

The reconstructed signal in Figure 11 was "positioned" to match
the reference signal by shifting it in both the x and y directions. The
criterion for the y-shift was purely visual and the criterion for the x-
shift (time) was the value of the cross-correlation of both signals. The
magnitude of the reconstructed signal was also arbitrarily updated. The
positioning of the reconstructed signal is possible due to the linearity
of the problem. The same post-processing of the reconstruction will
be necessary in any kind of real employment of TR for the lack of
knowledge of the source signal. The results prove that the proposed
methodology works well and provides a correct reconstruction of the
source in the time domain.

20



5 Discussion

In this thesis, the use of the computational time reversal method for
reconstruction of the original source was investigated. In order to be
able to analyze such a problem and have a full control over the analysis,
an explicit solver called TR-FEM was developed. TR-FEM com-
bines the desired numerical procedures with non-standard time-varying
boundary conditions and automates the TR process.

The numerical solution of direct wave propagation in a homogeneous
body was tested and compared with the experiment and the analytical
solution, which, among other things, served as a verification of the
code. Up to a certain time, a good agreement of all methods was
achieved. Similarly, the solutions with the analytical approach, the
finite element method, and the finite volume method of direct wave
propagation in a heterogeneous body were compared.

Afterwards, a detailed analysis of prescribing various time-varying
boundary conditions was performed. First, the initial wave field was
reconstructed, then a loading pulse was used. Based on this analysis
was developed a procedure of how to prescribe loading signal to keep
the correct time history of all kinematic quantities. For evaluation of
quality of the original source reconstruction the proposed cost functions
were used.

For verification of the developed methodology, the real experimental
data were used in a numerical model for reconstruction of the real
source. The model was loaded with recorded signals from different po-
sitions and the reconstructions were compared. The developed meth-
odology proved to be successful and thus allows the original source
to be reconstructed in the time domain.

Further, other numerical tests were carried on to show what are the
possibilities and limitations of the method. Namely influence of change
of temperature on quality of reconstruction, localization of source using
cross-correlation of two recorded signals, and localization of emerging
and propagating crack modeled by disconnected nodes.

This work adds another piece to the puzzle called the digital twin.
The whole concept of the digital twin can only be fully effective if it
provides complete information and the nature of the excitation source
is as important as its localization.

As the analysis of the influence of temperature implies, the quality
of the reconstruction is highly sensitive to the input parameters. The
success of using this method depends on the precise tuning of the ma-
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terial properties of the tested body. In practice, it would be necessary
to first calibrate the model and transfer the material properties from
the real to the digital model with sufficient accuracy.

Recommendations for future research

In order to identify the type of flaw such as an emerging crack, an
impact, or a loose screw connection, it is necessary to know how such
a flaw behaves. In other words, what the derived source signal looks
like. As part of further research, it would be useful to create a data-
base of these signals in order to be able to evaluate the types of flaws.
Needless to say, the explicit computation is highly time demanding.
By definition, the time reversal method works with local sources and
such sources are linked with higher frequencies. Future research could
investigate applying some model order reduction procedure.

6 Conclusions

This research was conducted to improve the quality of the reconstruc-
tion of the original source using the computatinal time reversal method.
A procedure for correctly prescribing the loading signal was developed
and verified on experimental data, and several numerical tests were per-
formed as a benchmark. The objectives of the dissertation were
met. It can be concluded that with a sufficient amount of information
loaded (temporal and spatial) it is possible to reconstruct the original
source in the time domain correctly. Therefore, the use of the compu-
tational time reversal method in practice is feasable if the parameters
of the computational model are sufficiently calibrated.
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