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Abstract
The main scope of this habilitation thesis is radio resource management for mobile networks

adopting relaying paradigm. The relaying is able to significantly enhance the performance of
mobile networks in terms of sum capacity and/or energy consumption. The main focus of the
thesis is on very challenging relaying scenarios with relaying users (based on device-to-device
communication) and relaying unmanned aerial vehicles. First, the thesis deal with efficient
allocation of resources to enable spectrum efficient relaying via user equipments. Then, the
problem on how to motivate users to relay data for other is also discussed. Next, the objective
is to optimize the relaying through unmanned aerial vehicles while considering their specifics.
Last, the thesis focuses on relevant use-cases where relaying can be of much benefit, if properly
optimized. The thesis is in a form of papers’ compilation.
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I. INTRODUCTION

The idea of relaying in the mobile networks has been conceived already during the develop-
ment of Worldwide Interoperability for Microwave Access (WiMAX), pushed by IEEE, and Long
Term Evolution-Advanced (LTE-A), promoted by 3rd Generation Partnership Project (3GPP)
towards 4G mobile networks [1]. The main perceived benefit of the relaying is a potential to
increase the network’s coverage and capacity, since the users with a low channel quality to a base
station (BS), or even out of its coverage, can attach to a close-by relay station (RS) that offers
significantly higher channel quality to the BS. The RSs are not connected to the operator’s core
network by expensive wired connections (as it is done in case of the BSs), but are wirelessly
attached to the BS.

In order to enable the operation of the RSs in WiMAX-based networks, 802.16j-2009 standard
was approved in 2009 [2]. The 802.16j-2009 standard distinguishes two types of RSs: transparent
and non-transparent. The transparent RSs are very simple relays transmitting neither control
nor management signaling. The non-transparent RSs, in contrast, are BS-like nodes handling
functionalities similar to the conventional BSs, including own control and management signaling.

The 3GPP followed the IEEE 802.16j-2009 and incorporated the RSs into Release 10 in 2011.
Analogously to 802.16j-2009 standard, both non-transparent (also known as Type I) and trans-
parent (Type II) RSs have been initially considered. Nevertheless, only the non-transparent RSs
are now fully standardized while the transparent RSs are still being problematic, because these
transmit no control information, such as synchronization or reference signals [3]. Consequently,
there is no easy way to manage efficiently users’ association or handover [4][5].

Depending on mobility, the RSs can be further classified as fixed, nomadic, or mobile. The
Fixed RSs are supposed to be located at the strategic locations, where the coverage of conven-
tional BSs is not sufficient and a deployment of entirely new BSs is uneconomical. Even if the
non-transparent RSs have BS-like functionalities, their deployment is still much cheaper than
the conventional BSs, as the non-transparent RSs do not require a wired connection either to the
operator’s core network or to other parts of the network infrastructure whatsoever. The second
type of RSs, the nomadic ones, are also fixed during their operation, but are deployed only
temporarily to boost the performance of the network during peak/busy hours (such as during
concerts, football matches, etc.). While Fixed and Nomadic RSs are immobile during their
operation, the last type of RSs (i.e., Mobile RSs) are assumed to move during their operation.
The Mobile RSs can be mounted on vehicles, such as buses or trams, thus improving quality of
service (QoS) of the users on board or in their close proximity. Besides, 3GPP has been studying
the possibility to deploy fully Mobile RSs at high speed trains [6][7].

Moreover, the mobile networks can also leverage on device-to-device (D2D) functionality of
a user equipment (UE), incorporated into 3GPP for the first time in scope of Release 12 in 2015,
allowing even the UEs to relay data for other UEs. This concept is often referred to as a D2D
relaying [1]. The D2D relaying can be exploited for the cases, where the Relay UE acts as a
go-between the cell-edge UE and the BSs in a form of a UE-to-Network relaying. Moreover,
in case the Relay UEs re-transmit data between two UEs (usually labeled as Source UE and
Destination UE, respectively), we speak about a relay-assisted D2D communication or about a
UE-to-UE relaying.

Besides, with the recent technological evolution of unmanned aerial vehicles (UAVs), an
interesting option to deal with a dynamicity of the mobile users is to exploit the UAVs acting as
the Flying RSs. Such Flying RSs are able to relay data between the mobile users and the fixed
BSs [67]. When compared to the Mobile RSs, the Flying RSs’ locations are fully adaptable in
3D space in order to manage fluidity of users’ needs and their requirements, as considered in
many recent papers [10].

The most interesting relaying options, albeit also the most challenging ones, are relaying via
Relay UEs and/or Flying RSs. In particular, the D2D relaying has two key advantages: i) the



2

TABLE I: The relative qualitative comparison of individual relaying concepts adopted by the
mobile networks [1].

Aspect/relay
type

Fixed/Nomadic
RSs

Mobile RSs Relay UEs (D2D relay-
ing)

Flying RSs

Deployment
cost for
operators

Very high Medium No or minimal cost High (due to potential
high OPEX wrt Mobile
RSs)

Number of po-
tential relays

Several RSs per
cell at most

Usually more than the
number of fixed RSs, but
still limited

Many as each UE in the
cell is a potential relay

Several Flying RSs per
cell at most

Ownership Mobile operators Mobile operators Mobile users Mobile operators
Location Fixed or nomadic Predetermined according

to vehicle/train sched-
uled trajectory

Changing with
current user’s location
disregarding needs of
other users

Highly adaptable de-
pending on users’ needs
and requirements

Requirements
imposed on
users exploiting
relays

No requirements No requirements Support D2D functionality
by the UE is required

No requirements

Security High High Low (depending on the
trustworthiness of relaying
users)

High

Necessity
to provide
incentive to
relay

No (RSs are
owned by the
operator)

No (RSs are owned by
the operator)

Yes (to motivate often
selfish users)

No (RSs are owned by
the operator)

D2D relaying introduces no (or very limited) deployment cost at the mobile operators’ side,
since the operators do not need to deploy any additional nodes (see Table I); and ii) there are
many UEs in the network making, theoretically, plenty of opportunities and options for selection
of a suitable Relay UE(s). Similarly, the most notable merit of the Flying RSs is that their are
highly adaptable and, thus, can cope with very diverse users requirements and their moving
patterns.

The comparison given Table I, we observe that both the D2D relaying and relaying via
Flying RSs are very intriguing from the operators’ point of view to enhance the performance
of the mobile networks for wide range of scenarios. To fully unlock all the benefits of the D2D
relaying, following crucial aspects should be handled: (i) radio resource management (RRM),
including relay selection and radio resources/power allocation, (ii) interference management
between relaying D2D links and conventional cellular links, (iii) reduction of power/energy
consumption of the Relay UEs, (iv) mobility management, as the inherent characteristic of the
Relay UE is their mobility that is often very hard to predict, (v) security and trust issues, or
(vi) the motivation of usually selfish users to relay data for others. Of course, also a deployment
of the Flying RSs brings many challenges. Similar as in case of D2D relaying, challenges i) -
iii) needs to be addressed when deploying Flying RSs. Besides, the introduction of the Flying
RSs introduces additional challenges including, trajectory planning/positioning of the Flying RSs
(usually in 3D space) and users’ association. Further, it has been demonstrated that the relaying
can improve various interesting mechanisms introduced into mobile networks, such as caching,
offloading to mobile/multi-access edge servers, and/or load balancing.

This habilitation thesis focuses on and addresses some of the key challenges in relaying
scenarios incorporating either Relay UEs or Flying RSs. In particular, the main scope of this
habilitation thesis can be divided into fourth main research areas:

i) Efficient resource allocation for D2D communication: Since D2D relaying, in principle, is
facilitated via D2D communication links, we first focus on the efficient resource allocation
for D2D communication that can be, then, exploited for allocation of resources for D2D
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relaying links.
ii) Radio resource management for D2D relaying: We aim to address critical issue of D2D

relaying related to the incentivization of UEs to be willing acting as the Relay UEs in
order to fully benefit from D2D relaying paradigm. Further, the benefits of D2D relaying
are extended also to users currently unable to initiate D2D relaying and, thus, to address
so called spacial unfairness.

iii) Backhaul-aware radio resource allocation for Flying RSs: The main objective of this part
is to optimize UEs’ association to the Flying RSs, power allocation, positioning of Flying
RSs, or efficient reuse, while considering realistic wireless backhaul.

iv) Multi-hop relaying for various use-cases: This part focuses on the optimization of multi-
hop relaying, including bandwidth allocation, power allocation, or allocation of time slots
duration at individual transmission hops. Further, the use of multi-hop relaying in case-
enabled mobile networks is also considered.

In the next sections, the general state-of-the-art in the individual above-listed research areas
are discussed and contributions of this habilitation thesis are explained in more detail. Notice that
habilitation thesis follows a format with high-level description of the contributions first while
the scientific papers are attached in the individual Appendixes at the end.

II. EFFICIENT RESOURCE ALLOCATION FOR D2D COMMUNICATION

The efficient resource allocation of D2D communication plays a key role in the incorporation
of D2D relaying concept into mobile networks. The reason is that any D2D relaying link, that
is the link between the UE and Relay UE, is in fact facilitated via a D2D link. In general, D2D
links can use the radio resources in two allocation modes: i) a shared mode and ii) a dedicated
mode (see more detail, e.g., in [11]). We discuss both in the following subsections.

A. Shared mode
In the shared mode, the D2D links are reusing the radio resources initially allocated to the

cellular UEs (see Fig. 1). Thus, the main challenge is to efficiently reuse limited radio resources
(e.g., in terms of radio channels or radio resource blocks), already exploited by conventional
cellular UEs communicating with the BS, by the D2D UEs that exchange data directly among
themselves within D2D pair, constituted from D2D transmitter and D2D receiver.

Fig. 1: Illustrative example of shared mode with one cellular UE and one D2D pair constituted
from DUE-transmitter (DUE-Tx) and DUE-receiver (Rx). The D2D pair is reusing the uplink
resources of the cellular UE resulting in interference from cellular UE to DUE-Rx and from
DUE-Tx to the BS.
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The reuse of a single channel by more than one D2D pair exploiting share mode is considered,
e.g., in [12]-[17]. The main objective of these papers is to maximize the capacity of the D2D
pairs while guaranteeing quality of service (QoS) to the cellular UEs. All these papers, however,
assume that each D2D pair can access at most one channel at a time. Although this assumption
notably simplifies the channel allocation problem, a capacity gain introduced by the channel
reuse is fairly limited. The use of more channels by single D2D pair is assumed in [18][19].
Still, in these papers, sharing of one channel by multiple D2D pairs is not possible due to
complexity of the resulting solution. The reusing each channel by multiple D2D pairs while
multiple channels can be exploited by each D2D pair is assumed in [20]. The authors propose
a non-cooperative selfish game for the D2D pairs reuse. However, the game does not converge
in realistic scenarios with present mutual interference among D2D pairs. Hence, the solution
is applicable only to scenarios with a very low number of the D2D pairs separated by large
distances from each other.

In order to ensure high spectral efficient resource allocation, the D2D pairs should be allowed
to reuse channels for multiple cellular UEs and, at the same time, each channel should be
allowed to be accessed by multiple D2D pairs. Of course, this efficient resource allocation is
quite challenging in terms of interference management as UEs using the same channels are
interfering to each other, which can degrade their performance significantly. To this end, a novel
two-phase channel allocation scheme has been devised. In the first phase, the initial phase, each
channel is allocated to one particular D2D pair by means of Hungarian algorithm. In the second
phase, the reuse phase, a low-complexity algorithm is proposed. In the reuse phase, the allocation
of multiple D2D pairs per each channel is managed according to both the channel quality of
each D2D link and interference among individual D2D pairs.

The proposed scheme and results are published in: P. Mach, Z. Becvar, and M. Najla, “Re-
source allocation for D2D communication with multiple D2D pairs reusing multiple channels,”
IEEE Wireless Communication Letters, vol. 8, no. 4, pp. 1008-1011, Aug. 2019. IF (JCR 2022) =
6.3. The full paper is attached in Appendix A.

B. Dedicated mode
While the previous section focuses on the problem of resource allocation in shared mode, this

one is addressing the resource allocation problem in a dedicated mode. In this mode, D2D pairs
are assumed to exploit resources not already assigned to the cellular UEs (see Fig. 2). Although,
the shared mode offers a higher spectral efficiency than the dedicated one, the higher efficiency
is usually at the cost of highly complex solutions for the resource allocation and management.
Moreover, the shared mode leads to a mutual interference among the cellular UEs and the D2D
users, as already explained in the previous chapter. This interference can be too high and can vary
frequently and significantly, especially in the case with huge density of the UEs. Consequently,
the reliability of the communication cannot be always guaranteed and overall quality of services
(QoS) can be impaired due to the interference in the shared mode [21].

Thus, the D2D UEs with strict requirements on QoS should prefer the dedicated mode, which
is suitable for the services that require highly reliable communication with a minimum risk of
an unexpected interference from the cellular UEs. Concrete and up-and-coming examples of
the use cases for the dedicated mode are the direct communication of vehicles or public safety
communication. Then, an ultra-reliable communication with a guaranteed minimum communi-
cation capacity should be ensured. In the shared mode, however, interference might lead to the
situations when such guarantee is simply not possible and the unreliability in the communication
can have grievous consequences. Hence, the dedicated resources are commonly considered for
the vehicular or public safety communications.
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Fig. 2: Illustrative example of dedicated mode with one cellular UE and two D2D pairs. The
D2D pairs are reusing the same uplink resources resulting in interference between them.

Similarly as in the previous section, the main objective to maximize the sum system capacity.
We assume that multiple D2D pairs can share the same resources to maximize the spectral
efficiency (as illustrated in Fig. 2), where both D2D pairs reuse the same channels). This is
accomplished by a game theoretic approach where individual D2D pairs are allowed to form
the coalitions, within which the radio resources are shared among all D2D pairs.

The initial results are published in conference paper: M. Najla, Z. Becvar and P. Mach, “Se-
quential Bargaining Game for Reuse of Radio Resources in D2D Communication in Dedicated
Modes,” IEEE Vehicular Technology Conference (IEEE VTC-Spring 2020), 2020. The paper
proposes a novel solution that enables the reuse of multiple D2D channels by multiple D2D
pairs in the dedicated mode to maximize the sum capacity of the D2D pairs. The proposed
solution exploits sequential bargaining games to define coalitions of the D2D pairs mutually
reusing multiple channels. Full conference paper is attached in Appendix B.

The extension work is further published in the following journal paper: M. Najla, Z. Becvar,
and P. Mach, “Reuse of Multiple Channels by Multiple D2D Pairs in Dedicated Mode: Game
Theoretic Approach,” IEEE Transactions on Wireless Communications, vol. 20, no. 7, pp. 4313-
4327, July 2021. IF (JCR 2022) = 10.4. The extension lies in the further optimization of
transmission power and bandwidth allocation. The full journal paper is attached in Appendix C.

III. RADIO RESOURCE MANAGEMENT FOR D2D RELAYING

While the previous part of the thesis addressed the problem of radio resource management
for general D2D links, this section is oriented on D2D relaying facilitated by above-mentioned
D2D links. In this regard, this section first focuses on incentive-based resource allocation for
D2D relaying, which is essential to motivate the users acting as Relay UEs in the first place.
In the sequel, we deal with a spatial unfairness and overloading problem by leveraging on D2D
relaying concept.

A. Incentives-based resource allocation for D2D relaying
The D2D relaying is considered to be beneficial in Urban scenario with many potential

obstacles in the communication path between the UEs and the BS. For example, the CUE1
and CUE2 in Fig. 3 are exploiting the relay UE (RUE) to overcome the signal attenuation due
to the building. The current state-of-the-art proved that D2D relaying is able to significantly
enhance the performance of mobile networks. For example, the objective in [22]-[25] is to
enhance the capacity of the cell-edge UEs (CUEs) while the authors in [26] minimize the
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Fig. 3: Illustrative example of Urban scenario where D2D relaying is of benefit. While the UE1
transmits data directly as a matching of UE1 with UE2 is not beneficial for both UEs the CUE1
and CUE2 selects to relay data via the RUE, thus creating D2D relaying group.

energy consumption of the CUEs. All these schemes, however, consider inactive Relay UEs,
whose energy consumption is always increased in the process. Thus, the Relay UE has no
tangible motivation to act as the relay due to the selfish nature of most of the users. This
observation gets even more aggravated if the energy spent for a reception of data by the Relay
UE from the CUEs, neglected in the above works, is also considered. The use of the active
Relay UEs instead of the inactive ones is assumed in [27], where the authors aim to minimize
the transmission energy of the Relay UEs and the CUEs via the Hungarian algorithm. However,
similar to [26], the reception energy for relaying is not considered, hence, even this solution
may increase the overall energy consumption of the RUEs.

Although [22]-[27] show a very promising gains introduced by the D2D relaying, none of
them targets a problem of motivating the UEs to act as relays and spend their own energy for
the relaying of data form other UEs. One way to motivate the UEs to perform the relaying is
considered in [28][29], where a token-based incentive mechanism is proposed. In this concept,
the UE that receives a help from any idle Relay UE pays with a token. The token can be used by
the Relay UE in the future when the RUE asks for the help itself. A similar approach to the one
with tokens is considered also in [30]-[32], where the authors suggest a virtual currency-based
incentive mechanism. The Relay UEs are rewarded with a virtual currency (or a credit) whenever
they act as the relays. The received currency is then used by the UEs to pay to other UEs for the
relaying services in the future. Other works motivate the users to act as the relays by means of
social-aware incentives. In [33], the authors explore a social relationship among the users and
assume that close friends are more likely to relay the data for each other. Along similar lines,
in [34], the authors propose contract theory-based incentives, where the users prefer to help
their friends rather than strangers. An incentive mechanism for the relaying considering also an
energy efficiency is proposed in [35], where the relays are rewarded with a longer transmission
time, thus, reducing their energy consumption.

Although all incentive-based works significantly contributes to the problem of the UEs’
motivation acting as the relay, they still have following drawbacks. The token- and currency-
based approaches [28]-[32] are plagued by two key shortcomings: i) it is hard to estimate if the
potential future gain (from earning a token or some currency) outweighs the immediate energy
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cost of the relaying; ii) unless radio channel characteristics and traffic demands are uniformly
distributed among all UEs over time, the token-based mechanisms can lead to deadlocks. The
main drawback of the social-aware incentive approaches [33][34] is: i) there may not be any
available friends in vicinity or ii) the exploitation of only the friends for relaying is usually far
from the optimal in terms of the communication capacity. Moreover, none of the above-mentioned
incentive-based approaches addresses the problem of an increased energy consumption of the
Relay UEs. Although [35] tackles the energy consumption, it neglects the additional energy
required for the data reception at the relay. However, the reception energy eventually increases
the overall energy consumption. Besides, the works trying to incentivize the Relay UEs restricts
the number of CUEs exploiting each Relay UE to one, thus, fairly limits a potential of the whole
D2D relaying concept. On top of that, these works either do not address a critical problem of
the relay selection ([30][32]) or no performance guarantees are given for the proposed relay
selection schemes ([28][29][31][33]-[35]).

Motivated by the drawbacks of the above-mentioned papers, a flexible incentive-based relaying
framework that guarantees immediate rewards for the Relay UE as well as for all CUEs exploiting
the Relay UE has been proposed. The reward is translated to capacity increase, energy decrease,
or combination of both. While the CUEs benefit due to a superior relaying channel quality, the
Relay UE profits, as it can exploit a part of the CUE(s) resources for its own transmission.

The initial work and results are published in conference paper: P. Mach, Z. Becvar and T.
Spyropoulos, “Incentive Mechanism and Relay Selection for D2D Relaying in Cellular Networks,
IEEE Global Communications Conference (IEEE Globecom 2019), 2019. The paper provides
initial theoretical analysis showing when and if the matching of one or more CUEs with the
Relay UE is beneficial in terms of the capacity, energy, or both. Besides, key contribution is a
low-complexity greedy algorithm that is able to select among the various (“win-win”) relaying
options, towards maximizing network-wide performance. Last, a prove that this algorithm has a
constant approximation ratio to the optimal performance, in theory, and almost always close-to-
optimal performance in practice, is provided. The paper is attached in Appendix D.

The work is further extended in journal paper: P. Mach, T. Spyropoulos and Z. Becvar,
“Incentive-based D2D Relaying in Cellular Networks, IEEE Transactions on Communications,
vol. 69, no. 3, 2021. IF (JCR 2022) = 8.3. The extensions include: i) the possibility to use one
Relay UE by multiple CUEs and ii) derivation of closed-form expressions for the allocation of
resources among the UEs in the relaying group to ensure a fairness among the CUEs and the
Relay UE in terms of absolute or relative gains. The paper is attached in Appendix E.

B. Coping with Spatial Unfairness/Overloading Problem via D2D Relaying
In the previous section, we have introduced incentive-based resource allocation framework

that provides the benefits, in terms of capacity increase and/or energy consumption decrease,
solely to the users directly involved in relaying, i.e., to the users assisted by the relaying users
and to the relaying users themselves. Still, there are users with a low channel quality to the
BS that, unfortunately, cannot enjoy the benefits of relaying simply because no suitable relay is
in their vicinity. Consequently, Quality of Service (QoS) requirements of these “unlucky” users
with low-quality channels to the BS cannot be met due to this spatial unfairness. Besides, the
existing incentive solutions are not able to alleviate an overloading problem, when the BS is not
able to admit any new users without violating QoS of the already admitted users.

In this section, the aim is to increase the number of users benefiting from D2D relaying,
primarily those users who are not satisfied with their QoS or cannot be admitted by the BS
due to its overloading. In this regard, the resource allocation framework, which builds upon the
existing incentive mechanisms but it enables to extend the benefits of D2D relaying also to the
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users not directly involved in relaying itself, is proposed. In particular, the following mechanisms
are incorporated in the proposed framework:

• reuse resources allocated to D2D links (i.e., links between the users) by the cellular links
• tax resources earned or saved by the users benefiting directly from relaying
• sell the earned (or saved) resource to other users to convert the relaying gain into monetary

gain, increased reputation, or to help others with strong mutual social relationship

The proposed framework is published in: P. Mach, Z. Becvar and T. Spyropoulos, “ Coping
with Spatial Unfairness and Overloading Problem in Mobile Networks via D2D Relaying, to
appear in IEEE Wireless Communications, vol. 31, no. 1, Feb. 2024. IF (JCR 2022) = 12.9. The
paper is attached in Appendix F.

IV. BACKHAUL-AWARE RADIO RESOURCE MANAGEMENT FOR FLYING RSS

As already discussed earlier, the mobile networks can also adopt Flying RSs providing a
feasible way to cope with the high density of users and dynamicity of the network [36]. The
Flying RS acts as a relay between a conventional terrestrial static BS and the UEs. In such a
scenario, the UEs receive/transmit data from/to the Flying RS over an access link and the Flying
RS, then, relays the UEs’ data to/from the SBS via a backhaul link, as illustrated in Fig. 4.

The maximization of the communication capacity by means of the Flying RS’s positioning
while considering the backhaul with a limited capacity is addressed in [37] and [38]. Nev-
ertheless, both [37] and [38] assume the backhaul with a predefined fixed capacity, which is
independent of the Flying RS’s position. Unfortunately, such an assumption is not realistic as the
capacity of the backhaul directly depends on an allocated bandwidth and the backhaul’s channel
quality. Hence, the backhaul capacity should naturally be a function of the Flying RS’s position.

The backhaul using out-band frequencies is considered in [39]-[42]. In general, the out-band
frequencies for the backhaul of the Flying RSs lead to less efficient exploitation of the spectrum
(lower spectrum reuse factor). Moreover, the out-band frequencies might not be under the direct
control of the mobile operators and it can be hard to guarantee a sufficient backhaul capacity.
Besides, both mmWaves and optical waves are highly susceptible to abrupt channel fluctuations.

The backhaul links facilitated by the in-band frequencies are assumed in [43]-[52]. For
example, the authors in [43] optimize the 3D trajectory and antenna pattern of a single Flying RS
moving between two points. Although the paper assumes the backhaul between the Flying RS
and the BS is limited, it does not optimize the backhaul capacity in any way. In [44], bandwidth
allocation, power allocation, and trajectory of the single Flying RS are optimized in order to
maximize the minimum capacity among all users to guarantee fairness. Similarly as in [43], the

Fig. 4: Illustrative example of mobile networks augmented by the Flying RSs.
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backhaul limitation is considered only as a constraint while no optimization with respect to the
access links is pursued in [44].

In [45], the authors focus on joint optimization of the Flying RS’s position and the bandwidth
allocation to the UEs. The authors assume the backhaul is implemented over the radio resources
not consumed by the UEs. Thus, the BS may have no resources available for the Flying RSs if the
network load is high and all resources are consumed by the UEs associated directly to the BS. The
paper [46] studies jointly the placement of Flying RSs, the users’ association, and the bandwidth
allocation. Although the backhaul link is considered to be limited, the backhaul capacity is only a
constraint and the authors do not optimize the access and backhaul links together. The paper [47]
proposes the positioning of a single Flying RS, the bandwidth allocation, and the transmission
power allocation for full duplex Flying RS exploiting non-orthogonal multiple access (NOMA).
Similarly as in [46], the main objective is to minimize the transmission power of the Flying RS
while guaranteeing the minimum capacity of the users.

In order to efficiently reuse radio resources at the backhaul and the access links of the Flying
RSs, an integrated access and backhaul (IAB) concept, proposed by 3GPP [48], is considered in
[49]-[52]. In [49], the main objective is to minimize the transmission power of the single Flying
RS while meeting the rate requirements of the UEs. The objective is achieved by a placement
of the Flying RS and an allocation of the transmission power at the backhaul and access links.
The Flying RSs placement, the UEs association, and the bandwidth allocation are proposed in
[50]. The paper, however, disregards the transmission power allocation, which is crucial in IAB,
where the access and backhaul links reuse the same resources. The main objective of [51][52]
is to manage the interference among the access and backhaul links by the association of the
UEs, the power control at the backhaul and access links, and the positioning of the Flying
RSs. Nevertheless, if the backhaul quality is below a threshold (defined by signal to noise plus
interference ratio, SINR), no transmission at the access link is allowed and the Flying RS is not
exploited at all.

None of the papers assuming the limited/constrained backhaul [37]-[52], however, guarantees
that the access and backhaul links are of an equal capacity. Thus, the resources either at the
access or backhaul links are not utilized efficiently. The goal to ensure the same capacity at
the access and backhaul links is considered in [53], where the authors maximize the capacity
of indoor users with poor channel conditions to the BSs. The UEs’ uplink transmission power
is optimally split between the transmissions to the BS and to the Flying RS in a way that one
part is used for the users’ transmission to the BS and the second part is used for the users’
transmission to the Flying RS.

To fill the gaps in the current state-of-the art, we have proposed a backhaul-aware framework
for the association of the UEs, the power allocation at the Flying RSs, the positioning of the
Flying RSs, and the reuse of the access links by multiple UEs with an overall objective to
maximize the sum capacity of the UEs.

The initial results are published in: P. Mach, Z. Becvar, and M. Najla, “Joint Association,
Transmission Power Allocation and Positioning of Flying Base Stations Considering Limited
Backhaul”, IEEE Vehicular Technology Conference (IEEE VTC-Fall 2020). In the conference
paper, a joint power-efficient association of the UEs and allocation of the transmission power
to these UEs at the Flying RS is proposed. Further, a closed-form expression for the optimal
transmission power allocation at the Flying RSs ensuring the same capacity at the backhaul
and access links is derived. Last, a low complexity re-positioning of the Flying RSs, which
have some remaining transmission power budget after the association to further boost the sum
capacity provided by these Flying RSs, is proposed. The paper is attached in Appendix G.

The initial work is extended in journal publication: P. Mach, Z. Becvar, and M. Najla, “Power
Allocation, Channel Reuse, and Positioning of Flying Base Stations with Realistic Backhaul,”
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IEEE Internet of Things Journal, vol. 9, no. 3, 2022. IF (JCR 2022) = 10.6. The main extension
is a scheme reusing the access links among the UEs by means of a coalition structure generation
to decrease the allocated transmission power at the Flying RSs. The reduced transmission power
facilitates either a further increase in the sum capacity of the UEs (via an additional re-positioning
of the Flying RSs) or a decrease in interference generated to the various underlying devices not
exploiting the Flying RSs. The problem of the coalition structure generation is solved optimally
by the dynamic programming and, subsequently, by a low complexity algorithm suitable for
practical applications. The journal paper can be found in Appendix H.

V. MULTI-HOP RELAYING FOR VARIOUS USE-CASES

This section first focuses on offloading of highly computationally demanding tasks to the
mobile/multi-access edge computing (MEC). In the sequel, the focus is reoriented to the caching
of popular contents.

A. Multi-hop Relaying with Mixed Half and Full Duplex Relays for Offloading to MEC
This section is oriented on very relevant research area dealing with the offloading of compu-

tationally demanding tasks to the edge servers, i.e., the paradigm known as mobile/multi-access
edge computing (MEC) [56]. This way, the energy consumption of the devices and computation
latency can be significantly minimized. To fully grab the potential of the relays, multi-hop
relaying for the offloading purposes should be utilized, as indicated in Fig. 5 where two relays are
exploited. Notice that, in general, we focus on a case where relay can be any energy-constrained
device, including D2D relay, UAV, etc.

The multi-hop relaying is addressed from a perspective of balancing the load among MEC
servers [69], minimizing the processing delay of the tasks offloaded from the vehicles to the
MEC servers [70]-[72] or to other computing vehicles [73][74], or to offload the tasks from
one UE to other neighboring computing UEs [75]. The primary objective of all existing studies
on the offloading with multi-hop relaying is to find a proper route between the offloading UE
and the MEC server or other computing UE. All works but [75] assume only less efficient
half-duplex (HD) mode adopted at each relay with the task subsequently offloaded over each
hop in individual time intervals, thus, increasing communication delay. The paper [75] considers
full-duplex (FD) mode, however, the paper fully disregards the problem of self-interference (SI)
with which the FD is inevitably plagued [66]. Moreover, none of the existing works optimize
multi-hop relaying in terms of radio resource management including i) allocation of time slots
at each hop, ii) allocation of transmission power of the offloading UE as well as relays, and iii)
allocation of bandwidth at each hop.

Fig. 5: Illustrative example multi-hop relaying system exploited for offloading of computing
tasks to MEC.
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Motivated by the above-mentioned gaps, our objective is to optimize radio resource man-
agement aspects of multi-hop relaying for the task offloading. Since the offloading UE and
relays are usually energy-constrained, such as smartphones, UAVs, or internet of things (IoT)
devices, we formulate the problem as the minimization of the sum energy consumed by the
energy-constrained UEs involved in the multi-hop relaying under the constraint on the maxi-
mum processing time of the computing tasks. First, we propose several unique relaying cases
combining HD and FD at each relay involved in multi-hop relaying. Note that existing works
always assume the same relaying mode at all relays. Second, we adapt the general problem for
each multi-hop relaying case and we prove its convexity so that we can solve it in an optimal way.
Finally, we demonstrate that the proposal increases the probability of the tasks being processed
within required time by up to 38% and, at the same time, decreases energy consumption by up
to 28% with respect to state-of-the-art works.

The work has been presented at the following conference: P. Mach, Z. Becvar, and M.
Nikooroo, “Multi-hop Relaying with Mixed Half and Full Duplex Relays for Offloading to MEC,”
in Proc. IEEE Global Communications Conference (Globecom), Kuala Lumpur, Malaysia, Dec.
2023. Available online: https://arxiv.org/abs/2401.06908. The conference paper can be found in
Appendix CH.

B. Cache-enabled networks enhanced by multi-hop relaying
The emerging 6G-based mobile networks will have to cope with unprecedented data transmis-

sions originated form plethora of communicating devices, such as smartphones, sensors, vehicles,
or any internet of things (IoT) devices. This will inevitably pose high requirements on provided
data rates over backhaul and experienced latencies. To alleviate backhaul load and to enable low
latencies, caching of popular content seems to be a very promising approach [76]. Obviously,
the popular content should be cached in proximity of a user equipment (UE), such as at a ground
BS.

To improve systems-wide performance, the UAVs can be exploited as caching servers as
well [77]. Such cache-enabled UAVs can store popular contents, thus reducing content delivery
duration and backhaul traffic load [78]. The UAV caching can be particularly beneficial during
peak hours to offload traffic of the GBSs or to mitigate severe shadowing in urban or mountainous
scenarios by leveraging their ability to establish line-of-sight (LoS) connections with ground
nodes. The mobile networks can also benefit from the device-to-device (D2D) functionality of
UE; to transmit data to other relaying UEs (RUEs) [79]. In such cached-enable, UAV-assisted,
and D2D-enabled networks, the main challenges are the selection of proper route over which
the content should be traversed in order to reach the UEs, power allocation, content placement,
or UAVs’ deployment.

The problem of route selection and power allocation in cache-enabled UAV-assisted D2D-
enabled cellular network is considered in many works targeting various objectives, including
optimization of minimum secrecy rate among requesting UEs [80], sum throughput [81], and
energy efficiency [82]. Whereas the afore-mentioned studies [80], [81] confine their scope to
direct communication, [82] enables two-hop communication using UAV-relaying. Still, as the
distance between the source and target nodes increases or the communication environment
deteriorates, direct communication or even two-hop communication with single UAV relay is
generally insufficient to reduce the content delivery duration [83]. For instance, in a densely
populated urban environment, wireless communication links are susceptible to blockage by tall
buildings. Consequently, the mitigation of such link blockage problems typically necessitates
the employment of multi-hop communication incorporating both UAV relays and the RUEs in
order to provide sufficient degrees of freedom.
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In addition, some studies propose different methods to minimize content delivery duration.
For example, in [84], a deep deterministic policy gradient-based caching placement strategy is
proposed. In [85], the UAV deployment and content placement are jointly studied. However, in
both [84] and [85], transmission nodes send contents sequentially rather than simultaneously.
Nevertheless, this approach does not minimize transmission duration, as the duration is not
linearly proportional to the allocated transmission power.

In our work, we aim to cover the gaps of the existing related works. To this end, we formulate
the problem as joint route selection and power allocation problem minimizing sum content
delivery duration. Unlike [80], [81], [82], where up to 2-hop communication is enabled, we
target multi-hop scenario (i.e., more than 2 hops). To the best of our knowledge, no multi-
hop transmission route selection for delivery of cached content has not been considered so
far. First, we propose the transmission power allocation managing the splitting of transmission
power budget by each transmitting node (i.e., the GBS, the UAV, or RUE) to each content
currently being sent. We guarantee the continuous utilization of the entire transmission power
by the transmitting nodes, resulting in a reduction in the overall transmission duration. Second,
we propose a low-complexity greedy algorithm that jointly considers the route selection while
exploiting proposed power allocation.

The work is going to be presented at: E. Gures and P. Mach, “Joint Route Selection and Power
Allocation in Multi-hop Cache-enabled Networks,” in Proc. IEEE Wireless Communications and
Networking Conference (WCNC), Dubai, United Arab Emirates, April. 2024. Available online:
https://arxiv.org/abs/2401.09060. The conference paper can be found in Appendix I.

VI. CONCLUSIONS AND FUTURE RESEARCH

This Habilitation thesis has been focused on the area of radio resource management for
relaying in future mobile networks, thus contributing in small part to the tremendous effort
of the researches around the globe to make 5G, and newly emerging 6G, mobile networks an
integral part of everyone’s life. Of course, the evolution of mobile networks is a never-ending
story as these have to cope still with unprecedented requirements on ultra-high data rates, ultra-
low latency, high energy and spectral efficiency, or very high mobility, etc. Just for an example,
6G mobile networks, on which the current research is focused on the most, are expected to:

• incorporate an advanced interference and radio resource management techniques to handle
further networks densification [54],

• use significantly broader bands by taping from terahertz and VLC frequencies that cope
with a very high path loss and subsequent very short communication distances [54],

• exploit AI- and ML-based techniques to manage and optimize highly complex 6G networks
[55].

In the light of foreseen requirements imposed on emerging 6G mobile networks, I would like
to contribute in the following areas:

i) Enhancements to D2D relaying: In order to ensure high spectral efficiency, as expected in
6G networks, it is worth to further dig deeper into the utilization of the shared mode utilized
by D2D relaying links, where the D2D relaying reuses resources already allocated to the
Cellular UEs. Besides, to bring the spectral efficiency to yet another level, it is necessary
to further explore the scenarios, where individual D2D relaying links reuse resources of
multiple cellular UEs, while multiple D2D relaying links can reuse the radio resources of
the same Cellular UE (e.g., the same channel, same set of resource blocks, etc.).

ii) Enhancements to incentive mechanisms: The alpha and omega of the whole D2D relaying
concept is to provide proper incentives to the relaying users. One of the critical point not
addressed properly thus far by the research works on incentives is the impact of users’
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mobility on the given incentive(s). Especially, in case of high mobility scenarios foreseen
in the future 6G networks, the incentivization of the relaying users may be often problematic
if the relaying itself is of benefit for only a limited amount of time. Then, the challenge is
to determine a cost paid by the users to the relaying user if the improvement in the capacity
is only temporary and not easily predictable.

iii) Joint optimization of D2D relaying and UAV relaying: There is a actually lot of effort
dedicated to an optimization of the UAV communication/relaying, where the Flying RSs
assist the cellular UEs to relay data from/to the BS. Nevertheless, there is so far no
synergy effect gained from the joint optimization of D2D relaying and the UAV relaying. In
particular, one of the crucial problem related to the UAV communication is the positioning of
Flying RSs with respect to users’ locations. Then, the D2D relay selection can be optimized
jointly with the Flying RSs positioning, where the UEs with unfavorable channel conditions
are helped by intermediate Relay UEs forwarding data to/from the Flying RS. As a result,
the Flying RSs positions do not have to be optimized with respect to weak users and, thus,
an overall performance can be improved.

iv) Multi-hop relaying for various use-cases: The optimization of relaying for the offloading
or caching can be done as long as devices in communication path are static and channel
quality during such offloading/caching can be assumed to be constant as well. Due to
inherent mobility of devices, however, optimal solutions are very hard to obtained. In this
regard, my intention is to address the offloading/caching via relaying in highly dynamic
scenario and find the solutions that are able to still yield close-to-optimal performance
while, at the same time, be of reasonable complexity.
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Resource Allocation for D2D Communication With Multiple
D2D Pairs Reusing Multiple Channels

Pavel Mach , Member, IEEE, Zdenek Becvar , Senior Member, IEEE, and Mehyar Najla, Student Member, IEEE

Abstract—In this letter, the goal is to maximize sum capacity
of device-to-device (D2D) communication through a reuse of each
radio channel by multiple D2D pairs while each D2D pair can
access multiple channels. Since existing approaches cannot be
easily extended to enable reuse of multiple channels by multiple
D2D pairs in scenario with a high interference among the D2D
pairs, we propose a novel resource allocation consisting of two
phases. In an initial phase, all available channels are assigned
by the Hungarian algorithm so that each channel is occupied
by just one D2D pair. In a reuse phase, multiple D2D pairs are
sequentially added to the individual channels according to their
priority expressed by channel quality and received interference
from already added D2D pairs. The proposal significantly out-
performs existing solutions and reaches close to theoretical upper
bound capacity despite a very low complexity of the proposed
algorithm.

Index Terms—Device-to-device, channel allocation, capacity,
multiple channels reuse.

I. INTRODUCTION

DEVICE-TO-DEVICE (D2D) communication is a con-
cept enabling a direct communication of user equipments

(UEs) without a need to transmit data through a base station
(BS) [1]. To fully benefit from the D2D concept, multiple D2D
pairs should reuse each available channel and all D2D pairs
should access multiple channels to maximize the spectrum
usage.

The reuse of a single channel by more than one D2D pair
underlying cellular communication is considered, e.g., [2]–[7].
These papers target to maximize the capacity of the D2D
pairs while guaranteeing quality of service to the cellular UEs
(CUEs). However, all these papers assume that each D2D
pair can access at most one channel at a time. Although this
assumption notably simplifies the channel allocation problem,
a capacity gain introduced by the channel reuse is fairly lim-
ited. The use of more channels by single D2D pair is assumed
in [8] and [9]. Still, in these papers, sharing of one channel by
multiple D2D pairs is not possible due to the complexity of the
resulting solution. The reuse of each channel by multiple D2D
pairs while multiple channels can be exploited by each D2D
pair is assumed in [10]. The authors propose a non-cooperative
selfish game for the channel reuse. However, the game does
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not converge in realistic scenarios with the presence of mutual
interference among D2D pairs. Hence, the solution is appli-
cable only to scenarios with a very low number of the D2D
pairs separated by large distances from each other.

As the papers [2]–[10] cannot be easily adapted to allow
the D2D pairs communicating over multiple channels while
reusing each channel by multiple D2D pairs in scenarios with
interference among the D2D pairs, we introduce a novel two-
phase channel allocation scheme. In an initial phase, each
channel is allocated to one D2D pair by a common Hungarian
algorithm. The core part of the proposed channel allocation
scheme is a reuse phase that maximizes a sum D2D capac-
ity through the reuse of multiple channels by multiple D2D
pairs. The allocation of multiple D2D pairs to each channel
is managed by a novel low complexity priority-based sequen-
tial algorithm. The algorithm adds the D2D pairs sequentially
to the channels according to channel quality and interference
from D2D pairs already occupying the channel. We also derive
an optimal power allocation for the D2D pairs to show upper
bound performance.

II. SYSTEM MODEL

Let’s consider a cellular network consisting of one BS, N =
{n1,n2, . . . ,nN } CUEs, and M = {m1,m2, . . . ,mM } D2D
pairs. Without loss of generality the uplink bandwidth is split
into N orthogonal channels of an equal width (bn ) so that
each channel is occupied by just one CUE (i.e., the CUE n
accesses the channel n). The D2D pairs access the channels in
an underlay mode [1] as all available channels are assumed to
be occupied by the CUEs (i.e., heavy loaded BS is assumed).
The channel occupancy by the D2D pair is defined by a binary
parameter �n

m , where �n
m = 1 (�n

m = 0) means that the D2D
pair m occupies (does not occupy) the channel n.

The signal to interference plus noise ratio (SINR) at the BS
and the channel n is defined as:

γn
n =

pn
n gn

n,b

σ2 + I n
b +

∑
m∈M �n

mpn
mgn

m,b

, (1)

where pn
n and pn

m are the transmission powers of the CUE n
and of the D2D transmitter (D2D-Tx) m, respectively; gn

n,b is
the channel gain between the CUE n and the BS at the channel
n; gn

m,b is the channel gain between the D2D-Tx m and the
BS at the channel n; σ2 is the noise; and I n

b represents the
inter-cell interference at the BS from the CUEs and the D2D
pairs in adjacent cells using channel n. Note that we model
the system with a single BS, but we still consider inter-cell
interference from the neighboring cells as in the real networks.
The SINR observed by the m-th D2D receiver (D2D-Rx) is:

γn
m =

pn
mgn

m,m

σ2 + I n
m + pn

n gn
n,m +

∑
k �=m �n

k pn
k gn

k ,m

, (2)
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where gn
m,m is the channel gain between the D2D-Tx m and

the D2D-Rx m at the channel n; gn
n,m represents the channel

gain between the CUE n and the D2D-Rx m at the channel
n; gn

k ,m stands for the channel gain between the D2D-Tx k
and the D2D-Rx m at the channel n, and I n

m is the inter-cell
interference caused to the D2D-Rx m at the channel n.

III. PROBLEM FORMULATION

Our goal is to maximize a sum D2D capacity (defined as
a sum of capacities of all D2D pairs at all channels) while a
certain capacity cc

min is still guaranteed to the CUEs. Thus,
the objective is formulated as:

max
∑

n∈N

∑

m∈M
�n
mbn log2(1 + γn

m)

s.t. a1: bn log2(1 + γn
n ) ≥ cc

min ,∀n ∈ N
a2: pn

n ≤ Pmax ,∀n ∈ N
a3:

∑

n∈N
pn
m ≤ Pmax ,∀m ∈ M, (3)

The constraint a1 guarantees that the capacity of the CUEs is
at least cc

min while the constraints a2 and a3 limit the total
transmission power of the CUEs and D2D pairs, respectively.
The a1 is guaranteed if

∑
m∈M �n

mpn
mgn

m,b ≤ I n
t , where I n

t
is a maximum tolerable interference expressed as [2]:

I n
t =

pn
n gn

n,b

2
cc
min
bn − 1

− σ2 − I n
b ,∀n ∈ N . (4)

Note that if the capacity of CUE n is below cc
min even if no

D2D pair occupies the channel n, I n
t is set to 0.

IV. PROPOSED CHANNEL AND POWER ALLOCATION

The channel allocation for the D2D pairs is managed in
two phases. In the initial phase, each channel is assigned to
one D2D pair (denoted as a primary D2D pair). The purpose
of the initial phase is to prepare a base for the novel reuse
phase. In the reuse phase, multiple D2D pairs (denoted as
secondary D2D pairs) can be added to each channel on top
of the primary D2D pairs. Note that the D2D pair, which is
in the role of the primary D2D pair at a specific channel can
also be the secondary D2D pair at any other channel(s).

A. Initial Phase

In the initial phase, the objective is to assign all available
channels to the D2D pairs so that each channel is occupied by
one primary D2D pair. The allocation in the initial phase is
done by the Hungarian algorithm that maximizes the capacity
if only one D2D pair occupies each channel [11]. To exploit
the Hungarian algorithm, the potential maximal capacity of
all D2D pairs at all available channels (represented by matrix
C = {cn

m}) is calculated. The potential maximal capacity
(cn

m ) of the D2D pair m at the channel n is determined as:

cn
m = bn log2

(
1 +

pn
mgn

m,m

σ2 + I n
m + pn

n gn
n,m

)
, (5)

To achieve the maximal capacity of the D2D pairs at each
channel while guaranteeing a1, we set pn

m in (5) as:

I n
t

gn
m,b

= pn
m ≤ Pmax ,∀n ∈ N ,∀m ∈ M, (6)

After the matrix C = {cn
m} is obtained, the Hungarian algo-

rithm assigns each channel to a single primary D2D pair. If
N>M, the Hungarian algorithm is run �N /M � times, as only
M channels are allocated during each run of the algorithm.
Consequently, some D2D pairs are primary D2D pairs at sev-
eral channels to fully exploit all available radio resources. On
the contrary, if N ≤ M, the Hungarian algorithm is performed
only once, and some D2D pairs may not access any channel
as the primary D2D pair. The pairs that get no channel in the
initial phase can still access channels as the secondary D2D
pairs in the reuse phase.

B. Reuse Phase

The core part of the proposed scheme is the reuse phase.
The objective of this phase is to maximize the sum D2D
capacity through reusing each channel by multiple secondary
D2D pairs. In general, adding new D2D pair(s) to the chan-
nel inevitably reduces the capacity of the D2D pairs already
occupying the channel because of the interference originating
from the newly added D2D pair(s) (see (2)). To guarantee the
capacity of the D2D pairs (similarly as the capacity of the
CUEs), the problem defined in (3) is extended as:

max
∑

n∈N

∑

m∈M
�n
mbn log2(1 + γn

m)

s.t. a1∼a3 as defined in (3)

a4:
∑

n∈N
bn log2(1 + γn

m) ≥ cd
min ,∀m ∈ M, (7)

The constraint a4 ensures that the capacity of the D2D pairs
over all channels is at least cd

min . Thus, no additional D2D
pairs can be added to the channel if the capacity of any D2D
pair already using the channel is lower than cd

min .
The channel reuse is done by the proposed low complexity

Priority-Based Sequential Algorithm (PBSA) that adds sec-
ondary D2D pairs to individual channels sequentially. The
order in which the secondary D2D pairs are added to the chan-
nel n is supposed to play an important role. The reason is that
adding one secondary D2D pair can result in preventing fur-
ther addition of another secondary D2D pair(s) (e.g., due to
high interference generated among the secondary D2D pairs).
The proposed PBSA adds the secondary D2D pairs in an order
determined according to priority metric ωn

m′ defined as:

ωn
m′ = pn

m′gn
m′,m′ −

∑

m∈M\{m′}
�n
mpn

mgn
m,m′ ,∀n ∈ N , (8)

where the first term corresponds to the signal strength received
by the D2D-Rx from the D2D-Tx of the secondary D2D pair
m′ that is supposed to be added at the channel n and the
second term is the sum of interference from the D2D pairs
already assigned to the channel n. Note that the priority of the
secondary D2D pair is higher if ωn

m′ is higher. It is worth to
mention that the D2D-Rx measures the sum interference from
all D2D pairs using the channel. Thus, there is no need to know
channel gains to all D2D pairs and the required signaling to
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manage the reuse phase is the same as if no reuse would be
applied at all.

In order to enumerate ωn
m′ according to (8), the transmis-

sion powers of the D2D pairs at each channel need to be
determined. Since the constraint a1 should be guaranteed dur-
ing the whole reuse phase, the following condition should
hold:

∑
m∈M xn

mI n
t ≤ I n

t , where xn
mI n

t = pn
mgn

m,b is the
interference caused by the D2D pair m to the CUE n. To find
the optimal D2D power allocation (i.e., to find optimal values
of xn

m ), we define the objective function as:

f (Xn) =
∑

m∈M
log2

⎛
⎜⎝1 +

�n
m

xn
m I n

t
gn
m,b

gn
m,m

I n
s +

∑
k �=m �n

k
xn
k I n

t
gn
k,b

gn
k ,m

⎞
⎟⎠,

(9)

where I n
s = σ2 + I n

m +pn
n gn

n,m and Xn = {xn
1 , xn

2 , . . . , xn
M }.

Then, the optimization problem is:

min
Xn

−f (Xn)

s.t. 0 ≤ xn
m ≤ 1, ∀n ∈ N , ∀m ∈ M∑

m∈M
xn
m ≤ 1, ∀n ∈ N (10)

where both constraints ensure that a1 in (3) is fulfilled. We
solve (10) by a sequential quadratic programming (SQP). In
general, SQP solves a quadratic programming sub-problem
at each iteration. During each iteration, an estimate of the
Hessian of the Lagrangian is calculated via the Broyden–
Fletcher–Goldfarb–Shanno (BFGS) formula (see more details
in [12]). Due to relatively high complexity of SQP, we also
propose “equal” power allocation (PBSA-equal) introducing
no additional complexity to the channel allocation process
since the power of the D2D pairs is set so that each D2D
pair causes the same interference to the CUE (i.e., xn

m =
1/
∑

m∈M �n
m ,∀xn

m ∈ Xn).
After acquiring the Xn, transmission power of the D2D pair

m occupying the channel n is:

xn
mI n

t

gn
m,b

= pn
m ≤ Pmax ,∀n ∈ N ,∀m ∈ M, (11)

The allocation of channels in the reuse phase is described in
Algorithm 1. First, Ωn = {ωn

1 , ωn
2 , . . . , ωn

M−1} is determined
for all N channels according to (8). Then, the Ωn is sorted
according to ωn

m′ in descending order (line 4). Subsequently,
the secondary D2D pair with the highest priority at the channel
n (i.e., the D2D pair with max(ωn )) is added to the channel n
by setting �n

m′ = 1 (line 5). Then, the transmission power pn
m

is updated for all D2D pairs occupying the channel according
to (11) (line 6) and a new sum D2D capacity at the chan-
nel (cn

m′) is calculated (line 7). If the sum D2D capacity is
decreased by an inclusion of the secondary D2D pair m′ (i.e.,
if cn

m′ < cn
m′−1) or if a4 is not fulfilled, the secondary D2D

pair is removed from the channel (i.e., �n
m′ = 0). Otherwise,

the secondary D2D pair starts reusing the channel and ωn
m is

updated for the D2D pairs that still can be added to this chan-
nel (line 11). This whole process (lines 2–14) is repeated for
all secondary D2D pairs and for all available channels.

The complexity of the channel allocation in reuse phase
is up to O(N (M − 1)) as (M−1) secondary D2D pairs can

Algorithm 1 Priority-Based Sequential Algorithm
1: determine Ωn ,∀n ∈ N acc. (8)
2: for n=1:N do
3: for m′=1:(M−1) do
4: sort Ωn in descending order (D2D pairs priority)
5: �n

m′ = 1 (add D2D pair m′ at channel n)
6: set pn

m ∀ D2D pairs using channel n acc. (11)
7: cn

m′ =
∑

m∈M �n
mbn log2(1 + γn

m)
8: if cn

m′ < cn
m′−1 or a4 is not satisfied then

9: �n
m′ = 0, cn

m′ = cn
m′−1

10: else
11: update ωn

m for D2D pairs not yet added
12: end if
13: end for
14: end for

TABLE I
PARAMETERS AND SETTINGS FOR SIMULATIONS

be added to N channels. Note that the complexity of chan-
nel allocation process is even lower than in related works
(see [2], [7]). Further, the complexity of the optimal power
allocation is, in the worst case, O(M 3KN ), where M 3 corre-
sponds to the maximal complexity of quadratic programming
and K is the number of iterations of the sequential process.
The complexity of “equal” power allocation is O(1).

V. PERFORMANCE ANALYSIS

The proposed scheme is evaluated by simulations. The BS
is located in the middle of a simulation area. For each simula-
tion drop, the positions of CUEs, D2D-Txs, and D2D-Rxs are
generated randomly with uniform distribution. The maximum
distance between D2D-Tx and D2D-Rx creating one D2D pair
is set to 50 m. Hence, the position of the D2D-Tx is gener-
ated first and, then, the D2D-Rx is randomly dropped within
the allowed maximum radius from the D2D-Tx. Moreover, the
inter-cell interference at the BS (I n

b ) and the D2D-Rxs (I n
m )

is generated randomly according to Gamma distribution [13]
with a mean value of −80 dBm. The channel gains between
individual nodes are derived according to the models defined
by 3GPP. Since our objective does not target an optimization
of the CUEs’ transmission power, we assume fixed transmis-
sion power pn

n of the CUEs at each channel as in [10]. All
major simulation parameters are summarized in Table I.

The results of the PBSA with the optimal power allocation
(PBSA-opt) according to (10) and the PBSA-equal are com-
pared with the proposed “random” algorithm, which exploits
reuse, but does not consider the priority metrics (i.e., the sec-
ondary D2D pairs are added to the channels randomly). The
performance of the proposed PBSA is also compared with
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Fig. 1. System capacity depending on M for cdmin = 0.

channel allocation (CA) based on [2]–[7] allowing to reuse
each channel by multiple D2D pairs while only one channel
can be exploited by each D2D pair. Then, we show a theoreti-
cal upper bound performance obtained by checking all possible
D2D pair allocations to all channels (i.e., the optimal case)
and with the D2D transmission power set to the optimal val-
ues according to (10). The complexity of the theoretical upper
bound is O(N 2M ). Note that we do not compare the proposed
PBSA with the scheme in [10], since the non-cooperative game
exploited in [10] does not converge if interference among the
D2D pairs is high.

Fig. 1 illustrates the system capacity depending on the num-
ber of D2D pairs (M). Increasing cc

min decreases the capacity
of all algorithms. The reason is that the CUEs can tolerate
less amount of interference for a higher cc

min and, hence, I n
t

is decreased (see (4)). Fig. 1 further shows that the proposed
PBSA-opt provides between 1.52 and 3.26 times higher capac-
ity (depending on cc

min and M) than the CA scheme based
on [2]–[7]. These encouraging results demonstrate that the
reuse of multiple channels by multiple D2D pairs results in
a significant gain in capacity comparing to the CA [2]–[7],
where each D2D pair can access only one channel. In addi-
tion, Fig. 1 demonstrates that the PBSA-opt reaches almost
theoretical upper bound capacity (only 0.5% degradation). It
is worth to mention that the performance of the PBSA-equal
is at most 1.6% below that of the PBSA-opt. Thus, the equal
power allocation can be applied in a real system instead of
more complex optimal power allocation at the cost of only a
slight decrease in the sum D2D capacity.

Fig. 1 also reveals an interesting fact: if cd
min = 0 Mbps (no

capacity is guaranteed to the D2D pairs), the order in which
the secondary D2D pairs are added to the channel is not that
critical. Hence, the PBSA does not outperform random adding
of the D2D pairs significantly for cd

min = 0 Mbps (up to 7.1%
for 20 D2D pairs). However, Fig. 2 shows that performance
gap between the random algorithm and the PBSA significantly
increases with cd

min (up to 61.5% for cd
min = 15 Mbps). The

reason is that in the case of random adding of the D2D pairs,
even the D2D pair with the capacity slightly above cd

min can
be added to the channel at the beginning of the reuse phase.
Then, other D2D pairs can be no longer allowed to reuse the
same channel to guarantee cd

min . Although the system capacity
of PBSA (both -equal and -opt.) starts also decreasing for a
higher cd

min , this decrease is only marginal when compared to
the random adding of the D2D pairs.

Fig. 2. System capacity depending on cdmin = 0 for M = 20.

Since our main objective is to maximize the system capacity,
cd

min ≤ 10 Mbps is recommended since the PBSA performance
is still close to the upper bound. A specific cd

min should be
selected according to requirements and/or priority of individual
D2D pairs at each channel.

VI. CONCLUSION

In this letter, we have proposed a novel low complexity
resource allocation scheme maximizing sum D2D capacity.
The scheme allows an efficient reuse of the channels by
multiple D2D pairs while each D2D pair may access multiple
channels. We show that the proposed allocation significantly
outperforms the state-of-the-art approaches (increasing the
sum D2D capacity at up to 3.26 times) and reaches close-
to-optimum performance despite low (linear) complexity.
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Abstract—Device-to-device communication (D2D) is expected
to accommodate high data rates and to increase the spectral
efficiency of mobile networks. We focus on the dedicated mode
where D2D pairs exploit channels that are different from the
channels allocated to conventional cellular users. Such mode
is suitable for scenarios of crowded areas with many D2D
pairs where interference management between cellular and D2D
users would be very complicated. We propose a novel solution
that enables the reuse of multiple channels by multiple D2D
pairs in order to increase the throughput of D2D users. The
proposed channel reuse is facilitated via grouping D2D pairs
into coalitions. The D2D pairs within the same coalition then
mutually reuse the channels of each other. The coalitions are
defined via sequential bargaining games played among the D2D
pairs. The coalitions are created if individual D2D pairs involved
in the game benefit from participation in the coalition. The
proposed algorithm based on sequential bargaining reaches a
throughput gain of 28− 64% comparing to the best performing
existing algorithm.

Index Terms—Device-to-device, Dedicated mode, Game the-
ory, Resource allocation, Channel reuse.

I. INTRODUCTION

Higher data rates and lower latencies are required to enable
new services and to increase the number of connected devices
in the mobile networks. These demands can be accommodated
via a direct communication between user equipments (UEs)
in proximity of each other, i.e., via Device-to-Device (D2D)
communication [1], [2]. Two D2D UEs (DUEs) communi-
cating with each other create a D2D pair. Contrary to the
conventional cellular communication through a base station
(denoted as gNB), the data is sent directly from a transmitting
DUE (DUET) to a receiving DUE (DUER) without being
relayed by the base station [3].

The DUEs can access radio channels in two modes: shared
and dedicated [4]. In the shared mode, the DUEs are allowed
to reuse the channels that are already allocated to common
cellular UEs (CUEs) communicating via the gNB. Thus, the
CUEs and the DUEs mutually interfere with each other. In
contrast, the DUEs operating in the dedicated mode access
only the channels that are not used by the CUEs. Hence,
the DUEs do not interfere with the CUEs, but the spectral
efficiency in the dedicated mode can be decreased due to
the lower reuse of the channels [5]. Algorithms allocating
channels for the DUEs can be classified into those that target

channel allocation: i) solely for the shared mode (see, e.g.,
[6]–[14]); ii) solely for the dedicated mode (e.g., [15], [16]);
and iii) combining both the shared and dedicated modes (e.g.,
[17], [18]).

Besides the selection of D2D mode, the spectral efficiency
of the whole system is strongly influenced also by the reuse
of the channels among the D2D pairs. The research works
related to the reuse of the D2D channels can be classified
into papers where: i) each D2D pair uses only one channel
and the channel cannot be reused by any other D2D pair [6]–
[16]; ii) multiple D2D pairs are allowed to reuse a single
channel [7]–[9], [17], [18]; iii) more than one channel can
be allocated for each D2D pair, but each D2D pair uses only
one channel [10]–[12]; and iv) multiple D2D pairs can reuse
multiple channels [13], [14].

The most generic case is, of course, the reuse of mul-
tiple channels by multiple D2D pairs. Both [13] and [14]
addressing this general case target only the shared mode
where the channel bandwidth and the number of channels
are given by the CUE’s allocation. However, the channel
allocation schemes dealing with the shared mode cannot be
easily extended to the dedicated mode due to two reasons.
The first reason is that the shared mode assumes a D2D
power allocation in order to protect the quality of service
of the CUEs (see, e.g., [8], [10]–[14]). In contrast, the D2D
pairs in the dedicated mode are not constrained by the CUEs
and the D2D pairs are commonly supposed to transmit with
maximum power (see, e.g., [15] and [16]). The second reason
is that the channel allocation for D2D pairs in the shared
mode is heavily influenced by the level of interference from
the CUEs [9]. The interference from the CUEs affects the
D2D pairs on individual channels differently due to various
distances between the CUEs and the D2D pairs [6], [7], [17].
This is, however, not the case of dedicated mode where the
allocation of channels depends only on the D2D pairs and on
the interference among D2D pairs reusing the same channels.
In the dedicated mode, the existing works are focused either
on no-reuse resource allocation schemes ([15], [16]); or on
the channel reuse only if the number of available channels
is higher than the number of the D2D pairs ([17], [18]).
However, none of these papers allows the reuse of multiple
channels by multiple D2D pairs in the dedicated mode.
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In this paper, we focus on the maximization of the sum
capacity of the D2D communication in the dedicated mode.
The dedicated mode is preferred in scenarios with high
density of the CUEs in small areas where a high interference
among the CUEs and the D2D pairs would be extremely hard
to manage [19]. We propose a novel solution that enables the
reuse of multiple D2D channels by multiple D2D pairs in the
dedicated mode to maximize the sum capacity of the D2D
pairs. The proposed solution exploits sequential bargaining
games to define coalitions of the D2D pairs mutually reusing
multiple channels. We show that our proposed sequential bar-
gaining solution leads to a significant improvement in the sum
capacity of the D2D pairs when compared to related works.
We also demonstrate the low complexity of our proposed
algorithm allowing its implementation in real networks.

The rest of the paper is organized as follows. In Section II,
the system model is described and the problem is formulated.
In Section III, the proposed channel reuse scheme for D2D
in dedicated mode is presented. The simulations results are
discussed in Section IV. Last, Section V concludes the paper
and outlines possible future research directions.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first describe the system model and,
then, we formulate the problem, which is solved in the next
sections of this paper.

A. System model

The model considers N D2D pairs deployed within a single
gNB. The distance (d) between any DUET and any DUER
creating a D2D pair is assumed to be no longer than a
maximum distance dmax (i.e., d ≤ dmax) guaranteeing a
reliable D2D communication similarly as considered in, e.g.,
[20]–[22]. Thus, the scenario where the DUET and the DUER
are not able to communicate directly and data is sent via the
gNB (i.e., if d > dmax) is out of scope of this paper.

The whole communication bandwidth B is split into K =
N channels (as in [15] and [16]) to serve all N D2D pairs.
Thus, the capacity Cn,k of the n-th D2D pair at the k-th
channel is defined as:

Cn,k = Bklog2 (1 + γn,k) = Bklog2

(
1 +

Pn,k gn,n

σk+
∑

t∈Nk
t �=n

pt,kgt,n+Id

)
(1)

where Bk is the bandwidth of the k-th channel, γn,k is the
signal to interference plus noise ratio (SINR) for the n-th
D2D pair (Dn) at the k-th channel, pn,k is the transmission
power of the n-th DUET at the k-th channel, gn,n is the
channel gain between the n-th DUET and the n-th DUER,
pt,k is the transmission power of the t-th DUET at the k-
th channel, gt,n is the channel gain between the t-th DUET
and the n-th DUER, Id stands for the background interference
received from adjacent cells, Nk represents the set of D2D
pairs communicating at the k-th channel, and σk is the thermal
noise affecting the k-th communication channel. The noise σk

is calculated as σk = σoBk, where σo is the white noise power
spectral density on the carrier frequency. As we focus on the

dedicated mode, the D2D pairs experience no interference
from the CUEs, which communicate at separated channels.
Thus, the CUEs are left out form the model. The maximal
transmission power Pmax of any D2D pair communicating
over a set of reused channels Kn is divided equally among
the |Kn| channels so that Pn,k = Pmax

|Kn| .
Initially, as in [15] and [16], each n-th D2D pair occupies

the n-th channel with a bandwidth of Bn =
gn,n∑n=N

n=1 gn,n
B

without channel reuse. Consequently, before any reuse, every
n-th D2D pair achieves the capacity Cnr

n,n at its n-th dedicated
channel, i.e., without neither reuse nor interference from other
D2D pairs. Based on all Cnr

n,n, the minimal communication
capacity that can be guaranteed to all D2D pairs even without
reuse is defined as: Cmin = min{Cnr

n,n | n ∈ {1, ..., N}}.
Thus, Cmin represents the minimum capacity that is guar-
anteed to every D2D pair disregarding whether the reuse is
considered or not. Note that Cmin depends on the number
of D2D pairs, because the more D2D pairs are active, the
narrower dedicated channel is available to each pair and, thus,
a lower Cmin can be guaranteed to the pairs.

Note that, although the DUEs communicate directly via
D2D communication, the allocation of the channels and the
communication control are assumed to be decided centrally
by the gNB. Therefor, we consider that the channel state
information (CSI) is reported periodically to the gNB and,
thus, a full knowledge of CSI is assumed to be available in our
system, like in [10],[11],[23]. Based on the CSI knowledge,
the gNB is able to determine capacity and the channel reuse
rules.

B. Problem formulation

The objective of this paper is to maximize the sum
communication capacity of the D2D pairs in the dedicated
mode by enabling the reuse of multiple channels by mul-
tiple D2D pairs. To determine which D2D pairs should
mutually reuse their channels, we formulate the problem
as a coalition structure generation problem [24]–[26]. To
that end, we denote the set of L coalitions of the D2D
pairs as CS = {cs1, cs2, . . . , csL}, where each coalition
csl ∈ CS includes a subset of D2D pairs that mutually reuse
all channels allocated to these D2D pairs in csl. Note that any
D2D pair can belong only to a single coalition. As the global
objective of this paper is to maximize the sum communication
capacity of D2D pairs, the coalitions are formed so that the
sum capacity of D2D pairs is maximized while the minimal
capacity Cmin is still guaranteed for all D2D pairs. Then, the
problem is formulated as:

CS = argmax
∑n=N

n=1

∑
k∈Kn

Bklog2(1 + γn,k) (2)

s.t.
∑

k∈Kn

Bklog2(1 + γn,k) ≥ Cmin ∀n ∈ {1, 2, ...N}

where the constraint ensures that the sum capacity of any D2D
pair n over all channels Kn allocated to the n-th D2D pair
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Fig. 1: An example of a coalition structure in a scenario
with five D2D pairs, where CS = {cs1 = {D1, D4}, cs2 =
{D2}, cs3 = {D3, D5}}

(including reused channels within the coalition) is not below
Cmin.

Fig. 1 shows an example of five D2D pairs composing a
coalition structure CS that is composed of three coalitions
cs1, cs2 and cs3 containing two, one and two D2D pairs,
respectively.

Intuitively, we can expect that the D2D pairs that are far
from each other have a higher probability to be in the same
coalition based on the proposed coalition structure generation.
However, finding such pairs simply based on the distance
is a very complex problem as we have multiple D2D pairs
and there are no limitations neither on how many D2D pairs
can be in the same coalition nor on how many coalitions
should be created. Thus, the coalition structure generation
problem is NP-complete [26]. Moreover, the problem cannot
be simply transformed to pure distance-based problem due to
a consideration of mutual interference among the D2D pairs
reusing the same channel.

III. THE PROPOSED CHANNEL REUSE SCHEME

This section describes the novel channel reuse scheme.
We propose a low-complexity algorithm solving coalition
structure generation problem via sequential bargaining games.

The proposed solution based on the sequential bargaining
allows multiple D2D pairs to reuse multiple channels. As a
basement, we consider that every D2D pair occupies a single
channel allocated initially without reuse (see [15] and [16]).

The proposed sequential bargaining process is defined as
follows. First, a utility function is calculated for all possible
coalitions of any two D2D pairs (Di and Dj) in the system.

The utility function is defined as:

Ui,j =

⎧
⎪⎨
⎪⎩

−1 if Ci,i + Ci,j < Cmin (a)

−1 if Cj,i + Cj,j < Cmin (b)

Gi,j Otherwise (c)

(3)

where Ci,i and Ci,j are the capacities of the i-th D2D pair
at the i-th and j-th channels, respectively. Similarly, Cj,i and
Cj,j represent the capacities of the j-th D2D pair at the i-
th and j-th channels, respectively. Note that Di as well as
Dj communicate over both channels ki and kj in parallel
and at the same time. If the reuse would lead to a decrease
in the capacity below Cmin for either of the D2D pairs, the
coalition is not created and the utility function Ui,j is set to
−1. Contrary, if both D2D pairs keep the capacity at least
at Cmin (i.e., neither (a) nor (b) in (3) is fulfilled), a gain
Gi,j , introduced by the new coalition of the D2D pairs Di

and Dj , is calculated. The gain Gi,j is understood as the gain
in capacity due to mutual sharing of both channels (ki and
kj) by both pairs (Di and Dj). Therefore, the gain Gi,j is
defined as:

Gi,j = (Ci,i + Ci,j + Cj,i + Cj,j) − (Cnr
i,i + Cnr

j,j) (4)

where Cnr
i,i and Cnr

j,j correspond to the capacities of the i-th
and the j-th D2D pairs without channel reuse. The pairs Di

and Dj are willing to share their channels among each other
if Ui,j is positive, i.e., if Gi,j > 0.

The utility Ui,j is obtained for all possible coalitions
created by two pairs (i.e., Ui,j , ∀Di, Dj ∈ N ). We do not
calculate utilities for more pairs to keep the complexity of
the proposed scheme low. The individual utilities Ui,j are,
then, inserted into a bilateral utility matrix U :

U =

⎡
⎢⎣

0 . . . U1,N

...
. . .

...
UN,1 . . . 0

⎤
⎥⎦ (5)

From the structure of the utility function Ui,j and from (4),
we can see that the bilateral utility matrix is symmetric (i.e.,
Ui,j = Uj,i). Moreover, the diagonal values in U are set to
0 as D2D pairs cannot create a coalition with themselves.
Since the D2D pairs should create coalition only if Ui,j > 0,
the non-positive elements in (5) are omitted in the remainder
of the process. This significantly reduces the complexity of
the whole bargaining procedure, since the search space (i.e.,
number of possible combinations for the coalitions among
the D2D pairs) is decreased. Then, the positive elements of
U are sorted in a descending order taking into account that
every couple of symmetric positive elements is considered
as one element (Ui,j = Uj,i). The sorting serves further for
the indication of the coalitions’ creation priorities so that the
coalitions yielding the highest gains are created preferentially.

The sorted positive elements Ui,j from U represent a vector
of sub-games (denoted as U∗) that are played sequentially
over time in a way that one sub-game is played in every
time step. The sub-game is played only between two D2D
pairs (e.g., Di and Dj) over their respective channels (ki and
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Algorithm 1 sequential bargaining algorithm to solve channel
reuse problem for N D2D pairs

1: Estimate utility matrix U with size N × N
2: Extract the positive utilities from the matrix U
3: Sort positive utilities in descending order to a vector U∗

4: Initialize CS = {cs1, .., csN}; csi = {Di}, ∀i ∈
{1, ..., N}

5: for s = 1 : length(U∗) do
6: U∗(s) ∼ Ui,j is sub-game between pairs Di and Dj

7: for every pair Dx from csx where Di ∈ csx do
8: for every pair Dy from csy where Dj ∈ csy do
9: Determine Ux,y from U∗

10: end for
11: end for
12: if Ux,y > 0, ∀Dx ∈ csx and ∀Dy ∈ csy then
13: Update CS (i.e., replace csx and csy with csz)
14: end if
15: end for

kj) allocated in the initial phase. In this case, the coalition
is simply created if both Di and Dj agree to reuse their
dedicated channels among each other. However, when some
coalitions already exist, the sub-game is extended to all
members of all related coalitions. Thus, if the pair Di wants
to join the coalition csx composed of two or more D2D pairs,
the game is played between the pair Di and all the D2D pairs
already included in the coalition csx. The pair Di joins the
coalition csx if and only if all the D2D pairs in the csx agree,
i.e., if Ui,j > 0, ∀Dj ∈ csx.

When all sub-games are finished, the coalitions of the
D2D pairs are formed and all D2D pairs included in the
same coalition reuse the multiple communication channels
belonging to all D2D pairs in the coalition. The algorithm
proposed for sequential bargaining-based channel reuse is
summarized in Algorithm 1.

IV. PERFORMANCE EVALUATION

Simulations in Matlab are carried out to evaluate the
performance of the proposed resource allocation scheme and
to compare it with competitive algorithms. To this end,
simulation scenario and parameters are presented in the next
subsections. Then, the competitive algorithms are introduced.
Last, the simulation results are described and thoroughly
discussed.

A. Simulation scenarios

We consider an area of 500 × 500 meters. The simulations
are performed for 1000 drops. For each drop, the positions of
N D2D pairs are generated uniformly within the area. The
maximum distance between two devices of the same D2D
pair (dmax) is set to a default value of 50 m in line with
related works ([20]–[22]).

For the modeling of radio channel, we follow 3GPP recom-
mendation for D2D communication defined in [27]. Hence,
the path loss model is defined as PL = 89.5 + 16log2(d),

TABLE I: Simulation parameters.

RF channel model parameters
Parameter Value

Carrier frequency fc 2 GHz
Bandwidth B 20 MHz
Noise power spectral density σo −174 dBm/Hz
Interference level from neighboring cells Id N (−80, 15) dBm

General parameters
Parameter Value

Number of D2D pairs N 10 − 100
Max. transmission power of D2D pair pmax 20 dBm
Max. distance between DUET and DUER dmax 50 m

where d is the distance between the transmitter and the
receiver. Each D2D pair transmits with a maximum power
pmax = 20 dBm. The background interference from neigh-
boring cells Id is the same for all D2D pairs at all channels
in one drop, and it is modeled over drops randomly using
a normal distribution with a mean value of −80 dBm and
a standard deviation of 15 dBm. This level of interference
from neighboring cells represents a high interference scenario,
which can be expected in future mobile networks with dense
small cell deployment. The detailed simulations’ parameters
are summarized in Table I.

B. Competitive algorithms and performance metrics

To the best of our knowledge, there is no solution targeting
the reuse of multiple channels by multiple D2D pairs in
dedicated mode. Nevertheless, we compare our proposed
algorithm (denoted as “Channel Reuse - SB”) with schemes
that target similar objectives or address similar problem. Thus,
we compare the proposal with the following state of the art
schemes:
1) No reuse [15],[16]: This scheme, designed for the dedi-

cated mode, distributes the whole available bandwidth B
among the D2D pairs in a way that the communication
capacity is maximized while Cmin is guaranteed to each
D2D pair. However, the channels cannot be reused by the
D2D pairs and each channel is occupied by just one pair.

2) Single reuse [17]: In this algorithm, the bandwidth is
divided into several (in our case six, according to [17])
channels with equal bandwidths. Every channel is al-
located to a single D2D pair (i.e. six D2D pairs are
served). The Hungarian algorithm is implemented to solve
a matching problem between the six channels and the
unserved D2D pairs to enable D2D channel reuse. As
defined in [17], up to two D2D pairs can reuse each
channel. Thus, the solution allows twelve (2×number of
channels) D2D pairs to be served, while the rest of the
D2D pairs are provided with no resources. Even if this
leads to unfairness among the D2D pairs, it also yields a
high sum capacity as only the D2D pairs with high channel
quality access the available channels.

3) Empty channel protocol (ECP) [18]: For this case, the
bandwidth is also divided into several (in our case six
according to [18]) channels with equal bandwidths. First,
every channel is allocated to a single D2D pair (i.e. six
D2D pairs are served). Then, empty channel protocol adds
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Fig. 2: Sum capacity of D2D pairs over number of D2D pairs
for dmax = 50 m.

the unserved D2D pairs to the channels so that all unserved
D2D pairs reuse the channels already assigned to other
D2D pairs. Note that D2D pairs are not allowed to exploit
multiple channels simultaneously and only one channel
can be used by every D2D pair. Still, each channel can
be reused by multiple D2D pairs at the same time.

C. Simulation results

In this section, we compare the performance of the pro-
posed channel reuse scheme with the above-mentioned com-
petitive schemes by means of the sum capacity of D2D pairs
defined as C =

∑n=N
n=1

∑
k∈Kn

Cn,k and by the ratio of
satisfied D2D pairs (i.e., D2D pairs with C ≥ Cmin). Further,
we analyze feasibility of the proposed scheme via the number
of the time steps corresponding to the number of bargaining
sub-games needed.

1) Comparison of the proposed scheme with competitive
schemes: Fig. 2 illustrates the impact of the number of D2D
pairs on the sum capacity of all D2D pairs. The capacity
is increasing for the proposed as well as for the competitive
algorithms, because the inclusion of a new pair leads to a more
efficient exploitation of radio resources over the simulation
area. We can see that even for 100 D2D pairs the sum capacity
of both No reuse and Single reuse gets only close to 300
Mbps while ECP reaches a sum capacity only slightly above
220 Mbps. The proposed scheme leads to a significant gain
with respect to all competitive algorithms. The gain ranges
from 28% to 69%, from 46% to 64%, and from 63% to
120% comparing to the No reuse, Single reuse, and ECP
algorithms, respectively. The gain increases with the number
of D2D pairs, since a higher number of D2D pairs leads to
more opportunities for multiple reuse in case of our proposed
scheme.

The proposed algorithm is designed to guarantee the mini-
mal capacity Cmin reached by the D2D pairs without channel
reuse (see (2)). The Cmin is determined according to [15]
and [16], as described in Section II-A, and decreases with
the number of D2D pairs N , as the bandwidth B is divided
among a higher number of the D2D pairs as shown in Fig. 3a.
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Fig. 3: Minimum capacity Cmin that can be guaranteed to
all D2D pairs according to [15], [16] (a), and percentage of
D2D pairs for which Cmin is guaranteed by proposed and
competitive algorithms (b).

In other words, as explained in Section II-A, Fig. 3a shows
the minimum capacity Cmin guaranteed to every D2D pair
depending on the number of deployed D2D pairs disregarding
whether the reuse is considered or not. Then, Fig. 3b shows
the percentage of the D2D pairs for which the Cmin is
really delivered after the reuse. We can see that our proposed
solution for channel reuse guarantees Cmin to absolutely all
D2D pairs. Thus, although every D2D pair is exposed to
interference from other D2D pairs in the same coalition, there
is no D2D pair that would experience throughput below Cmin.
Also No reuse algorithm (proposed in [15], [16]) can satisfy
the Cmin for all D2D pairs. In contrast, the Single reuse
algorithm and the EPC cannot guarantee Cmin to all D2D
pairs due to the equal channel bandwidth allocated to the
D2D pairs and due to the limited channel reuse.

2) Feasibility of the proposed scheme: The worst time
complexity of Algorithm 1 is O(N2logN), but the proposed
algorithm is based on bargaining sub-games that are played
sequentially over time. Thus, we investigate also the feasibil-
ity of the proposed scheme for real networks by the analysis
of the convergence of the proposed algorithm. The number of
time steps of the proposed algorithm over the number of D2D
pairs N to reach 95% and 90% of the maximum capacities
is illustrated in Fig. 4a and Fig. 4b, respectively. The figures
confirm that reaching 95% and 90% of the maximum capacity
is very quick even for a high number of D2D pairs. For
realistic scenarios with, for example, 40 D2D pairs, only
eight and six steps (bargaining sub-games) are needed in
average to reach 95% and 90% of the maximum sum D2D
capacity, respectively. Even for 100 D2D pairs (which is
rather an extreme case for our considered area of 500 × 500
m), we still need only less than 12 and 9 time steps in
average to reach 95% and 90% of the maximum capacity. This
confirms the fast convergence of the proposed algorithm and
its suitability for practical applications and implementation in
real networks.

V. CONCLUSION

In this paper we have proposed a new channel reuse scheme
for the D2D communication in dedicated mode allowing
multiple pairs to reuse multiple channels. The channel reuse
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Fig. 4: Number of time steps corresponding to number of
bargaining sub-games required to reach 95% (a) and 90% (b)
of the sum capacity of D2D pairs.

is presented as a coalition structure generation game where
the D2D pairs composing one coalition mutually reuse the
channels of each other. The coalition structure generation
problem is solved by the proposed low complexity sequential
bargaining algorithm. The simulation results show that the
proposed channel reuse increases the sum capacity of D2D
pairs by 28− 64% comparing to the best performing existing
algorithm. In addition, although the interference is imposed
among D2D pairs reusing the same channel, the minimal
required capacity for each D2D pair is still guaranteed after
the channel reuse.

The future work should focus on deriving the optimal
coalition structure as an upper bound for the proposed channel
reuse. In addition, a power allocation for each D2D pair over
the reused channels should be investigated.
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Reuse of Multiple Channels by Multiple D2D Pairs
in Dedicated Mode: A Game Theoretic Approach
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Abstract— Device-to-device communication (D2D) is expected
to accommodate high data rates and to increase the spectral effi-
ciency of mobile networks. The D2D pairs can opportunistically
exploit channels that are not allocated to conventional users in
a dedicated mode. To increase the sum capacity of D2D pairs in
the dedicated mode, we propose a novel solution that allows the
reuse of multiple channels by multiple D2D pairs. In the first
step, the bandwidth is split among D2D pairs so that each pair
communicates at a single channel that guarantees a minimal
capacity for each pair. Then, the channel reuse is facilitated
via a grouping of the D2D pairs into coalitions. The D2D pairs
within one coalition mutually reuse the channels of each other.
We propose two approaches for the creation of the coalitions.
The first approach reaches an upper-bound capacity by optimal
coalitions determined by the dynamic programming. However,
such approach is of a high complexity. Thus, we also introduce
a low-complexity algorithm, based on the sequential bargaining,
reaching a close-to-optimal capacity. Moreover, we also determine
the transmission power allocated to each reused channel. Simu-
lations show that the proposed solution triples the sum capacity
of the state-of-the-art algorithm with the highest performance.

Index Terms— Device-to-device, dedicated mode, game theory,
resource allocation, channel reuse.

I. INTRODUCTION

H IGH data rates and low latencies are required to enable
new services and to increase the number of connected

devices in the future mobile networks. To accommodate these
demands, a direct communication between two user equip-
ments (UEs) in proximity of each other, known as Device-to-
Device (D2D) communication, is considered as a promising
technology [1]–[3]. Two D2D UEs (DUEs), a transmitter
(DUET ) and a receiver (DUER), create a single D2D pair,
within which the data is transmitted directly, i.e., without being
relayed through a base station (in this paper, denoted as gNB
in line with 3GPP terminology for 5G mobile networks) [4].

The D2D communication enables two possible modes: 1) a
shared mode in which the D2D pairs reuse the resources

Manuscript received June 3, 2019; revised November 20, 2019, March 27,
2020, July 2, 2020, and November 23, 2020; accepted February 1, 2021. Date
of publication February 17, 2021; date of current version July 12, 2021. This
work was supported by Czech Science Foundation under Grant GA17-17538S,
by Ministry of Education, Youth and Sport of the Czech Republic under
Grant LTT20004, and by Czech Technical University in Prague under Grants
SGS17/184/OHK3/3T/13. The associate editor coordinating the review of this
article and approving it for publication was L. Musavian. (Corresponding
author: Zdenek Becvar.)

The authors are with the Faculty of Electrical Engineering, Czech Technical
University in Prague, 166 27 Prague, Czechia (e-mail: najlameh@fel.cvut.cz;
zdenek.becvar@fel.cvut.cz; machp2@fel.cvut.cz).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TWC.2021.3057825.

Digital Object Identifier 10.1109/TWC.2021.3057825

allocated to common cellular UEs (CUEs) communicating via
the gNB and 2) a dedicated mode in which the D2D pairs use
dedicated resources that are not assigned to the CUEs [5], [6].
Although, the shared mode offers a higher spectral efficiency
than the dedicated one, the higher efficiency is usually at the
cost of highly complex solutions for the resource allocation
and management. Moreover, the shared mode leads to a mutual
interference among the CUEs and the DUEs. This interference
can be too high and can vary frequently and significantly,
especially in the case with a dense presence of the UEs.
Consequently, the reliability of the communication cannot be
easily guaranteed and overall quality of services (QoS) can
be impaired due to the interference in the shared mode [7].
Thus, the DUEs with strict requirements on QoS should prefer
the dedicated mode, which is suitable for the services that
require highly reliable communication with a minimum risk
of an unexpected interference from the CUEs. Concrete and
up-and-coming examples of the use cases for the dedicated
mode are the direct communication of vehicles or public safety
communication. Then, an ultra-reliable communication with
a guaranteed minimum communication capacity should be
ensured. In the shared mode, however, interference might lead
to the situations when such guarantee is simply not possible
and the unreliability in the communication can have grievous
consequences. Hence, the dedicated resources are commonly
considered for the vehicular or public safety communications.
Thus, in this paper, we focus on the dedicated mode for D2D
communication.

One of the key challenges in the dedicated mode is the
allocation of the available bandwidth to the D2D pairs. The
authors in [8] and [9] present channel allocation schemes
dividing a dedicated bandwidth to channels with different
bandwidths so each D2D pair gets exactly one channel.
In both [8] and [9], the optimal allocation is achieved for
the case when the interference from other neighboring cells
is nonexistent. However, in real networks, the interference
from other cells always exists and we can expect the level
of interference will even increase in the future due to the
densification of mobile networks. Such inter-cell interference
impacts the optimal channel allocation for the D2D pairs in
the dedicated mode. Moreover, neither [8] nor [9] assume the
reuse of each channel by more than one D2D pair resulting in
a low spectral efficiency.

A simplified channel reuse in the dedicated mode is pre-
sented in [10]–[12]. Although all these studies consider that
either two D2D pairs [10] or multiple D2D pairs [11], [12] can
access the same channel, each D2D pair is allowed to occupy

1536-1276 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: CZECH TECHNICAL UNIVERSITY. Downloaded on June 23,2023 at 11:58:53 UTC from IEEE Xplore.  Restrictions apply. 



4314 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 20, NO. 7, JULY 2021

just one channel at any time. The papers [13]–[15] exploit the
reuse of multiple channels by multiple D2D pairs to guarantee
a minimal SINR for every D2D pair while using the minimal
possible number of channels. In these works, however, the
D2D pairs do not benefit fully from the reuse, as only a
limited number of channels is used and the sum capacity is
not maximized. In [16], the authors maximize the sum capacity
of D2D pairs in the dedicated mode considering that the D2D
pairs reuse all available channels. Nevertheless, the authors do
not consider the constraint on the minimal capacity Cmin that
should be guaranteed to the individual D2D pairs. Thus, the
solution proposed in [16] can lead to the situation when some
D2D pairs end up with zero capacity as these are forbidden to
transmit at any channel due to the interference caused to other
D2D pairs. Note that the ideas presented in [13]–[16] cannot
be easily extended to maximize the sum capacity and, at the
same time, to guarantee Cmin, since the capacity maximization
under the constraint on Cmin for every D2D pair requires
completely different solutions.

In summary, the existing resource allocation methods for the
dedicated mode either restrict the number of D2D pairs reusing
a single channel (e.g., [8], [9]) or limit the number of channels
that can be occupied by a single D2D pair (e.g., [10]–[12]).
As an exception, the papers [13]–[16] allow the reuse of mul-
tiple channels by multiple D2D pairs in the dedicated mode.
These papers target either the sum capacity maximization
([16]) or the individual minimal capacity (Cmin) satisfaction
([13]–[15]). However, none of these papers maximizes the sum
capacity while guaranteeing Cmin to every D2D pair.

Despite our focus on the dedicated mode in this paper,
we survey also research targeting the shared mode and we also
summarize related works on the channel reuse not considering
D2D communication at all in order to justify the novelty of
our solution from a broader perspective. Most of the existing
channel allocation algorithms in the shared mode assume a
restriction on either the number of D2D pairs that can reuse
a single channel [17]–[21] or the number of channels that
can be occupied by each D2D pair [22]–[30]. An exception
to these restrictions is represented by [31] and [32]. These
papers allow the reuse of multiple channels by multiple D2D
pairs in the shared mode. Nevertheless, the channel allocation
approaches from [31] and [32] depend on the presence of
the CUEs. In other words, the optimized utility function in
[31] is convex only if the interference caused to the CUEs
by the D2D pairs is taken into account. The utility function
becomes non-convex if the dedicated mode is considered and
the presented solution becomes infeasible. Similarly, in [32],
the presented solution adds the D2D pairs sequentially to the
channels, which are already occupied by the CUEs. Hence,
the decision of the D2D pairs whether to communicate over
the given channel or not is based on the interference from/to
the CUEs. Moreover, when the D2D pair reuses the channel
according to [32], the D2D pair sets its transmission power
at this channel based on the allowed interference imposed by
this D2D pair to the corresponding CUE. Considering this, the
channel and power allocations in [32] essentially depend on
the existence of the CUEs that are completely absent in the
dedicated mode and can be absent even in the shared mode

with (very realistic) situation when the CUEs do not occupy
all channels.

Besides the work addressing the reuse of channels for
D2D communication, ongoing research is focused also on
multiple links communicating over multiple channels for other
scenarios and concepts. For example, in [33], many-to-many
matching game is exploited to allocate multiple channels
to multiple cellular links (i.e., links from multiple UEs to
the gNB) in non-orthogonal multiple access-based networks.
Since the matching games generally fall into the category of
non-cooperative games, every link aims to selfishly maximize
its own capacity. Consequently, the matching approach does
not guarantee any Cmin to individual links. Although the coop-
erative “coalitions’ formation games” are also used widely
for the channel reuse problem, e.g., in cognitive femtocell
networks [34] or in cloud radio access networks [35], these
approaches allow the users in the coalition to reuse a single
channel only. Moreover, both [34] and [35] cannot be simply
extended to the case where the UEs can access multiple chan-
nels, because [34] considers the coalitions’ creation problem
in the partition form (different problem compared to channel
reuse problem in D2D communication) and [35] solves the
coalitions’ formation problem with a predefined final number
of coalitions, but this number is usually not known in advance
as it should be an output of the optimization.

In our paper, we focus on the resource allocation in D2D
dedicated mode and we propose a solution that allows the
reuse of multiple channels by multiple D2D pairs to maximize
the sum capacity while guaranteeing Cmin to individual D2D
pairs. The major contributions of the paper are summarized as
follows:

• We present and solve the problem of reusing multi-
ple channels by multiple pairs as a coalition structure
generation problem in order to put the D2D pairs into
disjoint coalitions in a way that all D2D pairs in the same
coalition can reuse the channels of each other. We derive
the optimal coalitions by means of the dynamic pro-
gramming reaching a theoretical maximum sum capacity
while each D2D pair is still guaranteed to receive at
least Cmin.

• Since the dynamic programming is of a high com-
plexity, we also propose a sequential bargaining game
to determine the coalitions of the D2D pairs mutu-
ally reusing multiple channels. The heuristic sequential
bargaining-based approach is of a low complexity and
reaches a close-to-optimal performance.

• In order to facilitate the channel reuse in an efficient
way, we analytically derive the optimal initial channel
bandwidth allocation for the D2D pairs in the dedicated
mode if interference from other cells is considered.

• Furthermore, we analytically determine the optimal allo-
cation of the DUEs’ transmission power over the reused
channels within the coalitions. Since the defined opti-
mization problem for power allocation is not convex,
we approximate the problem to the convex one and we
discuss the assumptions under which this approximation
is realistic.
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• We demonstrate that the proposed solution combining the
initial allocation of the bandwidth available to the D2D
pairs, the novel reuse of multiple channels by multiple
D2D pairs exploiting sequential bargaining game, and
the proposed power allocation significantly outperforms
state-of-the-art solutions and reaches close-to-optimal
sum capacity of the D2D pairs. Moreover, we show
that our proposed algorithm is of a low complexity and
exhibits very short convergence time. This allows its
implementation in real networks.

Note that a basic idea of the sequential bargaining solution
for the coalitions’ creation in its simplified version and with-
out any optimization of bandwidth and power allocations is
presented in our prior conference paper [36].

The rest of the paper is organized as follows. In Section II,
the system model is described and the targeted problem is
formulated. In Section III, the proposed resource allocation
scheme for D2D communication in the dedicated mode is
presented. The simulations results are discussed in Section IV.
Last, Section V concludes the paper and outlines possible
future research directions.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first describe the system model and, then,
we formulate the problem, which is solved later in the next
sections of this paper.

A. System Model

In our model, N D2D pairs are uniformly deployed within
an area. Each D2D pair is composed of one DUET and
one DUER. The DUET and the DUER in a single D2D
pair are fixed for a specific time interval (such as, e.g.,
a communication session during which the transmitter sends
data to the receiver). This consideration is in line with the
common purpose of the D2D communication when a high
amount of data is transmitted from one device to another, as in,
e.g., [37].

The whole bandwidth B dedicated for D2D communication
is split into K = N channels (as in [8] and [9]) to serve all
N D2D pairs. The capacity of the n-th D2D pair at the k-th
channel (Cn,k) is defined as:

Cn,k = Bklog2 (1 + γn,k)

= Bklog2

⎛
⎝1 +

pn,k gn,n
σoBk +

�
t∈Nk
t�=n

pt,kgt,n + Id

⎞
⎠ (1)

where Bk is the bandwidth of the k-th channel, γn,k is the
signal to interference plus noise ratio (SINR) of the n-th
D2D pair at the k-th channel, pn,k is the transmission power
of the n-th DUET at the k-th channel, gn,n is the channel
gain between the n-th DUET and the n-th DUER, pt,k is the
transmission power of the t-th DUET at the k-th channel,
gt,n is the channel gain between the t-th DUET and the n-th
DUER, Nk represents the set of D2D pairs communicating
at the k-th channel, σo is the white noise power spectral
density [38], and Id stands for the background interference

received from adjacent cells. The background interference is
measured by the receiver of each D2D pair and reported to the
gNB. As this interference represents the sum interference from
all sources (namely the interference from neighboring gNBs
and UEs in other cells), it can be derived from RSRP/RSRQ
reported even in a conventional network according to 3GPP.
Note that we focus on the dedicated mode, where the D2D
pairs experience no interference from the CUEs in the same
cell. Consequently, the CUEs are not considered.

Without loss of generality, we define Cmin, based on [8] and
[9], as the minimal capacity that can be guaranteed to the D2D
pair with the worst SINR if the total bandwidth is split among
N D2D pairs proportionally to gn,n (i.e., Bn =

gn,n�n=N
n=1 gn,n

).
Taking this into consideration, Cmin is defined as:

Cmin =
gmin
n,n�n=N

n=1 gn,n
B log2

⎛
⎝1 +

Pmax gmin
n,n

σo
gmin
n,n�

n=N
n=1 gn,n

B + Id

⎞
⎠ (2)

where gmin
n,n is the minimal channel gain among all D2D pairs,

i.e., gmin
n,n = min{gi,i}, ∀i = 1, . . . , N , and Pmax is the

maximal transmission power that can be used by the D2D pair
over all channels. Note that Pmax in (2) is considered in order
to achieve the highest possible Cmin that can be guaranteed
to each D2D pair. The value of Cmin decreases if the number
of D2D pairs increases in order to serve all D2D pairs with
at least Cmin.

In our system model, we adopt the following assumptions:
Assumption 1: We consider that the distance d between the

DUET and the DUER creating one D2D pair is at most equal
to a maximal distance dmax (i.e., d ≤ dmax) to guarantee a
reliable D2D communication.

Assumption 2: We consider a fully controlled D2D com-
munication, where the gNB is aware of the devices under
its coverage and manages them. This is in line with the
implementation of the D2D communication expected in 3GPP-
based mobile networks, see, e.g., [42].

Assumption 3: We assume full knowledge of channel state
information (CSI) in our system. Although full CSI knowledge
can imply a high signaling overhead, such assumption is
commonly adopted in many recent papers, e.g., [17], [18],
[43]–[45]. Moreover, there are already works that relax this
problem and allow to determine the channel gains among all
D2D pairs at a very low cost, see for example, [46], where
deep neural networks are exploited to predict the D2D channel
gains with a very high accuracy with almost no additional
overhead.

Assumption 4: We focus on a common interference-limited
mobile network [47]–[49], where the interference is a key
limiting factor and overrules the impact of noise. This allows
to adopt the approximation σ + Id = Id later in Appendix A.

B. Problem Formulation

The objective of this paper is to maximize the sum com-
munication capacity of the D2D pairs in the dedicated mode
while the minimum capacity is guaranteed to each D2D pair.
The sum capacity is maximized by an efficient allocation of
the communication channels and their reuse in such a way
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that multiple channels can be reused by multiple D2D pairs.
We denote the set of L coalitions of the D2D pairs as CS =
{cs1, cs2, . . . csL}. Each coalition csl includes all D2D pairs
that mutually reuse all channels allocated to all D2D pairs in
csl. The coalitions are formed so that the sum capacity of the
D2D pairs is maximized while the minimal capacity Cmin of
each D2D pair is still guaranteed. To improve the sum capacity,
we also determine a vector B of the communication channels
bandwidths for all N D2D pairs, i.e., B = {B1, B2, . . . ., BN}.
To exploit the overall bandwidth allocated to each D2D pair
(including reused channels) efficiently, we further find a set
of vectors P = {P1, P2, . . . , PN}, where every vector Pn

contains the transmission powers of the n-th D2D pair at all
channels allocated to this pair. Note that every vector Pn is of
|Kn| length, where Kn is the subset of channels allocated to
the n-th D2D pair. Hence, Kn contains all channels of all D2D
pairs, which are in the same coalition with the n-th pair. The
optimization problem over B, CS, and P is then formulated
as:

B∗,CS∗,P∗

= argmax
B,CS,P

n=N�

n=1

�

k∈Kn

Bklog2 (1 + γn,k)

s.t.
�

k∈Kn

Bklog2(1+γn,k)≥Cmin ∀n ∈ {1, 2, . . .N} (a)

0 < Bn ≤ B ∀n ∈ {1, 2, . . .N} (b)
n=N�

n=1

Bn = B (c)

�

k∈Kn

pn,k = Pmax ∀n ∈ {1, 2, . . .N} (d) (3)

where B∗, CS∗, and P∗ are the optimal B, CS, and P,
respectively. The constraint (a) ensures that the sum capacity
of any D2D pair over all the channels allocated to this pair
(including the reused channels within the coalition) is not
below Cmin, (b) limits the size of each channel with respect
to the maximum available bandwidth B, (c) guarantees that
the sum of all channel bandwidths is equal to B (i.e., that the
dedicated spectrum is fully utilized to maximize the capacity),
and (d) limits the sum transmission power of each D2D
pair over all channels to the maximal allowed transmission
power Pmax.

The problem defined in (3) is a non-convex mixed integer
non-linear programming (MINLP) as the coalitions’ forma-
tion represents an integer programming problem [53] while
the bandwidth allocation and the power allocation represent
continuous non-integer variables. The MINLP problems are
known to be NP-hard. Nevertheless, theoretically, the joint
solution of problem (3) is numerically derivable via the com-
mon approach for solving MINLP problems, i.e., optimizing
the continuous variables (B and P) at all feasible settings
of the discrete variables (CS). The optimization of both
continuous variables is an NLP problem that is solvable via the
interior point method. However, the joint numerical solution is
not practical due to its very high complexity and its feasibil-
ity only for very few D2D pairs, as previously mentioned.

Therefore, in the next section, we solve the optimization
problem from (3) by determining, sequentially, the bandwidth
allocation, the coalitions’ formation and the power allocation.
However, later in Section IV, we still derive the joint numerical
solution when few pairs are present, in order to prove that the
proposed sequential solution introduces only minor losses in
the performance compared to the joint solution.

III. THE PROPOSED RESOURCE ALLOCATION SCHEME

To solve the optimization problem from (3), we separate
it into three sub-problems. First, we analytically derive the
channel bandwidth allocated to each D2D pair in the ini-
tial phase (i.e., determination of B). Second, we solve the
coalitions’ creation problem allowing the reuse of multiple
channels by multiple D2D pairs (i.e., determination of CS).
The channel reuse problem is solved by the dynamic pro-
gramming, which composes the optimal coalition structure
and demonstrates an upper bound performance. However, the
dynamic programming is of a high complexity, which makes
it impractical for real networks. Thus, we propose also a
low-complexity algorithm based on the sequential bargaining
to handle the reuse. Third, we determine the power allocation
for the D2D pairs at each channel (i.e., determination of
P). Note that, in the following subsections, the solutions
solving the sub-problems of bandwidth allocation, coalitions’
formation, and power allocation are denoted as B∗∗, CS∗∗,
and P∗∗, respectively.

A. Initial Allocation of Channel Bandwidth for Individual
D2D Pairs

Before the channel reuse by D2D pairs takes place, each
D2D pair is allocated with a dedicated channel of a certain
bandwidth to guarantee the required channel capacity Cmin

for all D2D pairs. This channel can be then reused by other
pairs in the main phase of the proposed approach (described in
the next subsections). The sub-problem of optimizing B from
the problem defined in (3) is reformulated as:

B∗∗ = argmax
B

n=N�

n=1

Bnlog2 (1 + γn,n)

s.t. Cnr
n,n = Bnlog2 (1 + γn,n) ≥ Cmin

∀n ∈ {1, 2, . . .N} (a)

(b), (c) taken from (3) (4)

where γn,n =
pn,n gn,n

σoBn+Id
is the SINR of the n-th D2D pair

at the n-th dedicated channel with no-reuse and the constraint
(a) ensures that the capacity of every n-th D2D pair at the n-th
dedicated channel with no-reuse (Cnr

n,n) is, at least, equal to the
minimal required capacity Cmin. It is worth to mention that
each D2D pair can transmit with Pmax (i.e., pn,n = Pmax)
at its allocated channel in this initial phase, because only one
channel without reuse is exploited by each D2D pair and the
interference among the D2D pairs is absent in this phase.

The solution of (4) for the case with no interference from
the adjacent cells (i.e., with Id = 0) is derived in [8] and [9].
However, in a realistic case with a dense deployment of cells
and a high density of communicating UEs, the interference Id
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is significant with respect to the noise and cannot be neglected.
In such case, the solution proposed in [8] and [9] is not
optimal. Thus, we determine the optimal allocation of the
bandwidth for the channel assigned to each D2D pair initially
(without channel reuse) in the following proposition.

Proposition 1: Considering the background interference
from the adjacent cells Id, the optimal allocation of the
bandwidth Bn to the n-th channel assigned to the n-th D2D
pair guaranteeing the fulfillment of Cmin for all D2D pairs
is:

Bn =
Cmin

log2

⎛
⎝1 +

Pmaxgn,n

σo

gmin
n,n

�n=N
n=1 gn,n

B+Id

⎞
⎠

(5)

Proof: The proof of Proposition 1 is in Appendix A.
If
�n=N

n=1 Bn < B after the channel allocation, the rest of
the bandwidth is added to the channel of the D2D pair with
the highest gn,n in order to maximize the sum capacity of
the D2D pairs as defined in (4). Consequently, the highest
capacity in the initial allocation phase is achieved by the D2D
pair with the best channel quality similarly like in [8] and
[9]. Then, with a high probability, this particular D2D pair
forms a coalition with other pairs during the generation of the
coalition structure (as described in the next subsection). Thus,
the above-mentioned assignment of the rest of the bandwidth
is beneficial for other D2D pairs as their capacity can be
significantly enhanced as well by joining the coalition, which
contains the D2D pair with the highest gn,n.

The initial resource allocation is centrally managed by the
gNB based on the knowledge of the channel quality of all
D2D pairs in a similar way as assumed, e.g., in [17], [18],
or [43].

B. Optimal Coalition Structure Generation for Channel
Reuse

After the initial channel bandwidth allocation to the D2D
pairs, the reuse of channels is implemented. To determine
which D2D pairs should mutually reuse their channels, we for-
mulate the problem of coalitions’ formation. The problem
is understood as a coalition structure generation problem in
game theory [51]–[53]. For any set of players, the coalition
structure is a set of coalitions CS= {cs1, cs2, . . . , csL} such
that each element csl ∈ CS is the set of players composing
one coalition. Note that each player can belong only to a
single coalition. For our channel reuse case, the problem is
to find the coalition structure over N D2D pairs in such a
way that the D2D pairs in each coalition mutually reuse the
channels of each other. Based on this, our goal is to find the
coalition structure that maximizes the sum capacity of D2D
pairs while guaranteeing the minimal capacity required by
each pair. Consequently, the sub-problem of optimizing CS,
from the problem defined in (3), is written as:

CS∗∗ = argmax
CS

n=N�

n=1

�

k∈Kn

Bklog2 (1 + γn,k)

s.t. (a) − (d) taken from (3) (6)

Fig. 1. The possible coalitions’ creation for three D2D pairs. Note that the
dashed arrows represent the interference introduced by the channel reuse.

Fig. 1 illustrates the channel reuse problem presented as
a coalition structure generation with an example of three
D2D pairs (i.e., three players’ coalition structure game). The
example represents all possible coalitions created for the
problem of three D2D pairs. Note that the D2D pairs within the
same coalition transmit at the same time over all channels of
all D2D pairs in the same coalition. For example, if three D2D
pairs create one coalition (as in Fig. 1e), all these D2D pairs
transmit over all three channels simultaneously and mutually
interfere with each other. The D2D pairs in different coalitions
are supposed to transmit at the same time, but at different
channel(s), thus no interference occurs among the different
coalitions.

To find the optimal solution for the problem defined in (6)
and to determine the optimal structure of the coalitions,
the dynamic programming [53], [54] is a suitable solution.
In the dynamic programming, the values of a gain function
V for each possible coalition csx composed of X D2D pairs
(where X ∈ {1, 2, . . . , N}) should be calculated. However,
the problem defined in (6) is different from the general
coalition structure generation problems due to the constraint
(a). Therefore, in order to solve (6), the gain function should
take the constraint (a) into account to guarantee Cmin for each
D2D pair even after the channel reuse. Thus, we build up the
gain function V (csx) of the coalition csx, which is composed
of X D2D pairs, as follows:

V (csx) =

�
Ccsx if CDy > Cmin, ∀Dy ∈ csx

0 otherwise
(7)

where Ccsx is the sum capacity of all D2D pairs in the
coalition csx mutually reusing the channels of all D2D pairs in
csx, and CDy is the sum capacity of the D2D pair Dy over the
communication channels, including the reused channels, in csx
(note that Dy represents the y-th D2D pair from the coalition
csx). Note that to calculate (7), the transmission powers of the
D2D pairs over the reused channels are optimized based on
subsection III-D presented later in this paper.

The dynamic programming-based solution is of a high com-
plexity as the general complexity of dynamic programming is
O(3N ), where N is the number of D2D pairs. Thus, such
solution is not practical for the real networks and we propose
a low-complexity algorithm in the next subsection to solve the
coalitions’ creation problem.
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C. Low-Complexity Channel Reuse Based on Sequential
Bargaining

In this subsection, we describe the proposed low-complexity
algorithm for the channel reuse to solve (6). The proposed
solution is based on the sequential bargaining allowing multi-
ple D2D pairs to reuse multiple channels simultaneously. This
reuse is enabled by the fact that all D2D pairs in the same
coalition always use all channels allocated to them previously
during the initial allocation phase (as shown in Fig. 1e).
Moreover, all channels in the coalition are used simultaneously
by all D2D pairs in that particular coalition.

Before the proposed sequential bargaining process is initi-
ated, we calculate the utilities for all possible coalitions of any
two D2D pairs (Di and Dj) in the system. The utility function
is defined as:

Ui,j =

⎧
⎪⎨
⎪⎩

−∞ if Ci,i + Ci,j < Cmin

−∞ if Cj,i + Cj,j < Cmin

Gi,j otherwise

(8)

where Ci,i (Cj,i) and Ci,j (Cj,j) are the capacities of the i-
th (j-th) D2D pair at the i-th and j-th channels, respectively.
If the reuse would lead to a decrease in the capacity below
Cmin for any of the D2D pairs, the coalition is not allowed
and the utility function Ui,j is set to −∞, see (8). In contrast,
if both D2D pairs keep the capacity at least at Cmin, a gain
Gi,j introduced by the new coalition of the pairs Di and Dj ,
even if it is negative, is calculated as:

Gi,j = (Ci,i + Ci,j + Cj,i + Cj, j) − (Cnr
i,i + Cnr

j,j) (9)

where Cnr
i,i and Cnr

j,j correspond to the capacities of the i-th
and j-th D2D pairs without channel reuse (see Section III-A).
Note that from the structure of the utility function Ui,j and
from (9), we observe that Ui,j = Uj,i.

Remark 1: If the D2D pairs Di and Dj form togther one
coalition, the communication channel ki is reused by the pair
Dj while the pair Di reuses the channel kj . In other words,
both Di and Dj communicate over both channels ki and kj
at the same time.

Remark 2: Since the utility Ui,j in (8) is calculated for any
two D2D pairs Di and Dj creating one coalition and accessing
the two shared channels ki and kj assigned originally to
each of them, the transmission powers pi,i, pi,j , pj,i, and
pj,j that are required to derive Ui,j are calculated as px,y =

By

Bx+By
Pmax, where x and y stand for either i or j to represent

all four powers pi,i, pi,j , pj,i, and pj,j . For more details on the
power allocation, please refer to the proposed power allocation
derived later in Section III-D).

After obtaining the individual utilities Ui,j , these are
inserted into a bilateral utility matrix U :

U =

⎡
⎢⎣

−∞ . . . U1,N

...
. . .

...
UN,1 . . . −∞

⎤
⎥⎦ (10)

where the diagonal elements are set to −∞ (i.e., Ui,i = −∞).
The reason for setting Ui,i = −∞ is that the diagonal elements
contain the utilities of the i-th D2D pair making a coalition
with itself. Such coalition is automatically disregarded as,

in principal, a D2D pair cannot make any new coalition with
itself. The reason why we do not set the diagonal values simply
to “0” is that in some special cases even the coalitions with
slightly negative utilities can be initially created as long as
Cmin is guaranteed. In contrast, the elements Ui,j equal to
−∞ (i.e., the elements for which Cmin is not guaranteed as
well as all diagonal elements) are omitted in the reminder
of the process, because these should not lead to the creation
of any coalition. This way, the complexity of the whole
bargaining process is significantly decreased, as the search
space (i.e., the number of the possible coalition structures
among the D2D pairs) is reduced.

After all the entries in U equal to −∞ are removed,
the rest of the elements are sorted in a descending order
taking into account that every couple of symmetric elements
is considered as one element (Ui,j = Uj,i). The sorting serves
further to indicate the priorities for coalitions’ creation so
that the coalitions yielding the highest capacity gains are
created preferentially. This ordering is motivated by the fact
that a higher bilateral utility represents, in our case, a lower
interference among two D2D pairs. Thus, these D2D pairs
are expected to end up in the same coalition also in the case
of optimal coalitions created by the dynamic programming.
Hence, it is likely that the proposed low-complexity solution
leads to a close-to-optimal performance.

The sorted elements Ui,j from U represent a vector of
sub-games (denoted as U∗) that are played sequentially over
time in the way that one sub-game is played in every time step.
Consequently, when the sub-game s is played, the coalition
structure CSs is created resulting in the sum capacity CCSs .
At the beginning of the algorithm, the sub-game is played
only between two D2D pairs (e.g., Di and Dj) over their
respective channels (ki and kj) allocated in the initial phase.
In this case, the coalition is simply created if both Di and
Dj agree to reuse their dedicated channels among each other.
However, when some coalitions already exist, the sub-game is
extended to all members of all related coalitions. Thus, if the
pair Di wants to join the coalition csx composed of two or
more other D2D pairs, the sub-game s is played between the
pair Di and all the D2D pairs already included in the coalition
csx. The pair Di joins the coalition csx if and only if the
pair Di as well as all pairs in csx agree. Each D2D pair Dj

agrees to accept the pair Di into csx if the capacity of the
pair Dj is not lower than Cmin and if the sum capacity of the
D2D pairs composing CSs is higher than the sum capacity of
the D2D pairs composing CSs−1 (i.e., if CCSs > CCSs−1 );
where CSs−1 is the coalition structure created in the previous
sub-game s − 1 with the sum capacity of CCSs−1 .

Furthermore, to get closer to the creation of the optimal
coalitions, we enhance the proposed sequential bargaining
process by testing to create larger coalitions even if the coali-
tions of two pairs are not beneficial (i.e., CCSs < CCSs−1 ).
Thus, we try the coalitions of three pairs even if the previous
coalitions with two pairs can lead to a decreased performance.
In other words, if the creation of the coalitions with any
two pairs leads to a negative gain (all bilateral utilities are
negative), the two D2D pairs playing the first sub-game in the
sorted utilities are forced to test the reuse of their channels
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even if the sum capacity is decreased. Then, the rest of the
sub-games are played out normally as described before and
the D2D pair is added only if the sum capacity of D2D pairs
is increased. This way, we keep the possibility of making
coalitions with more than two D2D pairs and we prevent the
possibility that the algorithm gets stuck in local optima.

In the last step, the formed coalition structure CSs is
compared with two other coalition structures: i) CSall = cs1
where all D2D pairs create one coalition cs1 and reuse all
the channels; ii) CS0 = {cs1, . . . , csN} where each D2D
pair represents a stand-alone coalition and no channel reuse
is exploited (i.e., the initial allocation from Section III-A).
Among the three coalition structures CSs, CSall, and CS0,
the one that reaches the highest sum capacity of D2D pairs
is chosen. Note that the sum capacity of CSall is set to
zero if CSall does not guarantee Cmin for all D2D pairs.
There are two reasons for the inclusion of this last step. The
first reason is a potential consequence of the special case
(described in previous paragraph) when all elements of (10)
are negative and the sum capacity decrement is acceptable
in the first sub-game. This sum capacity decrement makes it
necessary to compare the sum capacity in the final formed
coalition structure CSs with the sum capacity achieved by
the initial allocation (i.e., CCS0 ), in order to guarantee that
CCSs > CCS0 . The second reason is, generally, the very low
probability of reaching the coalition structure where all D2D
pairs reuse all of the available channels (i.e., CSall) through
the played sub-games. Nevertheless, with a very low density
of D2D pairs, the probability that the D2D pairs can reuse

Algorithm 1 Sequential Bargaining Algorithm to Solve Chan-
nel Reuse Problem for N D2D Pairs
1: Estimate utility matrix U with size N × N
2: Eliminate utilities equal to −∞ from the matrix U
3: Sort remaining utilities in descending order into vector U∗

4: Initialize CS0 = {cs1, . . . , csN}; csi = {Di}, ∀i ∈
{1, . . . , N}

5: for s = 1 : length(U∗) do
6: Sub-game is played between pairs Di ∈ csx and Dj ∈

csy where Ui,j ≡ U∗(s)
7: Update CSs (i.e., merge csx and csy into one coalition

csz)
8: Estimate all

�
k∈Kn

Bklog2(1 + γn,k) ∀n ∈ {1, ...N}
and corresponding CCSs

9: if ∃n ∈ {1, ...N} :
�

k∈Kn
Bklog2(1 + γn,k) < Cmin

or CCSs < CCSs−1 then
10: if ∃s : U∗(s) > 0 or s 	= 1 then
11: CSs = CSs−1

12: end if
13: end if
14: end for
15: if in CSall ∃n ∈ {1, ...N} :

�
k∈Kn

Bklog2(1 + γn,k) <
Cmin then CCSall

= 0
16: end if
17: CSs = {CSs ∈ {CSs,CSall,CS0} : CCSs =

max(CCSs , CCS0 , CCSall
)}

all the channels and compose one coalition is higher. Thus,
selecting the best-performing coalition structure among CSs

and CSall can further improve the performance.
The above-described algorithm for the sequential

bargaining-based channel reuse is summarized in Algorithm 1.
The algorithm is supposed to run centrally at the gNB (as
explained in Section II.A). Thus, no special synchronization
between the D2D links is needed with respect to the common
D2D communication fully controlled by the network [2],
because all the D2D pairs within the coalition use all the
channels of each other at the same time. Note that within
every step from the previously described coalitions’ formation
solution, the capacities are calculated (line 8 from Algorithm
1) with the optimized transmission power allocation derived
in the following subsection III-D.

D. Power Allocation to Channels

In this subsection, we aim to optimize the power allocation
and set the transmission power of every D2D pair at every
channel allocated to this pair based on the created coalition
structure. We take into account the maximum power budget for
each D2D pair to fulfill the constraint (d) in (3) and (6). The
problem of power allocation is non-convex. Thus, an iterative
method is required to solve such problem. However, any itera-
tive method would increase the time complexity of the overall
resource allocation scheme. Thus, we relax the problem from
the maximization of the sum capacity to the maximization
of individual capacity of each D2D pair. In other words,
the transmission power of each D2D pair at each individual
channel allocated to this pair is set in a selfish way so that the
sum capacity of every single D2D pair is maximized.

The problem of maximizing the sum capacity of the D2D
pair Dn over all |Kn| channels reused by this pair Dn is
formulated as:

max(Cn) = max

� �

k∈Kn

Bklog2 (1

+
pn,kgn,k

σoBk +
�

t∈Nk
t�=n

pt,k gt,k + Id

⎞
⎠
⎞
⎠

s.t.
�

k∈Kn

pn,k = Pmax (a) (11)

The optimization problem (11) is, still, unsolvable ana-
lytically as the transmission power setting of other pairs is
not known. However, the DUET and the DUER of the same
D2D pair are typically close to each other and, consequently,
the channel between the DUET and the DUER is of a high
quality (i.e., high SINR). Moreover, the coalitions’ formation
algorithm is interference-aware and, hence, minimizes the
mutual interference among the D2D pairs. These reasons allow
to expect γn,k 
 1 and, hence, to adopt the approximation
log2(1+γn,k) ≈ log2(γn,k) for the derivation of the analytical
solution of the previous optimization problem (11). Note that
this approximation is very common for the scenarios with
a “high SINR regime” (as considered in this paper), see
for example [8]. Thus, the problem of maximizing Cn is
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simplified to:

max(Cn) = max

� �

k∈Kn

Bklog2

⎛
⎝ pn,kgn,k

σoBk +
�

t∈Nk
t�=n

pt,k gt,k + Id

⎞
⎠
⎞
⎠

s.t.
�

k∈Kn

pn,k = Pmax (a) (12)

The maximization problem in (12) is a convex constrained
optimization problem and its solution is determined using the
Lagrangian method as:

pn,k =
Bk�

k∈Kn
Bk

Pmax (13)

This sub-optimal solution maximizes the individual capacity
of every D2D pair selfishly. The relaxation from maximizing
the sum capacity to maximizing the individual capacity of
individual pairs is justified by the fact that the coalitions are
formed to suppress the interference among the D2D pairs
belonging to one coalition and interfering to each other. This
interference suppression allows to perform the power alloca-
tion for every D2D pair independently with only minor losses
in terms of the sum capacity, as confirmed via simulations
in Section IV. In addition to the sum capacity maximization,
Cmin is guaranteed to be satisfied by Algorithm 1 via lines
9-11, where Cmin satisfaction is continuously checked.

By deriving the transmission powers of all D2D pairs over
all the corresponding channels based on (13), a sub-optimal
power allocation (P∗∗) is reached. The transmission power
pn,k defined in (13) is inserted to (9) for the determination of
the gains Gi,j and to derive the bilateral utilities Ui,j in (8)
(see Remark 2 in Section III-C).

IV. PERFORMANCE EVALUATION

The simulations are carried out in Matlab to evaluate the
performance of the proposed resource allocation scheme and
to compare it with the competitive algorithms. To this end, the
simulation scenario and parameters are presented in the next
subsection. Then, the competitive algorithms and performance
metrics are defined. Last, the simulation results are presented
and discussed.

A. Simulation Scenarios

We consider an area of 500×500 m2. The simulation results
are averaged out over 1000 simulation drops. For each drop, N
DUET are uniformly distributed within the area. The position
of the DUER for each D2D pair is generated with respect to the
position of the DUET to guarantee that the distance between
the transmitter and the receiver is not higher than dmax. The
distance between the transmitter and the receiver is randomly
generated with the uniform distribution between 0 and dmax.
The angle of the receiver with respect to the transmitter is
also uniformly generated between 0◦ and 360◦. The number
of D2D pairs remains the same for all 1000 drops, but we run
different 1000 drops for every tested value of N from 5 to 50.

TABLE I

SIMULATION PARAMETERS

Note that the CUEs are not considered as these operate in a
different band in case of the dedicated mode as explained in
Section II-A.

For the modeling of radio channel, we follow 3GPP recom-
mendation for D2D communication defined in [42]. Hence,
the path loss model is defined as PL = 89.5 + 16log2(d),
where d is the distance between the transmitter and the
receiver. The maximal transmission power for every D2D
pair is set to Pmax = 20 dBm. The background interference
from neighboring cells Id is modeled randomly for each
drop following a normal distribution with a mean value of
−80 dBm and a standard deviation of 15 dB. This level of
interference from neighboring base stations represents a high
interference scenario, which can be expected in future mobile
networks with dense small cells deployment [50]. The detailed
parameters of the simulations are summarized in Table I.

B. Competitive Algorithms and Performance Metrics

To the best of our knowledge, there is no solution targeting
the reuse of multiple channels by multiple D2D pairs in
the dedicated mode with the goal of maximizing the sum
capacity of D2D pairs and guaranteeing the minimal capacity
for each individual D2D pair. Nevertheless, we compare
our proposed algorithm with the schemes that target similar
objectives or address similar problem. Thus, the proposed
resource allocation algorithm, encompassing the initial channel
bandwidth allocation (derived in Section III-A), the channel
reuse algorithm (Section III-B and III-C), and the proposed
power allocation (Section III-D), is compared with the fol-
lowing state-of-the-art schemes:

1) No reuse [8], [9]: This scheme, designed for the ded-
icated mode, distributes the whole available bandwidth
B among the D2D pairs in the way that communication
capacity is maximized while Cmin is guaranteed to each
D2D pair. However, the channels cannot be reused by
the D2D pairs and each channel is occupied by just one
pair. Note that the channel allocation in [8] and [9] is
not optimal if there is background interference Id as
considered in our case.

2) Single reuse [10]: In this algorithm, the total bandwidth
is divided into several channels with equal bandwidths
(we consider six channels as in [10]). Every channel
is allocated to a single D2D pair, i.e., six D2D pairs
are served. The Hungarian algorithm is implemented
to solve a matching problem between the six channels
and the unserved D2D pairs to enable the D2D channel
reuse. As defined in [10], up to two D2D pairs can
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reuse each channel. Thus, the solution allows twelve
(2×number of channels) D2D pairs to be served, while
the rest of the D2D pairs are provided with no resources.
Even if this leads to an unfairness among the D2D pairs,
it also yields a high capacity for the served D2D pairs as
only those having a high channel quality between DUET

and DUER access the available channels.
3) Empty channel protocol (ECP) [11]: For this case, the

total bandwidth is also divided into several channels with
equal bandwidth (in our case six channels as in [11]).
First, every channel is allocated to a single D2D pair
(i.e., six D2D pairs are served). Then, empty channel
protocol adds the unserved D2D pairs to the channels
so that all unserved D2D pairs reuse the channels already
assigned to other D2D pairs. Note that the D2D pairs are
not allowed to exploit multiple channels simultaneously
and only one channel can be used by every D2D pair.
Still, each channel can be reused by multiple D2D pairs
at the same time.

The performance of the proposed and competitive algo-
rithms is assessed by means of the sum capacity of D2D pairs
defined as C =

�n=N
n=1

�
k∈Kn

Cn,k. We also investigate the
percentage of satisfied D2D pairs, that is, the D2D pairs for
which the minimal capacity is granted (i.e., the percentage of
the D2D pairs with C ≥ Cmin).

C. Simulation Results

In this section, we first compare the performance of the
proposed resource allocation scheme with the competitive
state-of-the-art algorithms. Then, we analyze thoroughly the
proposed scheme and we show the added value of the indi-
vidual sub-parts of the proposal.

1) Comparison of the Proposed Scheme With Competitive
Algorithms: In this subsection, we compare the performance
of the full proposed resource allocation scheme, containing the
initial bandwidth allocation, channel reuse based on sequential
bargaining (SB), and proposed power allocation (denoted
as “Proposal with SB (Alg. 1)”), with all above-mentioned
competitive algorithms. Additionally, we derive the optimal
sequential solution, where the optimal bandwidths are allo-
cated to the channels, the optimal channels are allocated
to the D2D pairs via the dynamic programming (i.e., the
optimal coalitions are created) (Section III-B), and finally,
the transmission powers are allocated to the D2D pairs based
on (13) (denoted as “Proposal - optimum”). Although the
optimal solution is not practical due to the high complexity
of the dynamic programming, it is used as a benchmark for
our scheme as it achieves the maximal possible sum capacity.
In addition, we also test the performance of the sub-optimal
greedy algorithm for the creation of the coalitions with a
complexity equal to O(N3). The greedy algorithm outlined for
a general coalitions’ creation in [55] is modified to guarantee
Cmin and we combine it with the initial channel allocation
and the power allocation of our proposed scheme. Hence,
we denote the algorithm as “Proposal with m-greedy”).

Fig. 2 illustrates the impact of the number of D2D pairs on
the sum capacity of all D2D pairs. The capacity is increasing

for the proposed as well as competitive algorithms with more
D2D pairs in the system despite the fact that the interference
among D2D pairs increases. The reason for this is the fact
that Cmin naturally decreases with the increasing number of
D2D pairs (as explained in Section II-A), such that Cmin

can be always guaranteed. The decrease in Cmin with the
increasing number of D2D pairs allows all pairs to contribute
to their sum capacity and, hence, increase it. This is, however,
expected as the coalitions are created in a way that decreases
the interference among pairs.

We see that the sum capacity of all three competitive
schemes saturates quickly and reaches approximately 223
Mbps (ECP), 297 Mbps (Single reuse), and 294 Mbps (No
reuse) for 50 D2D pairs. The proposal with sequential bargain-
ing leads to a significant gain with respect to all competitive
algorithms. The gain ranges from 20% to 200%, from 55% to
297%, from 55% to 295%, when compared to the No reuse,
Single reuse, ECP algorithms, respectively. The gain of the
proposal with respect to the existing solutions increases with
the number of D2D pairs, since a higher number of D2D
pairs leads to more opportunities for the multiple reuse in
case of our proposed scheme. Note that the proposal with m-
greedy, also, outperforms the existing solutions, but its sum
capacity is from 2% to 13% below the sequential bargaining
approach. Besides, Fig. 2 also shows the performance of the
proposal with the optimal coalitions’ creation by the dynamic
programming. Due to the very high complexity, we cannot
show results for more than ten D2D pairs as the results
cannot be obtained in a realistic time frame. The difference
between the optimal coalition structure derived by dynamic
programming and the low-complexity sequential bargaining
approach is negligible (1.2% for 10 D2D pairs) and the
low-complexity solution reaches almost optimal performance.
Note that such a good performance of the proposed sequential
bargaining with respect to the optimum is thanks to the sorting
of the bilateral utilities in descending order and, also, allowing
the creation of the coalitions with negative utilities if no
bilateral utility is positive, see Section III.C. Fig. 2 also proves
that our proposed sequential solution reaches a sum capacity
very close to the joint numerical solution (derived as explained
in Section II-B for up to eight D2D pairs only due to its
very high complexity). The sum capacity of the “Proposal
- Optimum” and the “Proposal with SB (Alg. 1)” is only
less than 3% and 4%, respectively, below the provided joint
numerical solution.

Furthermore, we investigate the impact of the maximum
distance between the DUET and DUER (i.e., dmax) on the
sum capacity in Fig. 3 for N = 10. It is obvious that the longer
dmax is, the lower sum capacity is observed. The reason for
such behavior is that the signal between the DUET and the
DUER is more attenuated for a larger dmax and the D2D
communication becomes less efficient. Figure 3 also shows
that the proposal with sequential bargaining outperforms all
competitive algorithms significantly and also overcomes the
proposal with m-greedy. The gain introduced by the proposed
algorithm with sequential bargaining ranges from 16.4% to
180%, from 53% to 166%, and from 73% to 187% in
comparison to the No reuse, Single reuse, and ECP algorithms,
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Fig. 2. Sum capacity of D2D pairs over number of D2D pairs for dmax =
50 m.

respectively. The proposal with m-greedy reaches from 2%
to 10% lower sum capacity with respect to the sequential
bargaining. The gain is less significant for a larger dmax as the
interference among D2D pair is more significant with respect
to the useful signal and the possibility of sharing communica-
tion channels decreases. From Fig. 3, we further see that the
proposed low-complexity algorithm with sequential bargaining
reaches almost the optimal capacity obtained by the dynamic
programming disregarding dmax.

The proposed algorithm is designed to guarantee the min-
imal capacity Cmin to all D2D pairs (see (3)). The minimal
capacity Cmin is derived as the capacity that is guaranteed
to all D2D pairs in the case of no reuse (according to [8]
and [9] as explained in (2) in Section II-A). The minimal
capacity Cmin decreases with the number of D2D pairs N ,
since the bandwidth B is divided among a higher number of
D2D pairs (see Fig. 4a). In Fig. 4b, we verify the fulfillment of
the constraint on Cmin. The proposals with optimal coalitions,
sequential bargaining as well as with m-greedy guarantee
Cmin for every D2D pair over all investigated numbers of
D2D pairs in all simulation drops. Thus, although every D2D
pair is exposed to interference from other D2D pairs in
the same coalition, there is no D2D pair that experiences a
capacity below Cmin. Note that there is no difference between
the percentage of the satisfied D2D pairs for the proposed
algorithm with optimal coalitions’ creation and sequential
bargaining-based coalitions’ creation. Also No reuse algorithm
(proposed in [8] and [9]) satisfies Cmin for all D2D pairs.
In contrast, the Single reuse algorithm and the EPC do not
guarantee Cmin to all D2D pairs due to the equal channel
bandwidth allocation and limited channel reuse.

2) Analysis of the Proposed Resource Allocation Scheme: In
this subsection, we analyze the impact of individual sub-parts
of the proposed scheme on the sum capacity of D2D pairs
and the contribution of individual sub-parts to the gains
achieved with respect to the competitive algorithms. To that
end, we show the impact of the following individual sub-parts
of the proposed algorithm:

1) Proposal - opt. BW : Illustrates the gain of stand-alone
proposed initial channel bandwidth allocation

Fig. 3. Sum capacity of D2D pairs over maximum distance between
transmitting and receiving device within D2D pair and for N = 10.

for scenario with the background interference
(Section III-A) while no channel reuse is considered.
This way we show the impact of interference on the
bandwidth allocation with respect to [8] and [9], where
the authors neglect this interference.

2) Proposal - reuse only: Performance of the stand-alone
proposed channel reuse (Section III-C) is demonstrated
on the top of the channel bandwidth allocation according
to [8], [9], i.e., if the n-th D2D pair has the bandwidth
Bn =

gn,n�n=N
n=1 gn,n

B while the transmitting power among
all channels is distributed equally.

3) Proposal - reuse with opt. BW : One can expect that the
consideration of interference for the bandwidth alloca-
tion can influence also the efficiency of the reuse phase.
Thus, we present this scheme in order to demonstrate
the contribution of the derived initial bandwidth allo-
cation (i.e., combined Section III-A and Section III-C).
As this algorithm also assumes the equal power alloca-
tion over all channels, the gain of the proposed power
allocation over channels is illustrated by the difference
between this algorithm and the proposal with sequential
bargaining.

For the sake of Fig. 5 clarity, we do not show the per-
formance of the optimal coalitions’ creation and we depict
only the No reuse algorithm [8], [9], which serves as a
basis for the bandwidth allocation performance. We see that
a high gain ranging from 19.5% to 106% with respect to
No reuse algorithm is introduced by the reuse of multiple
channels by multiple D2D pairs (as proposed in Section III-C,
in Fig. 5 labeled as “Proposal - reuse only”). The gain is a
result of the proposed reuse of channels by the D2D pairs
whenever it is beneficial. In addition, Fig. 5 also shows that the
gain introduced by the proposed initial bandwidth allocation
considering the background interference (in Fig. 5 depicted
as “Proposal - opt. BW” and derived in Section III-A) with
respect to the same approach disregarding the interference
(i.e., No reuse according to [8] and [9]) introduces only a
gain of up to 8.1% for N = 50. However, if the proposed
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Fig. 4. Minimum capacity Cmin that can be guaranteed to all D2D pairs according to (2) (a), and percentage of D2D pairs for which Cmin is guaranteed
(b).

Fig. 5. Impact of individual subparts of proposed algorithm (bandwidth
allocation, channel reuse, power allocation) on sum capacity of D2D pairs
(dmax = 50 m).

initial bandwidth allocation considering interference is applied
together with the proposed reuse (“Proposal - reuse with
opt. BW” in Fig. 5), the synergy effect of both leads to
an additional gain of up to 22.5% added on the top of the
reuse gain. The reason for such gain of the proposed initial
bandwidth allocation applied together with the reuse is that
the bandwidths of the individual channels are derived with
respect to the background interference. If the interference from
the adjacent cells is neglected for the bandwidth allocation,
the reuse phase is impaired by the non-optimal bandwidth
allocation and, consequently, some well-performing coalitions
are not established.

The impact of the proposed power allocation (determined
in Section III-D) is represented by the difference between two
top lines in Fig. 5 (“Proposal with SB (Alg. 1)” and “Proposal
- reuse with opt. BW”). The additional gain with respect to
No reuse (up to 8.6%) is a result of the power allocation over
the channels assigned to each D2D pair taking into account
the inequality among the bandwidths of these channels.

Fig. 6. CDF of number of coalitions created by the sequential bargaining
for different numbers of D2D pairs.

In addition to the analysis of the impact of individual
subparts of the proposed algorithm, we also give more insight
into the size of the resulting coalitions. Cumulative distribu-
tion function of the number of coalitions resulting from the
proposed sequential bargaining game (see Section III-C) is
depicted in Fig. 6. In roughly 40% of the cases, less than ten
coalitions are created disregarding the number of pairs. This
relatively low number of coalitions indicates that there is a
high probability that multiple D2D pairs reuse the channels of
other D2D pairs. The figure shows that at least one coalition
is composed of more than one D2D pair (i.e., the channel(s)
are reused) in 90%, 99%, and 100% of the cases for N = 10,
N = 20, and N > 20, respectively. In other words, almost
always, the number of created coalitions is lower than the
number of D2D pairs N , thus, multiple D2D pairs reuse
multiple channels. Note that each D2D pair represents one
coalition if this D2D pair communicates only at its dedicated
channel without reuse.

3) Feasibility of the Proposed Scheme: The worst case time
complexity of Algorithm 1 is O(N2logN), since the bilateral
utility matrix U in (10) is of N × N size and its entries
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Fig. 7. Number of time steps corresponding to number of bargaining sub-games required to reach 95% (a) and 90% (b) of the sum capacity of D2D pairs.

Fig. 8. Example of evolution of sum capacity over time steps in one drop for different number of D2D pairs N . The endpoint for each line illustrates the
step when 95% (a) and 90% (b) of sum D2D capacity is reached.

are sorted in descending order (sorting of n elements results
in the complexity O(nlog(n)). Nevertheless, the proposed
algorithm is based on the bargaining sub-games that are played
sequentially over time. Thus, we investigate also the feasibility
of the proposed scheme for real networks by analyzing the
convergence of the proposed algorithm. The number of time
steps of the proposed algorithm over the number of D2D
pairs N to reach 95% and 90% of the maximum capacities
is illustrated in Fig. 7a and Fig. 7b, respectively. The figures
confirm that reaching 95% and 90% of the maximum capacity
is quick even for a high number of D2D pairs. For realistic
scenarios with, for example, 20 D2D pairs, only 14 and 10
steps (bargaining sub-games) are performed in average to
reach 95% and 90% of the maximum sum D2D capacity,
respectively. Even for 50 D2D pairs (which is rather an
extreme case for an area of 500 × 500 m), only 35 and 24
time steps in average are carried out to reach 95% and 90% of
the maximum capacity. Note that the complexity of dynamic
programming is 3N , thus, the complexity of the sequential
bargaining-based solution is negligible.

We also show a step-by-step increase in the sum capacity
of D2D pairs after each sub-game is played out for selected
samples of results in Fig. 8. The capacity is increasing steeply
during the first steps and promptly converges close to the
maximum. Even after very first steps, the gain with respect
to the best performing competitive solution is significant (up
to 281.5 Mbps in average for No reuse [8], [9] as shown in
Fig. 2). The low number of time steps and the steep growth of
the sum capacity over the time steps, demonstrated in Fig. 7
and Fig. 8, confirm the feasibility of the proposed solution for
the real-world mobile networks.

V. CONCLUSION

In this paper we have proposed a new resource allocation
scheme allowing multiple pairs to reuse multiple channels
for the D2D communication in the dedicated mode. The
proposed resource allocation scheme encompasses an initial
bandwidth allocation, channel reuse, and power allocation over
the reused channels. The channel reuse is presented as a
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coalition structure generation problem, where the D2D pairs
composing one coalition reuse the channels dedicated to each
other. The coalition structure generation problem is optimally
solved by the algorithm based on dynamic programming.
As the dynamic programming is of a high complexity, we also
develop a low-complexity sequential bargaining algorithm
solving the reuse problem while reaching close-to-optimal sum
capacity of D2D pairs. The performance analysis shows that
the sum capacity of D2D pairs is significantly increased by the
proposed resource allocation scheme compared to the existing
algorithms. In addition, although the interference is imposed
among D2D pairs reusing the same channel, the minimal
required capacity for each D2D pair is still guaranteed after
the channel reuse.

A potential future direction should aim at a power control
among D2D pairs in every coalition in order to further increase
the spectral efficiency. Another topic for further study is the
allocation of resources when the multiple channels are used
by multiple D2D pairs without the requirement on forcing the
D2D pairs to reuse their channels only mutually while still
guaranteeing the minimal capacity to each D2D pair.

APPENDIX A

To solve the problem of channel bandwidth presented in (4),
we adopt the approximation log2(1 + γn,n) ≈ log2(γn,n) like
in Section III-D and under the same assumptions. By applying
this approximation into sub-problem (4) and after several sim-
ple mathematical operations, the objective function from (4)
is rewritten as:

n=N�

n=1

Bnlog2

�
1 +

pn,n gn,n
σoBn + Id

�

=

n=N�

n=1

log2

�
pn,n gn,n

σoBn + Id

�Bn

= log2

n=N�

n=1

�
pn,n gn,n

σoBn + Id

�Bn

(14)

We target an interference-limited network, see Section II-A,
allowing us to assume that σn + Id ≈ Id. Hence, the objective
function of (4) presented in (14) is simplified to:

log2

n=N�

n=1

�
pn,n gn,n

Id

�Bn

(15)

By the integration of (15) into (4) and by substituting pn,n
by Pmax in the objective function according to the constraint
(d) in (4), the sub-problem (4) is presented as:

B∗∗ = argmax log2

n=N�

n=1

�
Pmax gn,n

Id

�Bn

s.t. Bnlog2

�
Pmax gn,n

Id

�
≥ Cmin

∀n ∈ {1, 2, . . .N} (a)

0 < Bn ≤ B ∀n ∈ {1, 2, . . .N} (b)
n=N�

n=1

Bn = B (c) (16)

The constraint (a) ensures that the approximated capacity
of every n-th D2D pair on the n-th dedicated channel with
no-reuse is higher than the minimal capacity Cmin. The
constraints (b) and (c) are the same constraints as described
in (4).

The maximization of any function f = log2(f
�) can be

solved by maximizing f �. The problem (16) is in a form of
argmax[(a1)

B1(a2)
B2 . . . (aN )BN ], where a1, a2, . . . , aN are

constants. Thus, taking into account the constraints (b) and (c),
maximizing (16) is achieved by assigning the maximum possi-
ble part of the bandwidth to the D2D pair with the maximal an.
In other words, the D2D pair with the highest gn,n is granted
with the maximal allowed part of the dedicated bandwidth.
However, the constraint (a) should be also satisfied. We are
able to guarantee Cmin if any n-th D2D pair is allocated with
a channel of a bandwidth equal to Bn = Cmin

log2
�
1+

Pmaxgn,n
σmax+Id

� ,

where σmax is the highest possible expected noise at the
channel with the bandwidth Bn. The noise σmax is, then,
estimated as follows. The D2D pair with the lowest channel
quality (i.e., the pair with gmin

n,n ) is allocated with a channel of

a bandwidth
gmin
n,n�

n=N
n=1 gn,n

B to guarantee Cmin. Thus, any other
n-th D2D pair requires less bandwidth to guarantee Cmin,
since the channel gain of the n-th D2D pair is always higher
than gmin

n,n . Thus, the noise at the channel of the n-th D2D
pair with the bandwidth Bn is at most equal to the noise at
the channel dedicated to the D2D pair with the lowest channel

quality (i.e., σn = σnBn ≤ σo
gmin
n,n�

n=N
n=1 gn,n

B = σmax). Hence,
the bandwidth of the channel dedicated for any n-th D2D pair
always guaranteeing Cmin is:

Bn =
Cmin

log2

⎛
⎝1 +

Pmaxgn,n

σo
gmin
n,n

�n=N
n=1

gn,n
B+Id

⎞
⎠

(17)

This concludes the proof.
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Abstract—The performance of the cell edge users (CUEs) can
be improved if they transmit their data via suitable relay UEs
(RUEs) exploiting device-to-device (D2D) communication. The
critical aspect of the whole relaying concept is to offer convenient
incentives for the RUEs to motivate them to act as relays.
The contribution of this paper is twofold. First, we propose a
new incentive mechanism for the RUEs that can exploit certain
amount of resources allocated to the CUE. Depending on the
preferences of users, the CUEs/RUEs can benefit from relaying in
terms of capacity enhancement, reduction of energy consumption
or both. In this respect, we provide a detailed analysis on
how and when relaying is of benefit for both sides. Second,
we propose a low-complexity greedy relay selection algorithm
incorporating the incentive mechanism that increases capacity
up to 32.1% and/or reduces energy consumption by up to 36.1%
when compared to state-of-the-art schemes. Moreover, we show
that the greedy approach gives close-to-optimal performance.

Index Terms—device-to-device, relaying, incentives, energy
consumption, relay selection.

I. INTRODUCTION

Device-to-device (D2D) communication is seen as an effec-
tive approach to increase the capacity of contemporary mobile
networks by allowing a direct communication of two devices
in proximity, if data is available locally, in one device [1].
Such D2D communication can be further exploited for various
relaying purposes [2]: (i) to improve the capacity of another
device, by creating an additional D2D link with it (see, e.g.,
in [3]-[7]), (ii) to extend cell coverage, as the UEs out of
coverage can communicate with a base station (BS) via the
relay UE (RUE) [8]), and (iii) to enhance the capacity of
cell-edge UEs (CUEs) that experience a low channel quality
from the BS. Note that the last scenario is often referred to
as a UE-to-Network relay scenario, since the RUE relays data
between the UE and a network infrastructure.

Relaying via inactive UEs: A number of works targeting
UE-to-Network scenarios consider using only inactive RUEs,
namely RUEs that are not transmitting/receiving their own
data at that moment. While in [9]-[12] the objective is
to enhance the capacity of the CUEs, the authors in [13]
exploit the UE-to-Network scenario to minimize their energy
consumption. Even though the transmission power of the
CUEs in [13] is decreased, this approach poses an important
disadvantage to the inactive RUE, whose energy consumption
gets increased in the process. Thus, the RUE may not be
willing to act as a relay due to the selfish nature of most
users. This observation gets only more aggravated if one

further considers the additional reception energy consumption
for relaying, neglected in the above works.

Relaying via active UEs: The use of active RUEs instead
of inactive ones is assumed in [14][15]. In [14], the authors
aim to minimize a total transmission energy via the Hungar-
ian method. However, similar to [13], reception energy for
relaying is not accounted for and transmission energy of the
RUEs can in fact be increased. In [15], a UE can change its
role from UE to RUE and vice versa, on a time slot basis.
Specifically, in one time slot the UE can chose to be a regular
UE and receive data from the BS, while in another time slot
the UE acts as an RUE and relays data of another UE with a
weak signal from the BS.

Relaying incentives: Although all these works show very
promising gains by the use of UE relaying, the critical issue
for the UE-to-network concept is to properly motivate some
UEs to act as relays, in the first place. The main obstacle,
which threatens the entire D2D relaying concept, is the po-
tential reduction of battery life-time of the RUEs. Despite this
fact, only a small number of related works focus on incentive
mechanism for relays, and these are largely inconclusive. For
example, the authors in [15] suggest an incentive mechanism
based on virtual currency [16], where the RUEs are rewarded
with a small additional amount of virtual currency if they
act as relays. The received currency is then used by UEs
to pay other UEs for relaying services. The mechanism is,
however, not flexible and all RUEs get the same amount of
virtual currency disregarding how much data they relay and/or
how much energy is spent by them due to relaying. A similar
approach is considered in [17], where a token-based incentive
mechanism is proposed. A UE that receives help from an RUE
pays that RUE with a token. The token can be used by the
RUE in the future when asking for help itself. However, such
token-based approaches are plagued by two key shortcomings:
(i) it is hard to estimate whether the potential future gain (from
earning a token or some currency) outweighs the immediate
energy cost of relaying; (ii) unless channel characteristics and
traffic demand is uniformly distributed among all UEs over
time, token-based mechanisms can lead to deadlocks.

Contributions: In this paper we propose a flexible relaying
framework, where the active UEs can perform incentive-
aligned relaying for other active CUEs. The first key contribu-
tion is a novel incentive mechanism where the RUEs are guar-
anteed to benefit in terms of capacity enhancement, reduction
of energy consumption (considering not only transmission
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energy but also reception energy), or combination of both. To
the best of our knowledge, this is the first work considering a
combination of capacity enhancement and energy reduction
to motivate relays. Unlike [15][17], the RUE experiences
the immediate benefit at the moment of relaying, not in the
future, which avoids both shortcomings mentioned earlier.
Specifically, an RUE capacity increase can be achieved by
handing over a part of the resources allocated for the CUE
communication with the BS to the RUE; the latter then can
use these to transmit more of its own data. Conversely, an
energy reduction for RUE is accomplished by decreasing the
RUEs’ transmission power to transmit the same amount of
data (which is of course possible given that the RUE resources
now are more). At the same time, the CUEs still profits from
relaying, despite using fewer available resources than before,
due to superior channel quality of the D2D link, compared
to the CUE’s direct link to the BS. Given this incentive
mechanism that ensures all CUEs and RUEs participating in a
D2D link will mutually benefit, our second key contribution
is a low-complexity greedy algorithm that is able to select
among the various (“win-win”) relaying options, towards
maximizing network-wide performance. What is more, we
provide a sketch of prove that this algorithm has a constant
approximation ratio to the optimal performance, in theory, and
almost always close-to-optimal performance in practice.

The rest of the paper is structured as follows. The next sec-
tion describes the system model. Then, the proposed incentive
mechanism for the RUEs is introduced in Section 3 and the
relay selection algorithm in Section 4. Section 5 describes our
simulation scenario and demonstrates the effectiveness of the
proposed framework in terms of system capacity and energy
consumption of the UEs. The last section gives our conclusion
and sketches future work directions.

II. SYSTEM MODEL

We consider a scenario with multiple cells, potentially
interfering with each other (i.e., reuse factor of 1). For the sake
of simplicity we focus on the performance of one such cell.
Without loss of generality, we consider the uplink direction,
where energy consumption of the UEs is critical. However,
the proposed idea can be easily applied also to downlink
direction. In order to maximize the overall system capacity
and/or minimize the energy consumption of the UEs, we
assume that the UEs with favorable channels to the BS can
relay data of the CUEs. The CUE is understood as an UE
with a bad channel quality to the BS as shown in Fig. 7.
The CUE and RUE create a D2D pair where the CUE is the
transmitter while the RUE is the receiver. Since the RUE is
supposed to be an active UE, it transmits both its own data
and data received from the CUE to the BS. Similarly as in
[14] we consider that the RUE is allowed to provide relay
service only for one CUE at the time. The case of multiple
CUEs per RUE is part of future work.

The BS has a bandwidth B at its disposal. Without loss
of generality, the bandwidth is split into N orthogonal uplink
channels so that each UE is assigned one channel with a size
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Fig. 1: System model.

equal to B/N . In general, the signal to interference plus noise
ratio (SINR) between the transmitter (i.e., UE, CUE, or RUE)
and the receiver (RUE or BS) is expressed as:

γt,r =
ptgt,r

Bn(σ0 + Is,0)
, (1)

where pt is the transmission power of the transmitter, gt,r
represents the channel gain between the transmitter and the
receiver, Bn stands for channel bandwidth, and σ0 is the noise
spectrum density per Hz. Even though we study the impact
of the D2D relaying in the single cell scenario, interference
from adjacent cells, Is,0, is considered like in real network.

The part of the proposed incentive mechanism is the energy
reduction at the side of the RUEs (and potentially at the
CUEs as well). The energy consumed by the UE due to
transmission/reception of data is calculated according to well
established empirical model defined in [18]. The total energy
consumption of the UE by transmission/reception (in J) is:

E = PTxtTx + PRxtRx, (2)

where PTx and PRx represent a power consumption of the
UE per second while transmitting and receiving, respectively,
and tTx/tRx stands for the transmission/reception time.

III. PROPOSED INCENTIVE MECHANISM

The incentive for the UE to become a RUE is: 1) an
increase of RUE’s capacity, 2) a decrease of RUE’s energy
consumption, or 3) a combination of both. Which option
is selected depends on the RUE’s preferences. As sketched
earlier, the increased capacity/decreased energy consumption
of the RUE is feasible by transferring some resources from
the CUE to the RUE. This is elaborated in Fig. 2. Without
relaying (left part of Fig. 2), the CUE and potential RUE use
orthogonal channels (e.g., frequency division). If the RUE
serves as a relay for the CUE, the resources (e.g., bandwidth)
of the CUE (BC) and RUE (BR) are aggregated and accessed
in a time division manner as shown in right part of Fig. 2. The
CUE sends its data to the RUE in the first part of the time
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Fig. 2: Channel allocation for CUE and RUE in case of no
relaying (left) and with relaying (right).

slot (tc). In the second part of the time slot the RUE transmits
the CUE’s data (tr1). Finally, it transmits its own data for the
remainder of the slot (tr2). The choice of these parameters
(tc, tr1, tr2) will decide if and how much the CUE and RUE
gain from such a relaying arrangement, in terms of capacity
or energy. Note also that this protocol can be used by UEs
allowing only for half duplex. The following two subsections
provide a detailed analysis of this mechanism.

A. Analysis of capacity gain

To analyze when relaying is profitable for both the CUE
and the RUE in terms of capacity, we first derive the baseline
capacity of a CUE and a potential RUE, when there is no
relaying. The capacity of the CUE and RUE during each time
slot is expressed as:

CC = BClog2

(
1 +

pcgc,b
BC (σ0 + Is,0)

)
ts = K1ts, (3)

CR = BRlog2

(
1 +

prgr,b
BR (σ0 + Is,0)

)
ts = K2ts, (4)

where pc and pr is the transmission power of the CUE and
RUE, respectively, gc,b is the channel gain between the CUE
and BS, and gr,b is channel gain between the RUE and BS.

Now, the capacity of the CUE and RUE if the relaying is
applied can be expressed as:

C∗
C = 2BClog2

(
1 +

pcgc,r
2BC (σ0 + Is,0)

)
tc = K3tc, (5)

C∗
R = 2BClog2

(
1 +

prgr,b
2BC (σ0 + Is,0)

)
(ts − tc − tr1) =

= K4(ts − tc − tr1) = K4(ts − tc)−K3tc, (6)

where gc,r is the channel gain between the CUE and RUE.
Notice that K3tc = K4tr1 as the amount of data transmitted
by the CUE and then retransmitted by the RUE is the same.
Then, the relative gain of the CUE (α) and RUE (β) is:

α =
K3tc
K1ts

, (7)

β =
K4(ts − tc)−K3tc

K2ts
, (8)

For α > 1 (β > 1), the CUE (RUE) benefits from the
relaying. However, for α < 1 (β < 1), the CUE (RUE) would
lose in terms of capacity and the relaying does not make sense
from the CUE’s (RUE’s) point of view in such case.

It is clear that increasing α (the relative gain for the CUE),
by increasing tc (the duration of D2D transmission) would
reduce β (the relative gain for the RUE) and vice versa. Our
goal is thus to find a range of tc values for which both α and
β are higher than 1. The lower bound of the tc (tc,min) is
for the case where the CUE has exactly the same capacity as
if without relaying (i.e., if α = 1). The upper bound of the
tc (tc,max) represents a case where β = 1. Consequently, the
feasible interval for tc can be expressed as:

tc,min =
K1ts
K3

< tc <
(K4 −K2) ts

K3 + K4
= tc,max (9)

were tc,min is derived from (7) for α = 1 and tc,max is
obtained from (8) for β = 1. The (9) holds if β > 1 for
α = 1. Otherwise, relaying is not allowed since either CUE,
RUE or both would experience capacity degradation in case
of relaying. Also note that if α = 1 (i.e., for tc,min), we
obtain upper bound capacity.

Proof. Lets assume that tc,min is increased by Δtc (i.e., tc =
tc,min + Δtc). Then, the CUE capacity in (5) is increased by
ΔC∗

C = K3Δtc. Simultaneously, the RUE capacity in (6) is
decreased by ΔC∗

R = −K4Δtc −K3Δtc. Thus any increase
of tc,min by Δtc leads to overall decrease of capacity equal
to ΔC∗

C + ΔC∗
R = −K4Δtc.

To further increase the capacity of the RUE while keeping
the same tc, the RUE is optionally allowed to increase
its transmission power provided that: 1) the constraint on
maximal allowed transmission power (pmax) is not violated
and 2) the energy consumption of the RUE in case of relaying
(E∗

R) is lower or the same as if relaying would not be applied
(ER). This capacity “boost” is possible due to the fact that
the energy consumption during data reception (i.e., during
tc interval) is lower than during transmission over period of
tr1 + tr2. Notice that the CUEs are not allowed to “boost”
their own capacity in the same way since the capacity gain
of the RUEs would be inevitably reduced.

The maximum capacity boost can be expressed as:

CB = 2BClog2

(
2BC (σ0 + Is,0) + pr′gr,b
2BC (σ0 + Is,0) + prgr,b

)
(ts − tc),

(10)

where pr′ = min(p∗r , pmax) and p∗r is the transmission power
for which ER = E∗

R. Thus, CB represents an absolute gain
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of the RUE, which transmits with pr′ instead of pr.

B. Analysis of energy consumption reduction

The capacity gain of either the CUE or RUE obtained
by proper selection of tc can be further fully or partly
sacrificed to decrease energy consumption. Notice that the
reduction of energy consumption can also be seen as second
part of incentive mechanism for the RUEs. This option
can be interesting for the CUE/RUE that does not need to
increase its capacity (or only marginal increase is needed)
while prolonging battery life-time is of more interest. The
reduction of energy consumption is achieved by a decrease
of transmission power provided that the capacity would not
be decreased below CC and CR, respectively. To determine a
feasible range of energy consumption reduction by adaptation
of transmission power, the absolute gain of the CUE is derived
first from (3) and (5):

GC = C∗
C − CC =

= 2BClog2

(
1 +

pcgc,r
2BC (σ0 + Is,0)

)
tc −K1ts, (11)

and, similarly, the absolute gain of the RUE is obtained from
(4) and (6) as:

GR = C∗
R − CR =

= 2BClog2

(
1 +

prgr,b
2BC (σ0 + Is,0)

)
(ts−tc)−K3tc−K2ts

(12)

Then from (11) and (12), we can express pc and pr as:

pc =
2BC(σ0 + Is,0)(2

ρGC+K1ts
2BCtc − 1)

gc,r
(13)

pr =
2BC(σ0 + Is,0)(2

ρGR+K3tc+K2ts
2BC(ts−tc) − 1)

gr,b
(14)

were ρ =< 0, 1 > represents a parameter indicating a
decrease of GC and GR, respectively.

Obviously, if ρ = 1, no energy reduction is achieved
and the CUE/RUE does not reduce its transmission power
at all (i.e., pc,max/pr,max in (13) and (14) is applied). In
this case, the capacity of the system is maximized. Contrary,
the maximum energy reduction is observed for ρ = 0 as
the whole capacity gain of the CUE/RUE is sacrificed to
minimize energy consumption. Then, the CUE/RUE transmits
with minimal transmission power (pc,min/pr,min). The value
of ρ can be set individually for each user according to his/her
preferences and can be dynamically changed as needed.

IV. PROPOSED RELAY SELECTION

So far, we have identified potential D2D pairs based on
their ability to both benefit from relaying in terms of capacity

enhancement and/or reduction of energy consumption. For
example, in the former case of capacity increase (Section
III.A), a CUE could get matched with any RUE for which
the feasible tc region, as defined in (9), is non-empty, as both
UEs could benefit. However, given multiple RUE options for
each CUE, and multiple CUEs that would potentially prefer
the same RUE, an algorithm is needed to efficiently select
among the feasible pairs.

Our objective is to select CUE-RUE pairs, among the
feasible ones, so as to maximize the total capacity gain
across the BS, given equal energy consumption for every
RUE (i.e., if maximal capacity boost defined in Section III.B
is considered). Take notice that by maximizing total capacity
gain, we can also achieve maximal energy savings since pc/pr
can be decreased more significantly if capacity gain is higher
(see (13) and (14)). To select individual CUE-RUE pairs we
define a potential gain matrix Gp as follows:

Gp =

⎡
⎢⎣

0 . . . Gp
1,N

...
. . .

...
Gp

N,1 . . . 0

⎤
⎥⎦ (15)

where Gp
i,j ∈ Gp, the capacity gain introduced if the i-the

CUE exploits the j-th RUE, is expressed as:

G
p
i,j =

{
GC,i + GR,j + CB,j if GC,i ≥ 0 and (GR,j + CB,j) ≥ 0

0 if GC,i < 0 or (GR,j + CB,j) < 0

(16)
where GC,i and GR,j is the relaying gain of the i-th CUE and
j-th RUE, respectively, and CB,j is maximal capacity boost
of j-th RUE. The Gp

i,j is positive if both the CUE and RUE
experience non-negative capacity gain in case of relaying. If
this would not be the case, Gp

i,j is set to 0. Moreover, the
diagonal values of Gp are also set to 0 as the UE cannot act
as its own relay.

To keep the complexity of relay selection reasonably low,
each CUE can use only one RUE and, at the same time, each
RUE can relay data only for one CUE. Thus, we introduce a
control variable xij ∈ {0, 1}, where xij = 1 means that i-th
CUE is matched to j-th RUE. Then, the objective of relay
selection is to maximize the sum relaying gain formulated as:

maximize
xij

∑

i

∑

j

xij ·Gp
i,j

s.t. a)
∑

j

xij ≤ 1, ∀i

b)
∑

i

xij ≤ 1, ∀j

(17)

where a) and b) constraints ensure that each CUE attach to
at most one RUE and that each RUE serves up to one CUE.

Due to a) and b) constraints, one-to-one matching problem
needs to be solved. While this is an integer program (so,
generally hard) it can in fact be solved using the Hungarian
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Algorithm 1 Greedy relay selection

1: Derive Gp
i,j ∈ Gp, ∀i, j ∈ {1, . . . , N}

2: while max(Gp
i,j) > 0 do

3: {i, j} ← max(Gp
i,j)

4: Create D2D pair from i-th CUE and j-th RUE
5: Set i-th column in Gp to 0
6: Set j-th row in Gp to 0
7: end while

method [19]. However, the Hungarian algorithm is character-
ized by relatively high complexity (O(N3)). As a result, we
show the performance achieved by Hungarian algorithm as
a benchmark and propose a greedy algorithm for the relay
selection shown in Algorithm 1.

The selection of relays by our greedy algorithm proceeds
as follows. At the beginning, Gp

i,j ∈ Gp, ∀i, j ∈ {1, N} is
calculated according to (16) as shown in line 1. Based on
the Gp, the D2D pair for relaying is established by the i-th
CUE and the j-the RUE that yield the highest capacity gain
(lines 3, 4). In other words, indexes i and j corresponding to
the maximum gain in whole Gp (over all rows and columns)
defines the CUE and its selected RUE, respectively. Then,
the i-th column and j-th row in Gp matrix containing the
maximum value of the gain is set to zero to ensure constraints
a) and b) in (17) (lines 5, 6). The whole process is repeated
(i.e., lines 2-7) until all values in Gp are zeroed out.

The following lemma states that the greedy algorithm
provides a worst-case approximation guarantee to the optimal.
Due to space limitations, we only give a brief sketch of proof
here. Note that in the simulation results, the greedy algorithm
actually performs much closer to the optimal.

Theorem 1. The optimization problem of (17) is monotone
submodular in the control variables xij , subject to an in-
tersection of matroid constraints. As a result, the proposed
greedy algorithm is guaranteed to provide a 1

3 approximation
ratio to the optimal.

Sketch of proof. The Gp
i,j are independent of each other,

since the D2D pairs have orthogonal resources. Hence, every
time a new pair is added, the objective of (17) increases.
Furthermore, assume that the subset of selected pairs is A and
we add next pair {i, j}. Assume further another set of selected
D2D pairs A ⊂ B. Then {i, j} will either have the same Gp

i,j

value, or will be 0, if that i or j have already been assigned
in B. This satisfies the submodularity requirement. Finally, it
is easy to see that the first set of constraints defines a matroid
(max of one item per row) and the second set is another
matroid (max of one item per column). The approximation
result then follows (see e.g. [20]).

V. SIMULATIONS

Simulations, performed in MATLAB, are done for 1000
random scenarios. Within each scenario, up to 100 UEs are
uniformly distributed in the simulation area with a size of

TABLE I: Parameters and settings for simulations

Parameter Value
Carrier frequency 2 GHz
Simulation area 500x500 m
Number of CUEs (N ) 10-100
Bandwidth available at BS in uplink (B) 20 MHz
Channel bandwidth initially allocated to UE B/N MHz
Max. transmission power of UE, CUE, RUE 23 dBm
Noise spectral density (σ0) -173 dBm/Hz
Average interference from adjacent cells (Is,0) -140 dBm/Hz
Height of BS/UE antenna 30/1 m
Number of simulation scenarios 1000

500x500 m. The results are then averaged out over all sce-
narios. The models for calculation of channel gains between
individual nodes is in line with 3GPP [20]. The simulation
parameters are summarized in Table 1.

The performance of the proposed incentive mechanism
is demonstrated for two relay selection schemes: (i) the
Hungarian method that selects the CUE-RUE pairs optimally
(labeled as “Proposal-optimal”) and (ii) greedy relay selection
based on Algorithm 1 (Proposal-greedy). We also show the
performance of a baseline scheme without relaying (labeled
in figures as “No relaying”). Lastly, we compare the proposed
method with a state-of-the-art scheme based on [15] that also
considers active RUEs, but proposes a different allocation
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scheme beneficial solely for the CUEs while offering inflex-
ible incentives for the RUEs based on virtual currency.

Figure 3 analyzes the performance of the proposed algo-
rithm for various number of UEs while energy consumption of
the RUEs is the same as without relaying (i.e., if ER = E∗

R).
The highest sum capacity is reached by the proposed scheme
while α = 1 (all capacity gain goes to the RUEs) since
this corresponds to the upper bound performance (see Sec-
tion III.A). The capacity gain with respect to “no relaying”
case and [15] is up to 55.7% and 32.1%, respectively. The
gain of our proposed scheme over [15] is achieved due to
flexible incentive mechanism, where the RUEs give consent
to relaying only if they have immediate profit (i.e., higher
capacity in this case). With increasing α, the capacity gain of
the proposed scheme is slightly decreasing as more data needs
to be retransmitted by the RUEs. Nevertheless, it is important
to note that even the stricter requirement to increase capacity
of the CUEs by three times to form a relay link (α = 3),
still allows significant gains for the RUEs (and overall), up to
48.1% and 26.2% comparing to “no relaying” and [15]. Fig. 3
further demonstrates that the greedy algorithm gives close-to-
optimal performance as the gap between optimal and greedy
algorithm is always less than 0.8% (notice that the curves for
optimal and greedy algorithm are basically overlapping).

Figure 4 shows the average energy consumption per UE
while energy consumption of the RUEs is the same as in
the case without relaying. The energy consumption slightly
decreases with the number of UEs since the more CUEs
can exploit D2D link the more beneficial D2D pairing is
achieved (i.e., more notable shortening of CUEs transmission
interval). The most significant energy reduction is attained
for the proposed scheme considering α = 1, i.e., reduction
down to 68% (compared to no relaying) and 75% (compared
to [15]). With increasing α, however, the energy saving is less
prominent as fewer number of RUEs is willing to relay data
of the CUEs due to their increasing requirements. The higher
reduction of energy consumption in case of our proposed
scheme comparing to [15] is, in general, owning to the fact
that the CUEs transmit the whole time slot in the latter case.

Figures 5-7 shed light on the performance of the proposal

1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0
40

45

50

55

60

65

α=1

α=2

α=3

ρ

S
um

 c
ap

ac
ity

 [M
bp

s]

 

 

No relaying
[15]
Proposal−optimal
Proposal−greedy

Fig. 5: Sum system capacity (ρ = 1).

1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0
300

400

500

600

700

800

ρ 

A
ve

ra
ge

 E
C

 o
f U

E
 [m

W
/s

]

α=3

α=2

α=1

 

 

No relaying
[15]
Proposal−optimal
Proposal−greedy

Fig. 6: Average energy consumption per UE (ρ = 1).

1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0
300

400

500

600

700

800

ρ

A
ve

ra
ge

 E
C

 o
f R

U
E

 [m
W

/s
]

α=1

α=3

α=2

 

 

No relaying
[15]
Proposal−optimal
Proposal−greedy
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if the whole (or at least part) of the capacity gain is sacrificed
in order to reduce energy consumption of the UEs (relating
to the incentive mechanism of Section III.B). Obviously, the
more capacity gain is given up by the UEs the more energy
reduction is possible. Thus, the highest reduction of energy
consumption is achieved for ρ = 0 when the whole gain
is translated to energy reduction (see Fig. 6 and Fig. 7). In
such case, the proposed scheme is able to nearly half the
overall energy consumption with respect to “no relaying”
case, provided that α = 1. But even for α = 3 the
energy reduction is around 30%. On top of this, the proposal
significantly outperforms [15] in terms of energy reduction
while guaranteeing the same capacity gain. For example, if
α = 1 and ρ = 0.4, the capacity of both schemes equals but
the energy consumption of the proposed scheme is decreased
by 36.1% with respect to [15].

Figure 7 analyzes more closely the possible energy savings
experienced solely by the RUEs. The highest reduction of
energy consumption is interestingly achieved by α = 2 and
α = 3. This phenomenon occurs due to the fact that for
α = 1 some of the RUEs perform relaying even though their
capacity gain is low. Consequently, the transmission power
of such RUEs can be decreased only negligibly resulting in
minimal overall energy savings. Contrary, if α > 1, the D2D
connections with low gains for the RUEs are eliminated in
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the relay selection process and only the ones yielding the
high capacity gains are exploited.

VI. CONCLUSIONS

In this paper, we have proposed a novel incentive mech-
anism for the D2D relaying in the UE-to-Network relaying
scenario. The UE is motivated to perform relaying for the
cell edge UE by getting more radio resources taken from the
CUE. This way, the capacity of both the CUE and RUE can be
improved significantly. The incentive mechanism also enables
reducing the CUE/RUE energy consumption depending on
users preferences. Second, we propose a low-complexity relay
selection algorithm incorporating this new incentive mecha-
nism. We have shown that the relay selection reaches close-
to-optimal performance and provides up to 32.1% capacity
boost and/or reduces energy consumption by up to 36.1%
when compared to state-of-the-art scheme.

As for future work to address, the relay should be allowed
to perform relaying services for multiple cellular users.
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Abstract— Device-to-device (D2D) relaying is a concept, where
some users relay data of cell-edge users (CUEs) experiencing a
bad channel quality to a base station. While this research topic
has received plenty of attention, a critical aspect of the D2D
relaying remains a selfish nature of the users and their limited
willingness to relay data for others. Thus, we propose a scheme
to identify potential candidates for the relaying and provide
a sound incentive to these relaying users (RUEs) to motivate
them helping other users. First, we provide a detailed theoretical
analysis showing when and if the relaying is beneficial for the
CUE(s) and related RUE. Second, to choose among all possible
incentive-compliant relaying options, we formulate the optimal
CUE-to-RUE matching problem maximizing a network-wide per-
formance. Since the optimal solution is hard to obtain for a high
number of users, we propose a low-complexity greedy algorithm
and prove its constant worst-case approximation guarantees to
the optimum. Finally, we derive a closed-form expression for a
fair allocation of the resources among the CUEs and the RUEs.
The proposed framework more than doubles the users’ capacity
and/or reduces the energy consumption by up to 87% comparing
to existing incentive-based relaying schemes.

Index Terms— Device-to-device, relaying, incentives, relay
selection, submodularity, worst-case guarantees.

I. INTRODUCTION

DEVICE-TO-DEVICE (D2D) communication is seen as
a way to increase the capacity and energy efficiency of

contemporary mobile networks by allowing a direct commu-
nication of two devices in proximity [1], [2]. The D2D com-
munication can be exploited also for various relaying purposes
[3], [4], such as: (i) relaying of data between two D2D users
(see, e.g., in [5]–[9]), (ii) extending a cell coverage so that
the user equipment (UE) out of coverage can communicate
with a base station (BS) via a relay UE (RUE) [10]), or (iii)
enhancing the capacity of the UEs with a low channel quality
to the BS if the UE is shadowed by an obstacle or located at
the cell edge.

A number of works targeting scenario with the relaying
of data from cell-edge UEs (CUEs) to the BS consider only
the relaying via the RUEs that are not transmitting/receiving
their own data at that moment. For example, the objective
in [11]–[14] is to enhance the capacity of the CUEs and
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the authors in [15] minimize the energy consumption of
the CUEs. All schemes considering inactive RUEs, however,
pose an important disadvantage to the RUEs, whose energy
consumption is increased in the process. Thus, the RUE has
no motivation to act as the relay due to the selfish nature of
most of the users. This observation gets even more aggravated
if the energy spent for a reception of data by the RUE from
the CUEs, neglected in the above works, is also considered.
The use of the active RUEs instead of the inactive ones
is assumed in [16], where the authors aim to minimize the
transmission energy of the RUEs and the CUEs via the
Hungarian algorithm. However, similar to [15], the reception
energy for relaying is not considered, hence, even this solution
may increase the overall energy consumption of the RUEs.

Although [11]–[16] show very promising gains introduced
by the D2D relaying, none of them targets a problem of
motivating the UEs to act as the RUEs and spend their own
energy for the relaying of data form other UEs. One way to
motivate the UEs to perform the relaying is considered in [17],
[18], where a token-based incentive mechanism is proposed.
In this concept, the UE that receives a help from any idle
RUE pays with a token to that RUE. The token can be used
by the RUE in the future when the RUE asks for the help itself.
A similar approach to the one with tokens is considered also in
[19]–[21], where the authors suggest a virtual currency-based
incentive mechanism. The RUEs are rewarded with a virtual
currency (or a credit) whenever they act as the relays. The
received currency is then used by the UEs to pay to other UEs
for the relaying services in the future. Other works motivate
the users to act as the relays by means of social-aware
incentives. In [22], the authors explore a social relationship
among the users and assume that close friends are more likely
to relay the data for each other. Along similar lines, in [23],
the authors propose contract theory-based incentives, where
the users prefer to help their friends rather than strangers.
An incentive mechanism for the relaying considering also an
energy efficiency is proposed in [24], where the relays are
rewarded with a longer transmission time, thus, reducing their
energy consumption.

A. Drawbacks of Existing Incentives Schemes

Although all incentive-based works significantly contributes
to the problem of the UEs’ motivation acting as the relay,
they still have following drawbacks. The token/currency-based
approaches [17]–[21] are plagued by two key shortcomings:
(i) it is hard to estimate if the potential future gain (from earn-
ing a token or some currency) outweighs the immediate energy
cost of the relaying; (ii) unless radio channel characteristics
and traffic demands are uniformly distributed among all UEs

0090-6778 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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over time, the token-based mechanisms can lead to deadlocks.
The main drawback of the social-aware incentive approaches
[22], [23] is: (i) there may not be any available friends in
vicinity or (ii) the exploitation of only the friends for relaying
is usually far from the optimal in terms of the communication
capacity.

Moreover, none of the above-mentioned incentive-based
approaches addresses the problem of an increased energy
consumption of the RUEs. Although [24] tackles the energy
consumption, it neglects the additional energy required for
the data reception at the relay. However, the reception energy
eventually increases the overall energy consumption. Besides,
the works trying to incentivize the RUEs restricts the number
of CUEs exploiting each RUE to one, thus, fairly limits a
potential of the whole D2D relaying concept. On top of that,
these works either do not address a critical problem of the
relay selection ( [19], [21]) or no performance guarantees are
given for the proposed relay selection schemes ( [17], [18],
[20], [22]–[24]).

B. Contributions

Motivated by the drawbacks of the above-mentioned papers,
we propose a flexible incentive-based relaying framework
that guarantees immediate rewards for the RUE as well as
for all CUEs exploiting the RUE. The contributions can be
summarized as follows:

• We provide a detailed theoretical analysis showing when
and if the matching of one or more CUEs with the RUE
is beneficial in terms of the capacity, energy, or both.
While the CUEs benefit due to a superior relaying channel
quality, the RUE profits, as it can exploit a part of the
CUE(s) resources for its own transmission.

• We formulate an optimal CUE-to-RUE matching prob-
lem to determine the relaying groups maximizing the
network-wide performance. As the optimal solution is
hard to obtain for a high number of UEs, we also propose
a low-complexity greedy algorithm and we prove that
the proposed greedy approach has a constant worst-case
approximation guarantees to the optimum.

• We find a closed-form expression for the allocation of
resources among the UEs in the relaying group to ensure
a fairness among the CUEs and the RUE in terms of
absolute or relative gains.

This work is an extended version of our prior paper [25],
where we outline the general idea and indicate a perfor-
mance for the case with just one CUE relaying via single
RUE.

The rest of the paper is structured as follows. The next
section describes the system model. Section III outlines
the proposed incentive framework. A theoretical analysis on
a capacity gain and potential energy savings is given in
Section IV. Section V formulates an optimal CUE-to-RUE
matching problem, describes a low-complexity greedy algo-
rithm and discusses its submodularity properties. Section VI
gives closed-form expression for fair resource allocations of
all users within D2D relaying group. Section VII analyzes the
effectiveness of the proposed incentive framework. The last
section gives our conclusions.

Fig. 1. Example of system model for Urban scenario where: (i) UE1 transmits
data directly as a matching of UE1 with UE2 is not beneficial and (ii)
CUE1 and CUE2 selects to relay data via the RUE, thus creating D2D relaying
group.

II. SYSTEM MODEL

We consider an urban scenario with multiple cells and
multiple UEs, as shown in Fig. 1. Every UE is already
associated with a BS, and CUEs in the cell can only be paired
with the RUEs in the same cell.1 Hence, we can focus the
description of our scheme on a single cell, where interference
from nearby cells is included in the physical layer model,
as is common in other related works (see, e.g., [26]–[28]).
We focus on the uplink, where the energy consumption of the
UEs is critical. Although the proposed idea can be applied also
to downlink, it would require notable changes to the overall
concept and a novel solution that goes beyond the scope of
this paper. The BS serves N active UEs that are randomly
distributed in the cell. The UEs with favorable channels to the
BS can relay data of the CUEs. The CUE is defined as the
UE with a bad channel quality to the BS due to either its far
distance to the BS or an obstacle in the communication path.
Each CUE and its serving RUE, thus, create a D2D pair where
the CUE plays the role of a transmitter while the RUE act as
a receiver.

A. Physical Layer Model
The BS has a bandwidth B at its disposal. The bandwidth

is split into N orthogonal uplink channels so that each UE is
assigned with one channel of a bandwidth Bn. The signal to
interference plus noise ratio (SINR) between any transmitter
(i.e., UE, CUE, or RUE) and any receiver (RUE or BS) is
expressed as:

γt,r =
ptgt,r

Bn(σ0 + Is,r)
, (1)

where pt is the transmission power of the transmitter, gt,r
represents the channel gain between the transmitter and the
receiver, σ0 is the noise spectrum density per Hz, and Is,r is
the sum interference from the adjacent cells at the receiver.

B. Energy Consumption Model
A part of the proposed incentive mechanism is the energy

reduction at the side of the RUEs (and potentially at the
CUEs as well). The energy consumed by the UE due to

1We defer the problem of the user association to future work.
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the transmission/reception of data is derived according to
a well-established empirical model defined in [29]. In both
uplink (transmission) and downlink (reception), the power
consumption consists of the signal processing parts P bb

T and
P bb
R , the radio communication parts P rf

T and P rf
R , and a

consumption of the communication circuitry P on
T and P on

R .
The powers consumed by the transmission (PT ) and the
reception (PR) are, then, defined as:

PT = P bb
T + P rf

T + P on
T , (2)

PR = P bb
R + P rf

R + P on
R , (3)

where the exact values and the calculation of individual
parameters is in line with [29]. The total energy consumption
of the UE by the transmission/reception (in J) is then a sum
of both components weighed by the transmission time tT and
the reception time tR:

E = PT tT + PRtR. (4)

C. Assumptions
We adopt several assumptions and key distinctions of the

proposed scheme: (i) the RUEs are assumed to be active and,
thus, are expected to transmit their own data, in addition to
the CUE data to be relayed; this is not the case in most of the
related works, where only idle RUEs are considered, (ii) our
scheme allows for multiple CUEs to be attached to the same
RUE, provided that all CUEs and the RUEs can benefit from
the relaying (this is contrary to, e.g., [11]–[23]), (iii) the CUE
can use only one RUE at a time, although there might exist
cases, where using more than one RUE by some CUEs might
offer further benefits, this would come at a significant protocol
complexity and our preliminary analysis suggests the benefits
to be minimal, and (iv) we assume full knowledge of channel
state information (CSI) similarly as in number of the recent
studies (see, e.g., [30], [31]). Note that, there is no need to
exchange CSI among all transmitters to select an appropriate
relay for the CUEs in our proposal, as the potential RUEs
should be in a relative proximity to the CUEs. Thus, only a
relatively small subset of nearby UEs of the CUE should be
considered as a set of the potential relays for which CSI should
be known. Also, [32] shows that deep neural networks are able
to predict the channel between any two D2D users with a high
accuracy only from the users’ cellular channels (i.e., channels
from the user to the base station(s)). Such solution works even
for none line of sight communication and in a scenario with
dynamic objects (vehicles, etc.). Thus, the signaling cost is
significantly reduced down to a negligible level. Note that
the impact of an inaccurate CSI prediction can result in a
suboptimal selection of the relays for some of the CUEs
and to a subsequent degradation in the performance. Thus,
we analyze the impact of the inaccurate CSI in Section VII.

III. HIGH LEVEL OVERVIEW OF PROPOSED INCENTIVE

FRAMEWORK FOR D2D RELAYING

A motivation of the users relay data for others is a cru-
cial aspect of the D2D relaying concept. In our proposed
framework, any active UE that becomes the RUE can enjoy
immediate benefit in terms of: (i) an increase in the capacity,

Fig. 2. Example of channel allocation in case without relaying (left) and with
relaying (right). Figure highlights one reference D2D relaying group with one
RUE and M CUEs.

(ii) a decrease in the energy consumption, or (iii) a combina-
tion of both. Any of these three options is selected according to
the RUE’s personal preferences. Of course, the CUEs should
benefit from the relaying in the same way as the RUE.

The increased capacity or the decreased energy consumption
of the RUE is feasible by rendering a part of the radio
resources of the CUE to the RUE. This is illustrated in Fig. 2
for one potential RUE and M CUEs. Without relaying (left
part of Fig. 2), all UEs use orthogonal channels within each
time slot (ts). Via these channels, the data is sent directly to
the BS. Then, the baseline capacity of the i-th CUE (Ci) and
the candidate RUE (CR) without relaying during each time
slot is expressed as:

Ci = Bilog2

(
1 +

pigi,b
Bi (σ0 + Is,r)

)
ts, (5)

CR = BRlog2

(
1 +

prgr,b
BR (σ0 + Is,r)

)
ts, (6)

where Bi and BR are the bandwidths allocated initially by the
BS to the i-th CUE and the potential RUE, respectively, pi and
pr represent the transmission powers of the i-th CUE and the
RUE, respectively, gi,b stands for the channel gain between
the i-th CUE and the BS, and gr,b corresponds to the channel
gain between the RUE and the BS.

If the candidate RUE starts to actually relay data for the
CUEs, the resources of the CUEs and the RUE are aggregated
and accessed in a time division manner as shown in the
right part of Fig. 2. Note that if the relaying would be done
fully in a frequency division manner, the RUEs should be
able to receive and send data simultaneously. This would,
however, assume that the RUEs are able to work in full duplex,
while we assume only more practical half-duplex devices.
Also note that the whole proposed concept is seen rather as
OFDMA, where the transmissions of the UEs are separated in
both frequency and time (see the right part of Fig. 2, where
the D2D relaying groups work in the time division manner
while the D2D relaying groups are separated with respect to
each other and also to other UEs in the frequency division
manner).

For each D2D relaying group, the whole transmission
interval ts (e.g., a time slot) is split into three separated parts.
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The CUEs transmit their data to the RUE at the beginning
of each time slot, the CUE 1 during the slot tc1, the CUE
2 during the slot tc2, and so forth, one after the other. The
total duration of this part is tc =

∑M
i=1 tci. In the second part,

the RUE transmits (relays) the data of the CUEs. The data of
the i-th CUE is relayed during tri and other CUEs follows
again one after the other with the overall time duration equal
to tr =

∑M
i=1 tri. Finally, in the last part, the RUE transmits

its own data during tR. In the case of relaying, the capacity
of the i-th CUE (C∗

i ) and the RUE (C∗
R) is defined as:

C∗
i = Bslog2

(
1 +

pigi,r
Bs (σ0 + Is,r)

)
tci, (7)

C∗
R = Bslog2

(
1 +

prgr,b
Bs (σ0 + Is,r)

)(
ts −

M∑

i=1

(tci + tri)

)
,

(8)

where Bs = BR +
∑M

i=1 Bi is the aggregated channel
bandwidth of the D2D relaying group, and gi,r corresponds
to the channel gain between the i-th CUE and the RUE.

Obviously, the setting of tci, tri, and tR parameters influ-
ence the relaying gain experienced by the CUEs and the
RUE. To that end, we analyze when and if all involved
parties within the relaying group benefit from the relaying in
Section IV. Then, in Section V, we formulate the optimal group
formation and we propose the greedy approach leading to a
close-to-optimal performance. Finally, we derive closed-form
expressions for the fair allocation of resources within the
formed relaying groups in Section VI.

IV. ANALYSIS OF RELAYING GAIN

This section analyzes first when the relaying is profitable
for the RUE and the CUEs in terms of the capacity and, then,
it discuss a possible reduction in the energy consumption.

A. Capacity Gain

Taking (5)-(8) into mind, the relative gain of the i-th CUE
(αi) and the RUE (β), resulting from the appointment of the
RUE as the relay for the i-th CUE, is defined as:

αi =
C∗

i

Ci
=

K∗
i tci

Kits
, (9)

β =
C∗

R

CR
=

K∗
R

(
ts −

∑M
i=1(tci + tri)

)

KRts
. (10)

where Ki = Bilog2(1 +
pigi,b

Bi(σ0+Is,r)
) and KR = BRlog2(1 +

prgr,b
BR(σ0+Is,r)

) for the i-th CUE and the RUE, respectively.
Moreover, the use of K∗

i and K∗
R refer to the case when the

relaying is applied, analogously as in (7) and (8).
For αi > 1, the i-th CUE benefits from the relaying.

Similarly, for β > 1, the RUE benefits from the relaying.
As a matter of fact, the relaying is of interest if it is mutually
beneficial for the CUEs and the RUE, i.e., if both αi > 1
(∀i ∈ M = {m1, m2, . . . , mM} and β > 1. However,
increasing αi (the relative gain for the i-th CUE) by extending
tci (the duration of D2D transmission) reduces β (the relative
gain for the RUE) and vice versa. In this respect, the following
lemma defines the condition for which all UEs within the D2D
relaying group benefit from the relaying.

Fig. 3. Illustrative example of the feasible operational regions of RUE and
CUEs, where all involved UEs benefits from relaying. Note that βmax and
αmax are achieved for α = 1 and β = 1, respectively.

Lemma 1: All M CUEs and the RUE in any D2D relaying
group benefit from the relaying in terms of capacity, if:

M∑

i=1

Ki

K∗
i

ts <
M∑

i=1

tci <
(K∗

R −KR)ts
K∗

R

−
M∑

i=1

tri, (11)

while tci > tmin
ci , ∀i ∈ M, where tmin

ci is the time allocation
interval for which the i-th CUE has the relative gain αi = 1.

Proof: See proof in Appendix A.1.
After tci is obtained for all CUEs according to Lemma 1,

tri and tR are derived as:

tri =
K∗

i

K∗
R

tci, ∀i ∈ M, (12)

tR = ts −
M∑

i=1

tci −
M∑

i=1

tri. (13)

It turns out that tmin
c (and respective allocation of the

time resources) also maximizes the total capacity of the given
D2D relaying group while assigning tmax

c minimizes the total
capacity. In this respect, we formulate the following lemma.

Lemma 2: The upper bound on the total capacity is
achieved for the case when each i-th CUE attached to the
RUE is allocated with tmin

ci , i.e., if tci = tmin
ci , ∀i ∈ M.

Contrary, if tc = tmax
c =

∑M
i=1 tmax

ci , the lower bound on the
total capacity improvement is achieved by the relaying.

Proof: See proof in Appendix A.2.
All the values of

∑M
i=1 tci in between the boundaries

defined by (11) do improve the total capacity of the D2D
relaying group. This is illustrated in Fig. 3, which shows a
feasible operational region (depending on allocation of tc),
where the RUE and the CUEs gain in terms of the capacity.

B. Energy Consumption Reduction

In practice though, we want to properly incentivize the
RUEs and the CUEs to form the relaying group as the relaying
itself can cost also an additional energy consumed by the
RUE. In fact, the energy consumption can be reduced by
a decrease in the transmission power. This option can be
attractive especially for the users who do not need to increase
their capacity (or only marginal increase is needed) while
prolonging a battery life-time of the UE is of more interest.
This inevitably reduces the capacity gain of the CUE/RUE
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obtained by the allocation of tci as described above. Thus,
we allow to decrease the transmission power at the cost of a
full or a partial reduction in the capacity gain obtained by the
relaying. Nonetheless, the capacity should not be decreased
below Ci or CR as the capacity of the UEs still should not
drop below their original respective capacities.

On the other hand, if the users do not care much about the
energy consumption (e.g., if the device is plugged in the elec-
tricity or if the device is fully charged), the transmission power
can be optionally increased to further enhance the capacity.
This option is feasible since the proposed allocation scheme
partly reduces the energy consumption simply by adopting the
relaying. Note that this is due to the fact that the transmission
time of the UEs is reduced by switching from the frequency
division manner to the time division (see Fig. 2). This optional
power “boost”, however, can be applied only if the following
conditions hold: (i) the constraint on the maximal allowed
transmission power (Pmax) is not violated and (ii) the energy
consumption of the UE in the case of relaying (E∗

R) is not
higher than the energy consumption before the relaying is
adopted (ER). Also note that only the RUEs are allowed to
increase their capacity by the power boost, since the power
boost of the CUEs capacity inevitably negatively affects the
gain of the RUE (i.e., tr1 would be increased and, thus, tR
would be decreased). The maximum capacity gain of the
RUE due to the boosting of the transmission power, while
above-mentioned constrains are fulfilled, is defined by the
following lemma.

Lemma 3: The maximum capacity gain of the RUE due to
the capacity boost is expressed as:

GB = Bslog2

(
Bs (σ0 + Is,0) + pBr gr,b
Bs (σ0 + Is,0) + prgr,b

)
(ts − tc) , (14)

where pBr represents the RUE’s boosted transmission power
calculated as pBr = min(p∗r , Pmax), and p∗r is the transmission
power for which ER = E∗

R.
Proof: See proof in Appendix A.3.

Now, the feasible energy consumption reduction is directly
proportional to the transmission power of the UE and depends
on the limits within which the CUEs or the RUE can transmit.
Thus, the following lemma defines allowable range of any i-th
CUE and the RUE, respectively.

Lemma 4: The allowable range of the transmission power
of the i-th CUE and the RUE (considering also possible power
boost in case of the RUEs) are expressed as:

κi

(
2

Kits
Bstci − 1

)

≤ pi ≤ κi

(
2

ρGi+Kits
Bstci − 1

)
, (15)

κR

(
2

KRts+
�M

i=1 K∗
i tci

Bs(ts−�M
i=1

tci) − 1

)
pr

≤ κR

(
2

ρ(GR+GB)+KRts+
�M

i=1 K∗
i tci

Bs(ts−�M
i=1

tci) − 1

)
, (16)

where κi =
Bs(σ0+Is,0)

gi,r
and κR =

Bs(σ0+Is,0)
gr,b

, Gi = C∗
i −Ci

stands for the absolute gain of the i-th CUE, GR = C∗
R −

CR represents the absolute gain of the RUE, and λ = �0, 1�

Fig. 4. Illustrative example of the feasible transmission power regions for
the RUE and its impact on achieved capacity gain (left figure) and energy
consumption (right figure).

represents the parameter indicating a decrease in Gi and GR,
respectively.

Proof: See proof in Appendix A.4.
An illustrative example of the feasible region of the RUE’s

transmission power and its impact on the capacity gain and the
energy consumption is shown in Fig. 4 (note that the similar
figure applies for the CUEs as well, just without the power
boost). Fig. 4 shows that there is a trade-off between the
capacity gain and the energy consumption. If pr is decreased,
the energy consumption of the RUE is decreased while the
capacity gain due to relaying is lowered. If pr is increased,
the relaying capacity gain is increased at the cost of a higher
energy consumption.

V. INCENTIVE-ALIGNED RELAYING GROUPS FORMATION

So far, we have analyzed conditions when the UEs in the
D2D relaying group benefit from the relaying in terms of
the capacity enhancement and/or the reduction in the energy
consumption. For example, in the case of the capacity increase,
any i-th CUE can get matched with any RUE for which the
feasible region of tci, as defined in (11), is non-empty, since
both the RUE and the CUEs benefit. Given multiple RUE
options for each CUE and multiple CUEs that potentially
prefer the same RUE, an algorithm is needed to efficiently
select among the feasible CUE-RUE combinations.

To select an individual CUE-RUE pairs and, thus, create
individual D2D relaying groups, we define the matrix Gp of
the potential gains where Gp

i,j ∈ Gp is the capacity gain
introduced if the i-the UE would exploit the j-th UE as the
relay is expressed as:

Gp
i,j =

{
Gi + GR + GB, if Gi ≥ 0 and (GR + GB) ≥ 0

0, if Gi < 0 or (GR + GB) < 0

(17)

The capacity gain is composed of the absolute gain of the i-th
CUE (Gi), the absolute gain of the RUE (GR), and also of
the capacity boost set in line with Lemma 3 (GB). Note that
Gi is calculated as a difference between C∗

i and Ci and GR

is derived as a difference between C∗
R and CR as explained in

Lemma 4. Both Gi and GR depend on the allocation of the
transmission intervals for the CUEs (i.e., tci) and the RUE
(i.e., tri and tR). In this regard, tci is determined first
according to the expected gain of the i-th CUE (αi). For
example, in case of the upper bound, αi is set to 1 and tci
is calculated via (9). If tci is within the allowable interval
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guaranteeing benefit to both the CUE and the RUE (as defined
by Lemma 1), tri and tR are calculated according to (12)
and (13), respectively. The Gp

i,j is positive if both the CUE
and the RUE experience a non-negative capacity gain in case
of the relaying. If the CUE and/or RUE would experience a
negative capacity gain, Gp

i,j is set to 0. The diagonal values
of Gp are also set to 0 as the UE cannot act as its own relay.

Our objective is then to select the CUE-RUE pairs among
the feasible combinations of the CUEs and the RUEs, so as
to maximize the relaying gain and, consequently, also the sum
total capacity of the system. As the solution differs for the case
where just single CUE is allowed to be attached to each RUE
(i.e., if M = 1) and the case where multiple CUEs can exploit
the same relay (M > 1), we first focus on a single-CUE case.
Then, we contemplate necessary modifications to extend the
problem to the multi-CUE case.

A. Single-CUE Case

In single-CUE per RUE case, each CUE can use only one
RUE and, at the same time, each RUE can relay data only for
one CUE. Thus, the objective is formulated as:

maximize
xij

∑

i

∑

j

xijG
p
i,j

s.t. a)
∑

j

xij ≤ 1, ∀i

b)
∑

i

xij ≤ 1, ∀j (18)

where xij ∈ {0, 1} is the control variable indicating whether
the i-th CUE is matched with j-th RUE (xij = 1) or not
(xij = 0), the constraint a) ensures that each CUE attaches to
at most one RUE, and the constraint b) guarantees that each
RUE serves up to one CUE.

Due to a) and b) constraints, one-to-one matching prob-
lem should to be solved. While this is an integer program
(so, generally hard) it can, in fact, be optimally solved
using the Hungarian algorithm [33]. However, the Hungarian
algorithm is characterized by a relatively high complexity
(O(N3)). As a result, we show the performance achieved
by Hungarian algorithm as a benchmark and we propose
a low-complexity sub-optimal greedy algorithm with the
worst-case approximation guarantees to the optimal solution.

The selection of the relays by our greedy algorithm is
described in Algorithm 1. At the beginning, Gp

i,j ∈ Gp, ∀i, j ∈
{1, . . . , N} is calculated according to (17) as shown in line
1. Based on the Gp, the D2D pair for relaying is established
by the i-th CUE and the j-the RUE that yields the highest
capacity gain (lines 3, 4). In other words, indexes i and j
corresponding to the maximum gain in the whole Gp (over all
rows and all columns) defines the CUE and its selected RUE,
respectively. Then, the i-th row and j-th column in Gp matrix
containing the maximum value of the gain is set to zero to
ensure the constraints a) and b) in (18) (lines 5, 6). The whole
process is repeated (i.e., lines 2-7) until all values in Gp are
zeroed out.

The complexity of the proposed Algorithm 1 is in the worst
case O(N2logN). The reason is that Algorithm 1 initially
checks N2 entries in Gp, selects the one with the highest value,

Algorithm 1 Incentive-Aligned Relaying Groups Formation

1: Derive Gp
i,j ∈ Gp, ∀i, j ∈ {1, . . . , N}

2: while max(Gp
i,j) > 0 do

3: {i, j} ← max(Gp
i,j)

4: Create D2D pair from i-th CUE and j-th RUE
5: Set i-th row in Gp to 0
6: Set j-th column in Gp to 0
7: end while

and remove one row and one column from Gp. In the next
rounds, the algorithm respectively checks (N−1)2, (N−2)2,
and so on till 1 entry in Gp. Still, even for relatively small
numbers of the UEs (up to 100 UEs), the complexity of the
proposed greedy algorithm is significantly lower comparing
to the complexity of the Hungarian algorithm. Consequently,
Algorithm 1 offers a good trade-off between the complexity
and the performance, which is close-to-optimal, as demon-
strated, e.g., in [34], [35] and later in the simulations results.

The following theorem states that the greedy algorithm
(Algorithm 1) provides a worst-case approximation guarantee
to the optimal. Note that, in the simulation results, the greedy
algorithm actually performs much closer to the optimal.

Theorem 5: The optimization problem of (18) is monotone
submodular in the control variables xij , subject to an inter-
section of matroid constraints. As a result, the proposed
Algorithm 1 is guaranteed to provide a 1

3 approximation ratio
to the optimal.

Proof: See proof in Appendix B.1.

B. Multi-CUE Case
This subsection discusses the more general case when the

constrain b) in (18) is relaxed and multiple CUEs can exploit
the same RUE. Then, the problem in (18) is rewritten as:

maximize
xij

∑

i

∑

j

xijG
p
i,j

s.t. a)
∑

j

xij ≤ 1, ∀i (19)

Contrary to (18), (19) cannot be solved optimally by the
Hungarian algorithm, since this is a many-to-one matching
problem while the Hungarian algorithm is applicable only to
one-to-one matching problems. Moreover, the order in which
the CUEs are assigned to the RUE matters. The reason is that,
by selecting any i-th CUE to use the j-th RUE, the channel
bandwidth available for the j-th RUE is increased by adding
the channel bandwidth of the i-th CUE to this particular D2D
relaying group (see Fig. 2). This implies a need to recalculate
the remaining positive gains in the j-th column of Gp. Hence,
a different ordering in which the CUEs are added may result
in a different grouping and a different performance.

The optimal solution can be derived by the full search,
i.e., by trying all possible combinations of the matching of
the CUEs with the RUEs. The full search, however, checks

K!
(K−L)! possible combinations, where K is the number of
positive elements in the initially created Gp and L is the
number of CUEs that can initially be attached to at least one
RUE (i.e., the number of CUEs with at least one positive
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Algorithm 2 Optimal Algorithm for Multi-CUE case

1: Identify all positive Gp
i,j ∈ Gp that cannot be selected

together
2: Divide Gp into S sub-matrices
3: Check all combinations in each sub-matrix
4: Select the matching in each sub-matrix maximizing gain
5: Select the matching among all sub-matrices max. gain

entry in Gp). Unfortunately, there is no way to find the
optimal solution for higher number of UEs due to excessive
number of combinations to be checked. To this end, we out-
line a way that is able to notably decrease the number of
combinations to be checked while still obtaining the optimal
matching.

The optimal algorithm reducing the number of combi-
nations is described in the following five subsequent steps
(see Algorithm 2). First, all the positive entries in the Gp

matrix that cannot be selected together are identified. More
specifically, since the CUEs cannot exploit multiple number
of RUEs, at most only one positive entry in each i-th row
of Gp can be selected. Second, the matrix Gp is divided into
S sub-matrices in such a way that each sub-matrix contains
only the positive entries, which can be selected together. This
way we avoid checking the combinations that are not allowed.
Also, if there is only one positive entry in the i-th row, this
entry is included in each sub-matrix. In the third step, all
matching combinations in each created sub-matrix are checked
separately. Due to second step, each CUE can be matched with
just one RUE in each sub-matrix. Consequently, the matching
can be done separately also for each RUE (i.e., for each row in
each sub-matrix), since the matching of the CUEs to the RUE
affects only other CUEs that are already attached to (or to
be potentially attached) to the same RUE. Then, in the fourth
step, the matching combination yielding the highest gain is
selected for each sub-matrix. Finally, the matching yielding the
highest gain out of these matching combinations is selected.
Despite a reduced complexity of Algorithm 2 with respect to
the full search, the optimal solution still cannot be obtained for
a very high numbers of the UEs. Hence, we show the optimal
solution only for up to 24 UEs and propose an alternative
greedy low-complexity algorithm solving (19).

The greedy algorithm for the multi-CUE case is based on
Algorithm 1 proposed for the single-CUE case. Still, we need
to make a modification of line 6. Thus, instead of setting all
remaining positive entries in the j-th column in Gp to 0, these
are updated. More specifically, we recalculate potential gain
of any CUE with the positive entry in the j-th column. This
update is necessary, since the CUEs attached to the j-th RUE
(and the j-th RUE itself as well) exploit a wider channel
bandwidth containing individual bandwidths of each CUE
attached to the same RUE, as explained above. Consequently,
by matching any new CUE with this RUE, the potential gain
by adding yet another CUE to this particular D2D relaying
group is decreased as σ0 and Is,0 is increased with the use
of wider channel. Moreover, tci and tri of the CUEs already
matched with the j-th RUE are updated as well after the new

CUE is added to this D2D relaying group, together with the
transmission time of this particular RUE (tR).

The complexity of the modified Algorithm 1 for the
multi-CUE case is, in the worst case, O(N

3+N2

2 ). The algo-
rithm goes first through N2 entries, selects the highest one,
and deletes the row. Then, the algorithm subsequently searches
over N(N − 1), N(N − 2), till N entries in Gp. Thus,
the complexity is derived as O(N2 +N(N −1)+ · · ·+N) =

O(N2 + N
∑N−1

i=1 i) = O(N
3+N2)
2 ). Note that while the

greedy algorithm for the multi-CUE case can be solved in
a polynomial time, the optimal solution cannot be solved in
the polynomial time.

While the greedy algorithm for the multi-CUE case is
similar to the single-CUE one, the approximation guarantee(s)
it gives depend on some additional network parameters. In the
following results, we consider some important sub-cases.

Lemma 6: Assume that every UE has an equal bandwidth
B allocated, and a maximum of M CUEs per RUE is allowed.
Assume further that the initial Gp matrix contains only the
candidate CUE-RUE pairs for which Gp

i,j ≥ 0 if the CUE
and the RUE bandwidth is B and M · B, respectively. Then,
the modified greedy algorithm again achieves a 1

3 approxima-
tion.

Proof: See proof in Appendix B.2
Remark 1: We remind the reader that the initial matrix

Gp contains only candidate pairs who can benefit from the
relaying in a one-to-one situation (i.e., a positive gain from the
relaying can be achieved for both). The additional assumptions
in Lemma 6, hence, only refer to such pairs, and not any
CUE-RUE pair (whose channel can be arbitrarily bad), and
thus are satisfied in most scenarios.

Remark 2: Other approximation algorithms, besides the
greedy one, can be used for our optimization problem
(e.g., continuous relaxation and pipage rounding [36]). These,
however, give worse approximation guarantees for polymatroid
constraints, like the ones we have in our optimization problem
(i.e., 0.38

p approximation for p matroids [37]). Moreover, there
exists significant recent literature in the field of accelerated
greedy [38] or stochastic greedy schemes [39] that can further
improve the running time of basic greedy. We see as an
advantage of our analytical contribution that such improve-
ments are applicable. However, the actual investigation of such
refinements, we believe, is orthogonal to this work and beyond
the scope of the paper.

VI. DERIVATION OF FAIR RESOURCE ALLOCATION

In this section, we address a fair allocation of the communi-
cation resources within the same D2D relaying group (i.e., for
all CUEs connected to the same RUE). There is no requirement
on the fairness among different RUE groups (and neither
should be), which might even implement different fairness
policies to be agreed upon by the participants. This fairness is
achieved by an appropriate allocation of the resources during
the time slot among the CUEs and the RUE (i.e., by the
allocation of tci, tri, and tR).

We follow two common fair allocation principles, where the
CUEs and the RUE have either: (i) the same relative capacity
gain (this can be also interpreted as a proportional fairness)
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or (ii) the same absolute capacity gain. The following two
lemmas give closed-form expressions on the time allocation
for the CUEs (i.e., tci) resulting in the same relative and
absolute gains of all M CUEs and RUE within the same
relaying group.

Lemma 7: The same relative capacity gain for each mem-
ber of the D2D relaying group is achieved if:

tci =
K∗

1Ki

K1K∗
i

tc1, (20)

where tc1 is derived as:

tc1=
K1K

∗
Rts

KRK∗
1 + K1(K∗

1 + K∗
R) + K∗

1K∗
R

(∑M
i=2(

Ki

K∗
i
+ Ki

K∗
R

)
) .

(21)

The (21) has a solution always if β is increased by creating
any i-th CUE-RUE pair, i.e., if the i-th CUE does not degrade
the capacity of the RUE for αi = 1.

Proof: See proof in Appendix C.1.
When tci is obtained for all CUEs relaying via the same

RUE as described above, tri with tR are derived according
to (12) and (13), respectively.

Lemma 8: The same absolute capacity gain for each mem-
ber of the D2D relaying group is achieved if:

tci =
K∗

1 tc1 −K1ts + Kits
K∗

i

. (22)

where tc1 is calculated as:

tc1=

(
MK1 −KR + K∗

R + K∗
R

∑M
i=2(

K1−Ki

K∗
i
− Ki

K∗
R

)
)

ts

(M + 1)K∗
1 + K∗

R + K∗
1K∗

R

∑M
i=2

1
K∗

i

.

(23)

The (23) has a solution always if GR > 0 for the case when
Gi = 0, ∀i ∈M.

Proof: See proof in Appendix C.2.
When tci is obtained for all CUEs relaying via the same

RUE, tri and tR are again derived according to (12) and (13),
respectively.

VII. SIMULATIONS

This section first describes a simulation setup for an evalua-
tion of the proposed incentive framework. Also existing com-
petitive incentive schemes related to our work are introduced.
Then, we present the simulation results and discuss the gains
with respect to the existing schemes.

A. Simulation Setup

The simulations, performed in MATLAB, are run for
1000 random drops. Within each drop, up to 100 UEs are
uniformly distributed in the simulation area with the size of
500×500 m. The results are then averaged out over all drops.
Without lose of generality, we consider that the BS splits the
available bandwidth among the UEs equally in the simula-
tions. The channel models between the UEs and the BS and
among the individual UEs are in line with 3GPP considering
the outdoor-to-outdoor environment [40]. The simulations are
performed for an urban scenario, where possible obstacles

TABLE I

PARAMETERS AND SETTINGS FOR SIMULATIONS

between any transmitter and any receiver can turn a line of
sight (LoS) communication into a non line of sight (NLoS).
The probability of LoS is determined according to 3GPP
for Urban Macrocell scenario, where the probability of LoS
decreases with the distance between the transmitter and the
receiver [41]. If there is the NLoS communication between any
two nodes, 20 dB is added to the link attenuation representing
an obstacle. As we consider a multicell environment, we model
the inter-cell interference at any receiver randomly according
to Gamma distribution (see [42]). The simulation parameters
are summarized in Table I.

The performance of the proposed framework is demon-
strated for several proposed relaying groups formation
schemes: (i) greedy selection following Algorithm 1, where
only one CUE can exploit single RUE (denoted as “Greedy:
M=1”), (ii) greedy selection where multiple CUEs can exploit
the same RUE (“Greedy: M>1”), (iii) Hungarian algorithm
that is able to find the optimal relaying groups for the single
CUE per RUE case (“Optimal: M=1”), and (iv) optimal
scheme defined in Algorithm 2 for the multi-CUE case
(“Optimal: M>1”). Note that the optimal scheme for the
multi-CUE case is shown only for up to 24 UEs due to its huge
complexity.

The proposed incentive framework is confronted with other
two existing types of the incentive-based schemes for the D2D
relaying. The first type is based on the token/virtual currency
incentives, where the CUEs enhance their capacity while the
RUEs receive tokens or some virtual credits to perform the
relaying as proposed in [19]–[21] (see Introduction section
for more details). We label this type of schemes as “T/VC
incentives”. The second type is based on the social-aware
incentives, where the relaying is done only by friends as
other UEs are not willing to perform the relaying due to
selfish nature of the users, see, e.g., [22], [23]. We label this
type as “SA incentives”. We also show a baseline scheme
without relaying (“No relaying”) demonstrating the relay-
ing gain introduced by our proposal and by competitive
schemes.

B. Simulation Results

The simulation results are divided into three parts:
i) showing the potential maximum capacity gain achieved by
the proposal, ii) analyzing a trade-off between the capacity
gain and the energy consumption reduction, and iii) investi-
gating the performance of our proposal if the gain is shared
fairly among the UEs within the same D2D relaying group,
as derived in Section VI.
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Fig. 5. Performance of the proposal depending on the number of UEs in terms of sum capacity (a) and average energy consumption per UE (b) (ρ = 1).

1) Evaluation of Potential Maximum Capacity Gain: Fig. 5a
illustrates that the sum capacity increases with the number of
UEs as the probability of finding a suitable RUE for each
CUE is generally higher with the more deployed UEs. The
highest sum capacity is always reached by the proposed greedy
algorithm, which allows multiple CUEs to connect to single
RUE (Greedy: M>1). The proposed Greedy: M>1 improves
the sum capacity by up to 156.8%, 132%, and 121.9%
comparing to No relaying, SA incentives, and T/VC incentives,
respectively. The gain of Greedy: M>1 over SA incentives is
due to the fact that more relaying options are available in the
case of the proposed Greedy: M>1. Similarly, the gain with
respect to T/VC incentives is achieved thanks to the proposed
flexible incentive mechanism, where the RUEs give a consent
to the relaying only if the RUEs have an immediate profit (i.e.,
reach a higher capacity in this case). The gain of the proposal
is more significant if the RUE is exploited by multiple CUEs.
However, even the case permitting only one CUE per RUE
(Greedy: M=1) outperforms No relaying, SA incentives, and
T/VC incentives by 47.9%, 33.6%, by 27.8% for 100 UEs.

Fig. 5a also demonstrates that the proposed Greedy algo-
rithm reaches a close-to-optimal performance for both single-
and multi- CUE per RUE cases. The performance gap between
the Optimal and Greedy selection of relays for the single-CUE
case is less than 0.5% (the curves for optimal and greedy
algorithms overlap). Although the performance gap between
the Optimal and Greedy algorithms for the multi-CUE case
increases, this gap is still below 2.4%. These encouraging
results confirm the fact that the greedy algorithms are known
to give a close-to-optimal performance in practical scenarios.

Last, Fig. 5a also investigates the impact of the inaccurate
CSI estimation on the performance of Greedy: M>1 (labeled
as Greedy: M>1 (CSI err.)). Note that the channel gain
estimation error is selected randomly and varies between -
10% and 10% with respect to a real channel gain. Despite
this rather high channel estimation error, the decrease in the
sum capacity is only up to 2.9%. This confirms a robustness of
the proposed scheme against the channel estimation errors and
it validates its suitability even for the practical applications.

Fig. 5b shows the average energy consumption per UE.
The energy consumption decreases with the number of UEs,
as more number of the CUEs exploit the RUEs. The most

significant energy consumption reduction is attained by the
proposed Greedy: M>1 scheme, which enables the energy
consumption reduction by up to 73.1%, 70.3%, and 70.2%
comparing to No relaying, SA incentives, T/VC incentives,
respectively. The reason for such a notable reduction in the
energy consumption is that multiple CUEs can be attached
to the same RUE and, thus, the transmission intervals of
the CUEs are significantly reduced with respect to the other
schemes. Note that the more CUEs are attached to the RUE
the shorter transmission intervals of the CUEs are as a wider
channel bandwidth is utilized by the CUEs and the RUE,
especially for a higher number of the UEs in the cell as the
number of CUEs relaying data via the same RUE increases.
Still, even the simplified proposed scheme Greedy: M=1
reduces the energy consumption by up to 23.3% comparing
to No relaying, up to 15.3% comparing to SA incentives, and
up to 15.1% comparing to T/VC incentives. Note that the
gap between the proposed Optimal and Greedy schemes is
small and the proposed Greedy scheme reduces the energy
consumption by up to 1% (for the single-CUE case) and up
to 6.4% (for the multi-CUE case) less then the optimum.

2) Trade-Off Between Relaying Capacity Gain and Energy
Consumption Reduction: This subsection a sheds light on the
performance of the proposal if a part of the capacity gain
introduced by the proposed relaying is sacrificed in order to
reduce the energy consumption of the UEs via the power
reduction described in Section IV. Note that the results are
for 100 UEs in the system, thus, the performance of Optimal:
M>1 cannot be shown due to its complexity. As expected,
if λ decreases the sum capacity of the proposal decreases as
well, since more capacity gain is transformed to the reduction
in the energy consumption (see Fig. 6a). Hence, for λ = 0,
the proposal performs as if there would be no relaying and
the whole capacity gain is translated to the energy savings.

Fig. 6b illustrates the impact of varying λ on the average
energy consumption of the UEs. The proposal (both for
single- and multi- CUE case) reduces the energy consumption
more significantly for a lower λ. Hence, when compared to
Fig. 5b, the proposed Greedy M>1 algorithm further reduces
the energy consumption from 73.1% to 87.6%, from 70.3% to
86.3%, and from 70.2% to 86.2% with respect to No relaying,
SA incentives, and T/VC incentives, respectively, for λ = 0.
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Fig. 6. Impact of transmission power reduction on sum capacity (a) and average energy consumption of all UEs (b) and energy consumption of CUEs and
RUEs (c) (100 UEs).

Even if Greedy M=1 algorithm is not able to offer such
notable energy savings as Greedy M>1, it still significantly
outperforms No relaying, SA incentives, and T/VC incentives
up to 38.1%, 31.6%, and 31.5%, respectively.

Fig. 6c analyzes the energy savings experienced by the
CUEs and the RUEs separately. The RUEs benefit notably in
terms of the energy consumption reduction if λ is decreased.
More specifically, Greedy: M>1 and Greedy: M=1 reduce
the energy consumption roughly by up to 75.6% and 57.7%,
respectively, comparing to both competitive incentive schemes.
On the contrary, there is no further reduction in the energy
consumption of the CUEs resulting from a decreasing λ. This
is due to the fact that Fig. 6c depicts the case for αi = 1,
∀i, i.e., the CUEs experience no gain in terms of the capacity.
Thus, there is no relaying capacity gain to be sacrificed by the
CUEs as in the case of the RUEs. Still, we observe that the
CUEs significantly lower the energy consumption by 97.1%
with respect to No relaying and by 94.1% with respect to
both SA incentives and T/VC incentives. The reason for such
a huge energy consumption reduction is that the CUEs notably
minimize their transmission intervals if the proposed relaying
is applied.

Now, we demonstrate the energy savings introduced by
the proposed Greedy: M>1 algorithm with respect to all
competitive schemes in Fig. 7. In this figure, we illustrate the
energy savings achieved by the proposed relaying for the case
when the proposed Greedy: M>1 reaches the same capacity as
individual competitive schemes. The proposed Greedy: M>1
performs the same in terms of the capacity as No relaying,
SA incentives, and T/VC incentives for λ = 0, λ = 0.07,
and λ = 0.1, respectively, see Fig. 6a. For these values of
λ, Greedy: M>1 algorithm reduces the energy consumption
of the UEs by 87.6%, 85.9%, and 85.6% comparing to No
relaying, SA incentives, and T/VC incentives, respectively. The
energy saving of only CUEs is 97.1% comparing to No relay-
ing and 94.1% comparing to both incentive schemes. Finally,
the energy savings of the RUEs is 75.6%, 73.7%, and 72.5% in
comparison to No relaying, SA incentives, and T/VC incentives,
respectively. The results above demonstrate that our proposal
is able to significantly decrease the energy consumption while
offering the same capacity as the competitive schemes.

3) Fair Resource Allocation: This subsection studies the
impact of the proposed fair allocation derived in Section VI.

Fig. 7. Energy consumption savings reached by proposed algorithm
Greedy:M>1 with respect to competitive schemes if ρ is set so that indi-
vidual competitive schemes reach the same sum capacity as the proposal
(see Fig. 6a).

We analyze the performance for three allocation cases:
(i) upper bound performance in terms of the sum capacity
(achieved if αi = 1, ∀i); (ii) fair allocation ensuring the same
relative gain for the UEs within the same D2D relaying group,
i.e., αi = β, ∀i, labeled as Fair (relative), and (iii): fair
allocation guaranteeing the same absolute gain, i.e., GCi =
GR, ∀i, labeled as Fair (absolute).

Fig. 8 shows that even the fair allocation introduces a
significant improvement with respect to the existing works.
If the goal is to guarantee the same relative gains for all
CUEs and the RUE within one relaying group, the sum
capacity gain with respect to No relaying, SA incentives, and
T/VC incentives is 149.9%, 125.8%, and 116%, respectively
(Fig. 8a). Even if the same absolute gain is ensured for all
UEs within the relaying group, the proposed scheme is still
superior to the competitive ones and its gain is at least 91.6%
(see Fig. 8a).

From the energy savings perspectives, both fair resource
allocations within the relaying group offer a similar energy
savings as the Upper bound. More specifically, the fair alloca-
tion results in the energy savings equal to 85.2% (if the same
relative gains are ensured) and 82.8% (if the absolute gains
are guaranteed) with respect to T/VC incentives, which is the
best performing competitive scheme. Note that slightly lower
energy savings achieved by the Fair (absolute) comparing to
the Upper bound and the Fair (relative) is a result of the fact
that improving the performance of the poorly performing UEs
by the Fair (absolute) allocation costs too many resources,
which cannot be exploited by the UEs that can use these
resources more efficiently.
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Fig. 8. Analyzes of fair resource allocation of proposed Greedy: M>1 over competitive schemes (100 UEs).

TABLE II

SUMMARY OF KEY NOTATIONS

VIII. CONCLUSION

In this paper, we have proposed a novel incentive framework
for the D2D relaying to motivate the UEs to relay the data
of the cell edge UEs. The UEs are motivated to perform
the relaying via a natural increase in their own capacity
and/or a decrease in the energy spent for communication.
We have proven that the proposed low-complexity greedy
algorithm handling the relay selection for the CUEs is of
a submodular nature giving the worst-case approximation
guarantees to the optimal performance. Furthermore, we have
derived a closed-form expression for the fair allocation of
the resources among the RUE and the CUEs exploiting
this RUE. We have demonstrated that the proposed scheme

reaches a close-to-optimal performance and is able to more
than double the capacity and/or reduce the energy consump-
tion by roughly up to 87% when compared to the existing
incentive-based relaying schemes.

APPENDIX A

1. Proof of Lemma 1

The minimum allowable value for tc (denoted as tmin
c ),

is that for which the capacity of every CUEs relaying through
the same RUE is exactly the same as its original capacity
without the relaying, i.e., αi = 1, ∀i ∈ M. Thus, using (9)
and considering αi = 1, we obtain:

tmin
c =

M∑

i=1

tmin
ci =

K1

K∗
1

ts + · · ·+ KM

K∗
M

ts =

M∑

i=1

Ki

K∗
i

ts, (24)

The maximum value of tc (denoted as tmax
c ) is given when

β = 1, i.e., the CUEs gains an additional capacity while the
RUE is as good as without relaying (i.e., loses no capacity).
The tmax

c is derived from (10) considering β = 1 as:

tmax
c =

M∑

i=1

tci =
(K∗

R −KR)ts
K∗

R

−
M∑

i=1

tri, (25)

From (24) and (25), we derive the operational region of tc as:
M∑

i=1

Ki

K∗
i

ts <
M∑

i=1

tci <
(K∗

R −KR)ts
K∗

R

−
M∑

i=1

tri, (26)

2. Proof of Lemma 2

Let’s assume that any tmin
ci is increased by Δtci so that tci =

tmin
ci + Δtci. Then, the i-th CUE capacity in (7) is increased

by ΔC∗
i = K∗

i Δtci. Simultaneously, the RUE capacity in (8)
is decreased by ΔC∗

R = −K∗
RΔtci−K∗

RΔtri = −K∗
RΔtci−

K∗
i Δtci. We can substitute K∗

RΔtri for K∗
i Δtci as the amount

of data relayed by the RUE on behalf of the i-th CUE is
the same as the data send by the CUE during tci. Thus, any
increase in tmin

ci by Δtci leads to an overall decrease in the
capacity equal to ΔC∗

i +ΔC∗
R = −K∗

RΔtci. As a result, tmin
c

corresponds to the upper bound capacity.
It is easy to see, following the same reasoning as above,

that for any decrease in tmax
c by Δtci, the total capacity is

always increased by K∗
RΔtci. Consequently, allocating tmax

c

to the CUEs corresponds to the lower bound capacity.
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3. Proof of Lemma 3

The maximum gain by the power boost can be calculated
as a ratio of the RUE’s capacity if transmitting with pBr
(i.e., transmission power if the power boost is applied) to
the case when only pr is utilized (i.e., no power boost).
Consequently, taking (8) into account and assuming that the
RUE transmits over ts −

∑M
i=1 tci time interval, we can

calculate GB in the following way:

GB = Bslog2

(
1 +

pBr gr,b
Bs (σ0 + Is,0)

)
(ts − tc)

−Bslog2

(
1 +

prgr,b
Bs (σ0 + Is,0)

)
(ts − tc)

= Bslog2

(
Bs (σ0 + Is,0) + pBr gr,b

Bs (σ0 + Is,0)

)
(ts − tc)

−Bslog2

(
Bs (σ0 + Is,0) + prgr,b

Bs (σ0 + Is,0)

)
(ts − tc)

= Bslog2

(
Bs (σ0 + Is,0) + pBr gr,b
Bs (σ0 + Is,0) + prgr,b

)
(ts − tc) . (27)

4. Proof of Lemma 4

To determine an allowable range of the transmission power,
we first derive an absolute gain of each particular UE. Specifi-
cally, the absolute gain of the i-th CUE is determined from (5)
and (7) as:

Gi = C∗
i − Ci = Bslog2

(
1 +

pigi,r
Bs (σ0 + Is,0)

)
tci −Kits,

(28)

and, similarly, the absolute gain of the RUE is obtained
from (6) and (8) as:

GR + GB = C∗
R − CR + GB

= Bslog2

(
1 +

prgr,b
Bs (σ0 + Is,0)

)
(ts −

M∑

i=1

tci)

−
M∑

i=1

K∗
i tci −KRts, (29)

Then, (28) and (29) is rearranged in the following way:
λGi + Kits

Bstci
= log2

(
1 +

pigi,r
Bs (σ0 + Is,0)

)
, (30)

λ(GR + GB) +
∑M

i=1 K∗
i tci + KRts

Bs(ts −
∑M

i=1 tci)

= log2

(
1 +

prgr,b
Bs (σ0 + Is,0)

)
, (31)

Finally, from (30) and (31), we express pi and pr as:

pi = κi(2
ρGi+Kits

Bstci − 1), (32)

pr = κR(2
ρ(GR+GB)+KR·ts+

�M
i=1 K∗

i tci

Bs(ts−�M
i=1

tci) − 1), (33)

From (32) and (33), we see that if λ = 0, the CUE/RUE
sacrifice the whole capacity gain in order to reduce the energy
consumption and the CUE and the RUE transmit with the
minimal transmission power. Contrary, if λ = 1, no energy
reduction is achieved and the CUE/RUE does not reduce its
transmission power at all. Thus, the maximal transmission
power is used.

APPENDIX B

1. Proof of Theorem 5

The elements Gp
i,j are independent of each other, since the

D2D pairs have orthogonal resources. Hence, every time a
new pair is added, the gain increases. Furthermore, assume
that the subset of the selected pairs is A and we add the next
pair {i, j}. Assume further another set of the selected D2D
pairs A ⊂ B. Then {i, j} either have the same Gp

i,j value,
or is 0, if that i or j have already been assigned in B. This
satisfies the submodularity requirement [43]. Finally, it is easy
to see that the first set of constraints defines a matroid (max
of one item per row) and the second set is another matroid
(max of one item per column). It is known that a greedy
algorithm yields an approximation ratio of 1

(p+1) , when the
constraints are the intersection of p matroids (or in general,
a p-system independent constraint) [44]. Hence, given that we
have 2 matroids for our problem this gives a 1

3 approximation
for the greedy algorithm.

2. Proof of Lemma 6

The objective is submodular using the similar arguments
as in Theorem 5. As more and more pairs are selected, each
gain Gp

i,j either becomes 0 (the i-th CUE has already been
assigned to an RUE) or is decreased (the j-th RUE has already
been assigned some other CUEs, so the gain for the i being
associated to the j is smaller. The additional condition, that of
Gp

i,j ≥ 0 if the CUE bandwidth, where B and the RUE M ·B,
ensures the objective’s monotonicity, even if the RUE ends
up serving the maximum number (M ) of the CUEs. Finally,
the constraint set is again an intersection of the matroids,
leading to the same approximation ratio as in Theorem 5,
the difference being that the optimal value now cannot be
obtained in polynomial time.

APPENDIX C

1. Proof of Lemma 7

The same relative gain of the CUEs and the RUE is
guaranteed if α1 = α2 = · · · = αM = β. Thus, using (9),
we can write:

K∗
1 tc1

K1ts
=

K∗
2 tc2

K2ts
= · · · = K∗

M tcM
KM ts

= β. (34)

Hence, (20) is easily derived from (34). Then, we determine
tc1. Considering that α1 = β, the following is derived from (9)
and (10) by applying several simple math operation:

K∗
1KR

K1
tc1 = K∗

Rts −K∗
R

M∑

i=1

tci −K∗
R

M∑

i=1

tri. (35)

Taking into account that K∗
R

∑M
i=1 tri =

∑M
i=1 K∗

i tci
(i.e., the RUE retransmits the same amount of the CUEs’ data
as the amount of data transmitted by the CUEs to the RUE)
and substituting all tci in (35) using (20), we can write:

K∗
1KR

K1
tc1 = K∗

Rts −K∗
Rtc1 −

K∗
1K∗

R

K1

M∑

i=2

Ki

K∗
i

tc1

−K∗
1 tc1 −

M∑

i=2

K∗
1Ki

K1
tc1. (36)
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Finally, tc1 is derived according to (21). The rest of tci is
calculated from (20) via inserting tc1 obtained in (21).

2. Proof of Lemma 8

The same absolute gain for all UEs is guaranteed when
G1 = · · · = GM = GR, that is, if:

K∗
1 tc1 −K1ts = K∗

M tcM −KM ts = GR (37)

Equation (22) is again derived from (37). Then, analogously
to the case with the same relative gains, we first determine
tc1 and the rest of tci is calculated by (22) afterwards. Thus,
we need to fulfill the following:

K∗
1 tc1 −K1ts = K∗

R

(
ts −

M∑

i=1

(tci + tri)

)
−KRts. (38)

Equation (38) is rewritten exploiting (22) and considering that
K∗

R

∑M
i=1 tri =

∑M
i=1 K∗

i tci as:

K∗
1 tc1 −K1ts

= K∗
R

(
ts − tc1 −

M∑

i=2

K∗
1 tc1 −K1ts + Ki · ts

K∗
i

)

−K∗
1 tc1 −

M∑

i=2

(K∗
1 tc1 −K1ts + Kits)−KRts. (39)

From (39), we finally express tc1 as presented in (23). Subse-
quently, any tci is calculated according to (22).
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AbstrAct
Device-to-device (D2D) relaying is able to 

increase the network capacity, enhance the net-
work coverage, or mitigate the interference to leg-
acy cellular transmissions. These benefits are even 
emphasized if a proper incentives are offered to 
the users to motivate them to act as relays. We first 
survey the state-of-the-art incentives to show that 
despite a proper incentivization, the benefits from 
relaying are enjoyed typically only by the users 
directly involved in relaying, that is, either those in 
favorable locations to act as relays or those exploit-
ing such relays to improve their performance. Nev-
ertheless, many users, who are not satisfied with 
their quality of service (QoS), may not profit from 
D2D relaying due to their unfavorable locations. 
Besides, the current incentive mechanisms are not 
able to alleviate the overloading of the base sta-
tion (BS) without violating QoS of already admitted 
users. Thus, to cope with the spatial unfairness and 
the overloading of BSs, we propose resource allo-
cation framework extending D2D relaying benefits 
also to the users not directly involved in the relaying 
process. The proposed framework enables efficient 
reuse of radio resources and takes inspiration from 
economy concept of taxes. Moreover, it gives an 
opportunity to the users distributing spared radio 
resources to increase their virtual monetary gain, 
reputation, or even helping other users depend-
ing on mutual social relationships. The simulations 
demonstrate that the proposed concept improves 
the ratio of satisfied users and/or maximizes the 
number of newly admitted users for which the BS 
would not have radio resources otherwise.

IntroductIon
Device-to-device (D2D) communication is seen 
as a convenient way to increase the capacity and 
the energy efficiency of contemporary mobile net-
works [1]. At its inception more than a decade 
ago, the sole intended purpose of D2D communi-
cation was to send data directly between any two 
devices in proximity, thus bypassing a base station 
(BS) and saving radio resources in the process.

As D2D communication progressively matured, 
it has found additional intriguing use-cases and 
applications, such as content sharing and cach-
ing [2, 3]. Moreover, D2D communication can 

be exploited for relaying purposes (also known 
as D2D relaying) in order to increase the perfor-
mance of users experiencing a low channel qual-
ity to/from the BS. Besides, D2D relaying can 
augment multi-casting/broadcasting services [4], 
facilitate a load balancing among adjacent BSs [5], 
or improve the computation offloading to edge 
servers [6]. Consequently, D2D relaying is a very 
useful tool for the existing 5G and the emerging 
6G networks.

One of the crucial challenges for D2D relay-
ing, however, is to ensure a willingness of the users 
to offer relaying services to other users, who are 
often complete strangers. This willingness can hard-
ly be taken granted, given that devices used for 
relaying, such as smartphones or IoT devices, can 
suffer from an additional energy consumption. Sim-
ilarly, even the users exploiting relaying services 
should be convinced to entrust their data to the 
intermediate relaying users. In this regard, several 
incentive strategies have been proposed through-
out the years taking an inspiration from economy 
[7, 8], social aspects [9, 10], or reputation [11, 12]. 
Besides, an attractive option to motivate the relay-
ing users is to give him/her some additional radio 
resources [13].

The existing incentive mechanisms typically pro-
vide benefits, in terms of capacity increase and/or 
energy consumption decrease, solely to the users 
directly involved in relaying, that is, to the users 
assisted by the relaying users and to the relaying 
users themselves. Still, there are users with a low 
channel quality to the BS that, unfortunately, can-
not enjoy the benefits of relaying simply because 
no suitable relay is in their vicinity. Consequently, 
Quality of Service (QoS) requirements of these 
“unlucky” users with low-quality channels to the 
BS cannot be met due to this spatial unfairness. 
Besides, the existing incentive solutions are not 
able to alleviate an overloading problem, when the 
BS is not able to admit any new users without vio-
lating QoS of the already admitted users.

In this article, we first overview recent incen-
tive approaches for D2D relaying maximizing the 
benefits of the users directly involved in D2D relay-
ing. Then, to increase the number of users ben-
efiting from D2D relaying, primarily those users 
who are not satisfied with their QoS or cannot 
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be admitted by the BS due to its overloading, we 
propose a novel resource allocation framework. 
The proposed framework builds upon the exist-
ing incentive mechanisms but it enables to extend 
the benefits of D2D relaying also to the users not 
directly involved in relaying itself. In particular, we 
propose to:
• Reuse resources allocated to D2D links (i.e., 

links between the users) by the cellular links
• Tax resources earned or saved by the users ben-

efiting directly from relaying
• Sell the earned (or saved) resource to other 

users to convert the relaying gain into mone-
tary gain, increased reputation, or to help oth-
ers with strong mutual social relationship
Subsequently, the resources obtained from 

these mechanisms are distributed to the users not 
directly involved in relaying. We also discuss var-
ious optimization, implementation, and feasibili-
ty aspects of each proposed mechanism allowing 
their smooth and efficient implementation into 
mobile networks. Finally, we show that the pro-
posed framework increases significantly the num-
ber of users satisfied with QoS and/or allows to 
admit many new users to be served even if the net-
work is highly overloaded.

overvIew of IncentIve strAtegIes for  
d2d relAyIng

This section discusses the most prominent incen-
tive strategies giving benefits to the users directly 
participating in relaying (Fig. 1). Moreover, we 
outline key properties each incentive mecha-
nism should support and describe the common 
approaches to reach mutual agreement among 
cooperating users.

vIrtuAl currency-bAsed IncentIves
One family of incentives motivating the users to 
relay data is based on a virtual currency. The vir-
tual currency can be represented by tokens paid 
to the users providing the relaying services [7]. 
The tokens are initially distributed by the network 
to the users. Afterwards, the token is given to 
the user whenever he/she agrees on the relaying 
service provisioning. The received tokens can be 
exploited by the relaying users in the future, when 
these users require some relaying service them-
selves. The potential problem with tokens is that 
the relaying users receive one token for relaying 
service disregarding the amount of relayed data 
or the relaying time/consumed energy. To rem-
edy this problem, the relaying users can be paid 
in “credits” that can easily factor the amount of 
relayed data, capacity improvement, or simply 
duration of the relaying service [8].

socIAl relAtIonshIp-bAsed IncentIves
The social relationship-based incentives build on 
the assumption that the users tend to interact 
preferentially with the people to whom they have 
some social tie, such as close friends, relatives, or 
co-workers [9]. The relationships can be modeled 
as a weighted graph, where the vertices corre-
spond to individual users while the edges repre-
sent a “social closeness” between them. To define 
strength of the social tie, a specific weight to each 
connection (edge) is assigned [10] (Fig. 1). Based 
on such graph, the one subset of users prefer to 

act as relays for other subset of users with whom 
they have close social ties. It is reasonable to 
assume that social peers are willing to relay each 
other’s traffic without any (monetary) cost or, at 
least, with some discount depending on the level 
of social trust [9].

reputAtIon-bAsed IncentIves
The relaying users can also be motivated via a 
reputation-based approach [11]. The users have 
either “bad” or “good” reputation, determined 
by the BS on a regular basis. Intuitively, the users 
with “good” reputation get help easily from oth-
ers when they are in a need of relaying. Contrary, 
the users known to refuse helping others have 
hard times to find anyone volunteering to relay 
data due to “bad” reputation. Moreover, the BS 
is able to detect whether the relaying users send 
data at the appointed intervals and it assigns the 
reputation accordingly [11]. The binary repu-
tation score, however, may not be sufficient to 
reflect the current users’ behavior. Consequently, 
more flexible reputation is based on YouTube or 
Facebook “like” button, where the reputation is 
increased (or decreased) by 1 (or 0.5) if the users 
are satisfied (or not satisfied) with relaying [12].

bAndwIdth exchAnge-bAsed IncentIves
All previous incentive mechanisms are based on 
an indirect reciprocity, where the relaying users 
benefit in the future. The bandwidth exchange-
based incentives, on the contrary, gives an imme-
diate benefit to the relaying users. The immediate 
benefit is represented by some part of the chan-
nel/resource blocks or more transmission oppor-
tunities [13] (Fig. 1). Hence, there is no risk in 
terms of the uncertainty whether the current 
relaying cost is outweighed by a reward in the 
future. The additional radio resources are, then, 
exploited by the relaying user to both relay data 
of other user(s) and to boost its own capacity 
and/or reduce the relay’s energy consumption 
[13].

propertIes of IncentIve MechAnIsMs
All incentive concepts described in previous sub-
sections should ensure individual rationality and 
incentive compatibility. The former one guaran-

FIGURE 1. State-of-the-art incentive strategies for D2D relaying.
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tees that all involved participants can benefit from 
relaying, that is, the relaying cost in terms of the 
payment for relaying service or additional energy 
consumption of the relaying users does not out-
weigh the relaying gain [14]. The latter one, then, 
ensures that every participant in relaying maximiz-
es his/her own gain if acting according to their 
real and true preferences [10, 14].

Moreover, each incentive mechanism should 
ensure that all users participating in relaying are 
satisfied by finding a proper trade-off between the 
relaying gain and the relaying cost. The common 
approach to solve this challenge is to apply auc-
tion mechanism, where the buyers in the auction 
submit bids and corresponding prices they are will-
ing to pay. Subsequently, the auctioneer selects 
winning buyers to maximize social welfare [10]. 
Besides, contract theory is often applied so that the 
users select contracts to maximize their own utility 
[14]. Lastly, also game theory, such as indirect reci-
procity game adopted in [11], is commonly exploit-
ed to stimulate the users’ cooperation.

proposed frAMework
The incentive mechanisms described in the previ-
ous section are able to motivate the relaying users 
and, thus, all users directly participating in D2D 
relaying can fully enjoy its benefits. Unfortunate-
ly, there are still many users unable to meet their 
QoS requirements due to their poor channel qual-
ity to the BS while incapable to capitalize on D2D 
relaying concept due to their disadvantageous 

locations with respect to other users in proximity. 
Besides, the existing incentive approaches cannot 
help users that would like to access the BS that is 
currently overloaded. To extend the benefits of 
D2D relaying to these users, we propose a frame-
work encompassing three mechanisms: 
• Reusing of resources allocated to D2D links
• Taxing
• Selling of resources. 
While the first two are managed by the BS, the 
last mechanism gives a more free hand to the 
users themselves to decide to whom the resourc-
es are assigned.

reuse of d2d relAyIng lInks resources by  
cellulAr lInks

The main idea of the first mechanism is to reuse 
the resources allocated to the relaying links by the 
cellular users communicating directly with the BS. 
The proposed process of reuse is summarized in 
following four consecutive steps (Fig. 2).

In the first step, the user searching for relay 
(User A in Fig. 2) makes a deal with the relaying 
user (User B). In line with the bandwidth exchange-
based incentives, User B gets a part of the resourc-
es from User A. Consequently, User B is able to 
both forward data of User A to/from the BS and 
to increase own capacity or save energy due to 
decreased transmission power. The exact determi-
nation of the amount of resources to be delegated 
to User B is out of scope of this article, but let’s 
assume that both users benefit (e.g., resources can 
be allocated in a way that the relaying gain of both 
is the same [13]).

In the second step, the BS finds a suitable cel-
lular user who can reuse resources allocated to 
the relaying link (i.e., the link between User A and 
User B in Fig. 2). By intuition, the reuse of relay-
ing link’s resources by the cellular user inevitably 
results in the interference to/from the cellular com-
munication from/to D2D communication (Fig. 2). 
Nevertheless, interference from (or to) User A to 
(or from) the BS is usually not significant as the 
channel quality between these two is low. In fact, 
the low channel quality between User A and the 
BS is the main reason why relaying is initiated in 
the first place. Further, one can observe that inter-
ference from (to) User B to (from) User D depends 
strongly on the channel quality between these two. 
Thus, the ideal candidate cellular user to reuse 
the resources of the relaying link is the one that is 
far from the relaying user to mitigate interference 
imposed by the relay to the cellular user in down-
link or vice versa in uplink.

Even though the interference to the relaying 
link is insignificant, there may be still a slight degra-
dation in D2D relaying link quality. Consequently, 
during the third step, a part of the resources initially 
allocated to User D (i.e., the cellular user reuses 
resources of the relaying link) are assigned by the 
BS to D2D relaying link to compensate the interfer-
ence generated to this user by the reuse.

In the last step, the resources initially allocated 
to User D are split into two parts. The first part of 
the resources is exploited by User D to satisfy his/
her requirements. This is beneficial especially if User 
D cannot find any suitable relaying users and, at 
the same time, he/she has a weak channel to the 
BS. Then, the rest of the resources of User D are 
released and given to other user(s) (User C in Fig. 2).

FIGURE 2. Illustrative principle of resources reuse by cellular link. After Users A 
and B become involved in D2D relaying, User D reuses resources of User 
A who is, at the same time, compensated by a part of resources initially allo-
cated to User D. Then, the remaining resources initially allocated to User D 
are split to two parts; first part remain to user D to ensure his/her satisfac-
tion while the second part is assigned to User C.
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Optimization, Implementation, and Feasi-
bility Aspects: To maximize the benefit from the 
reuse, a selection of the users reusing the resourc-
es of individual relaying links should be optimized 
to minimize the interference between the cellu-
lar and D2D communications. The optimization 
problem can be understood as a selection of pairs, 
each composed from one user reusing resources 
of one relaying link. This corresponds to one-to-one 
matching problem solvable optimally in polynomial 
time by Hungarian algorithm [13].

Besides, to enable reuse of the resources, inter-
ference links should be known by the BS. While 
the interference between the BS and any user 
(e.g., User A in Fig. 2) is available via conventional 
channel estimation, the derivation of interference 
among users (e.g., User B and User D) can be 
demanding in terms of signaling, especially if there 
are many cellular users potentially reusing resourc-
es of many relaying links. Fortunately, the channel 
between any two users may be predicted with a 
high accuracy using deep neural networks [15], 
resulting in no or only very low signaling overhead.

tAxIng resources eArned through relAyIng
The application of only reuse mechanism may 
not always be sufficient to increase the number 
of users benefiting indirectly from relaying. To this 
end, we come up with the second mechanism, 
where the resources saved/earned by the users 
directly involved in relaying are taxed in a similar 
way as the taxes imposed by the government to 
its citizen. The principle of the taxation mecha-
nism is summarized into three steps (Fig. 3).

The first step is analogous to the one utilized in 
the reuse mechanism, that is, in the establishing of 
D2D relaying link(s). Then, during the second step, 
the BS imposes a tax on both the resources earned 
by the relaying user (i.e., the resources obtained 
by User B) and the resources saved by the user 
exploiting relay (User A) due to superior channel 
quality between those two. This way, pool with 
taxed resources is created at the BS. Finally, the BS 
distributes the taxed resources from this pool to 
the users in a need, that is, to the users with either 
unfavorable channel quality to the BS that are not 
able to find any relay (User D) or even to the new 
users that cannot be served otherwise due to a 
high load of the BS (User C).

Optimization, Implementation, and Feasibility 
Aspects: The taxing mechanism should be prop-
erly optimized to maximize the revenue coming 
from taxed resources. A low tax rate results in small 
benefits coming to the users not involved in relay-
ing. In contrast, a high tax rate may discourage the 
users to act as the relays resulting in small revenues 
going to the BS and in a subsequent decrease in the 
relaying gain. In theory, there is an optimum tax rate 
maximizing total tax revenue, as indicated by well-
known Laffer curve. In practice, the optimum tax 
rate is very hard, if not impossible, to be determined 
due to its very complex nature and unpredictable 
people/users’ behavior. Thus, we suggest to follow 
common taxing mechanisms based on either flat 
or progressive tax rate self-optimized via machine 
learning (e.g., by reinforcement learning).

To determine the taxes, the BS should be aware 
of the amount of resources obtained from relaying 
in the first place. Since the BS handles the resource 
allocation, it knows exactly the amount of both 

the earned resources by the relaying users and 
the saved resources by the users exploiting relays. 
Hence, the BS can determine the amount to be 
taxed by itself without any additional required sig-
naling cost.

sellIng of resources sAved/eArned through relAyIng
The last piece of the puzzle forming the pro-
posed framework is to sell and/or give resources 
obtained via relaying to other users that are still 
either not satisfied with provided services while 
no feasible relaying user is in their vicinity or have 
no resources at all due to high load of the BS. The 
whole mechanism can be summarized into the 
following subsequent steps (Fig. 4).

The first step consists again in the establishment 
of D2D relaying link between User A and User B. 
During the second step, some of the resources 
earned by User B for the provisioning of relaying 
services can be sold to other user(s) exploiting the 
auction mechanism and to obtain credits/tokens. 
These earned credits/tokens can be exploited in 
the future to pay the relaying services, similarly as 
in the case of virtual currency-based incentives. 
Further, the users may also give a helping hand 
to other users with whom they have close social 
ties. In fact, this approach can be seen as another 
way to motivate the users to relay data for others. 
For example, User B in Fig. 4 is willing to help to 
User D who is his/her friend. Since User B cannot 
relay data for User D due to an unfavorable mutual 
location, he/she decides to relay data for User A 
instead. Subsequently, User B gives (or sells with 
some discount) resources obtained from User A 
to User D. This way, User B is motivated to act as 
the relaying user to User A in order to help User C. 
Finally, in line with the reputation-based incentives, 
the resources can be also given freely to other 

FIGURE 3. Illustrative principle of the concept of taxing resources obtained 
from relaying. The resources earned (saved) by User B (User A) via relaying 
are taxed by the BS and distributed to User D to improve his/her capacity. 
Moreover, taxed resources from other relaying users are given to User C 
who could not be served by the BS otherwise.
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users to increase their own reputation.
To further maximize the number of users ben-

efiting from relaying, even User A can sell/give 
some saved resources in the same way as the 
relaying user himself/herself during the third step 
(e.g., to User C in Fig. 4). Of course, this option is 
feasible only if: User A would experience a higher 
gain than required, for example, if the channel qual-
ity between cooperating users is very high, and the 
resources of User A are not reused by other cellular 
user to avoid unpredictable rise in the interference.

Optimization, Implementation, and Feasibility 
Aspects: To maximize the amount of resources sold 
to the users in need, the auction mechanism should 
be optimized. The optimal auction maximizing the 
social welfare can exploit Vickrey-Clarke-Groves 
(VCG) mechanism, which is, however, of a high 
complexity. As an alternative to VCG, various game 
theory-based auction mechanisms can be adopted 
with the goal to find an equilibrium. In such games, 
there are: a set of players (i.e., buyers and the sell-
ers of resources), a set of actions available to each 
player, and a payoff vector for the particular action 
being taken. Then, the goal is to maximize the pay-
off for each player during the game.

To make the auction feasible for practical net-
works, the BS should play the role of an auction-
eer mediating the whole process during which 
the users offer the resources and sell them to the 
highest bidder. The auction mechanism generates 
signaling overhead coming from submitting of bids 
and offers to the auctioneer (i.e., the BS) and, then, 
announcing the results of the auction to individual 
users. Fortunately, this overhead is negligible if a 
simple bidding language is adopted. Moreover, the 
signaling overhead can be further reduced by, for 

example, concurrent bidding pattern, where each 
buyer has only one chance to make a bid.

cooperAtIon of IndIvIduAl proposed MechAnIsMs
Although the individual mechanisms can work 
as stand-alone solutions, the maximum gain is 
observed if all three are integrated together and 
are performed in the following steps:

Step 1: The BS employs the mechanism 
enabling reuse of resources of newly formed D2D 
links by the cellular users. This, subsequently, allows 
to release some additional resources from the cel-
lular users.

Step 2: To acquire even more resources, 
the taxing is enforced by the BS on the resourc-
es obtained through D2D relaying provided that 
enough resources are gained via such relaying.

Step 3: The obtained resources remaining to 
the users after the taxation can be further distribut-
ed to the users still not satisfied with their QoS by 
selling mechanism. Note that, as explained earlier, 
the users whose resources are reused by other cel-
lular users are forbidden to sell their resources to 
avoid unpredictable interference (e.g., User A in 
Fig. 2 cannot dispense part of his/her resources, as 
these are reused by User B).

Moreover, our proposal is complementary to 
D2D load balancing approaches [5] so that our 
framework is envisioned to be a “first phase” in 
coping with the overloading at a single-cell level. 
If some of the cells would still be overloaded, the 
load balancing operating at a multi-cell level is initi-
ated in the “second phase.”

evAluAtIon of proposed frAMework
Now, we outline the simulation scenario and we 
evaluate the gain of the proposed concept.

sIMulAtIon scenArIo
The evaluation of proposed framework is done 
in Matlab. We assume 50 active users randomly 
located in an area with size of 500x500 m. With-
out loss of generality, the BS initially splits the 
available bandwidth (20 MHz) equally among all 
active users. We assume time division relaying to 
support low-complexity half-duplex relays (note 
that the proposed framework can be also extend-
ed to full-duplex relaying). The relaying users first 
receive data in a specific time slot and at certain 
frequency resources, for example, represent-
ed by resource blocks. Then, the received data 
is re-transmitted to the BS in the next resource 
blocks. The reception/transmission time is derived 
in line with [13]. The relay selection is done in a 
greedy manner, commonly used for this purpose 
(e.g., [13]) to maximize the relaying gain.

The simulation emulates an urban scenario with 
obstacles potentially obstructing the communica-
tion path between any transmitter and any receiv-
er. In case of none line-of-sight communication, 
additional 20 dB attenuation of the signal is consid-
ered. We consider a multicell-like environment with 
the inter-cell interference at any receiver generated 
randomly according to Gamma distribution (see 
more detail in [13]).

To evaluate our proposal, we assume that the 
selection of cellular users reusing the resources of 
individual D2D links is done by Hungarian algo-
rithm to achieve maximum gain} in terms of saved 
resources. In addition, the users are taxed only if 

FIGURE 4. Illustrative principle of the proposed selling of resources saved/
earned by the users benefiting directly from relaying. User A saves part of 
his/her resources due to relaying and these saved resources are sold or 
given to User C for whom the BS has no resources at all. Similarly, User B 
gives/sells certain portion of earned resources to User D who is able to 
enhance performance.
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the relaying gain is above certain threshold in order 
not to discourage them from relaying. Hence, the 
users whose capacity is not improved enough (i.e., 
if their QoS requirements are not met) are not 
taxed at all. Otherwise, the users are obliged to pay 
20% of their earned/saved resources to the BS. 
Finally, the users that are satisfied with the capac-
ity improvement and still have some resources left 
after the taxing either sell them to other unsatis-
fied users and/or give these unused resources to a 
close friend(s).

To see the added value of our proposed frame-
work, we confront its performance with the base-
line scheme proposed in [13] representing current 
state-of-the-art, where only the users directly 
involved in D2D relaying benefit. We also discuss 
and analyze the performance of individual mecha-
nisms when working both as stand-alone solutions 
or together.

The proposed framework either improves the 
performance of currently active users not involved 
in D2D relaying or allows to admit new users if the 
BS is overloaded. Thus, the proposed concept is 
evaluated for the following two objectives.

Objective 1 — Maximize the ratio of the users 
satisfied with their QoS: The users are assumed 
to be satisfied with their QoS if their capacity is 
improved by a specific value varying between 5% 
to 50%. 

Objective 2 — Maximize the number of newly 
admitted users: All resources obtained through 
the proposed framework are only exploited to 
admit new users to the network. The capacity 
requirements of each newly admitted user is gen-
erated randomly.

sIMulAtIon results And dIscussIon
Now let’s investigate performance of the pro-
posed framework for Objective 1. From Fig. 5, we 
observe that the ratio of satisfied users decreases 
if the required capacity improvement increases. 
This is understandable behavior due to the follow-
ing facts: there are less resources coming from the 
proposed framework, as the users directly involved 
in relaying should be satisfied first; and the users 
ask for more additional resources to satisfy their 
QoS requirements. If each mechanism works as a 
stand-alone solution, the highest gain with respect to 
the baseline scheme is accomplished by the selling 
mechanism (up to 18.5%). Still, even the reuse or 
taxing mechanisms working separately outperform 
the baseline scheme by more than 13% and 15%, 
respectively, if the required capacity increase to 
ensure QoS is below 10%. If the required capacity 
increase to satisfy the QoS rises to 50%, however, 
the gain of reuse, taxing, and selling mechanism with 
respect to baseline decreases to 3.8%, 3.3%, and 
9%, respectively. To make the gain of the proposal 
even more interesting, all three proposed mecha-
nisms should work together resulting in a gain up 
to 20.7% with respect to the baseline scheme. The 
benefit of the full proposal is promising especially 
if the QoS requirements increase as it outperforms 
baseline nearly by 19% even if users require capaci-
ty boost equal to 50% to meet their QoS.

Figure 6 illustrates the percentage of newly 
admitted users facilitated by the proposed frame-
work (Objective 2). It is worth to mention that 
no new users are served by the BS in case of the 
baseline scheme, as there are no released resourc-

es for the newly arrived users. Again, we observe 
similar trends as in Fig. 5 and the percentage of 
newly served users decreases with an increase in 
the required capacity improvement, since there 
are less resources available for these new users. 
Only in case of the reuse mechanism, the ratio of 
newly served users is actually slightly increasing 
and outperforming taxing mechanism if required 
capacity increase becomes high. This phenomenon 
occurs due to the fact that more resources are, 
in general, allocated to the users assisted by the 
relays to serve their needs. Thus, more resourc-
es may be reused by the cellular users and, sub-
sequently, also more resources are released by 
them. Figure 6 demonstrates that, compared to the 
baseline, reuse, taxing, and selling mechanisms can 
increase the number of newly admitted users by 
up to 10%, 13.8%, and 22.1%, respectively. If all 
proposed mechanisms work together, the number 
of newly served users increases even up to 30.9% 
with respect to the baseline.

conclusIon
In this article, we have first surveyed key state-of-
the-art incentive approaches motivating the users 
to render the relaying services for others. Existing 
incentive approaches are able to improve perfor-
mance of only those users that are directly involved 
in relaying while there are still remaining users that 
are not able to reap the benefits from relaying. To 

FIGURE 5. Ratio of satisfied users in relation to the 
required capacity improvement to ensure QoS 
(Objective 1).
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FIGURE 6. Percentage of newly admitted users 
over the required capacity improvement to 
ensure QoS (Objective 2).
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this end, we have proposed resource allocation 
framework, build upon existing incentives, so that 
the users not being directly involved in D2D relay-
ing also benefit}. We have demonstrated the pro-
posed framework notably increases the number of 
users satisfied with their QoS and/or increases the 
number of users that could not be admitted other-
wise due to the overloaded network.

In the future, the proposed framework can be 
jointly optimized with load balancing to further 
improve users’ QoS and/or to make the network 
even more robust against the overloading problem.
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Abstract—An integration of flying base stations (FlyBSs) into
future mobile network allows to manage scenarios with a highly
varying density and requests of user equipments (UEs). While
this research topic has received plenty of attention, a backhaul
link quality (i.e., the link between a static base station and
FlyBS) is either fully disregarded or oversimplified. Nevertheless,
to exploit radio resources efficiently, the backhaul link and an
access link (i.e., the link between the FlyBS and UE) should
be managed together. Thus, in this paper, we introduce a novel
power efficient and backhaul-aware association of the UEs to
either the FlyBSs or the SBSs to maximize the sum capacity
of all UEs. The association of UEs is managed joinlty with
the transmission power allocation and the UEs are associated
according to the transmission power required at the FlyBSs
to serve the UEs and the benefits observed by each UE if it
is associated to the particular base station. In this regard, we
derive a closed-form expression for the optimal allocation of
the FlyBSs’ transmission power to individual UEs to exploit the
radio resources at backhaul and access links efficiently. Then,
the proposed framework is enhanced by a re-positioning of the
FlyBSs and a subsequent re-allocation of the transmission power
at the FlyBSs to further improve the overall sum capacity. The
simulations show that our proposal significantly increases the
sum capacity of the UEs (from 19.6% to 135.3%) with respect
to state of the art schemes.

Index Terms—Flying base station, association of users, posi-
tioning, backhaul, capacity, transmission power

The integration of flying base stations (FlyBSs) into mobile
networks is a feasible way to cope with a high density of
users and a dynamicity of the network [1]. The FlyBS acts as
a relay between a conventional terrestrial static base station
(SBS) and a user equipment (UE). In such scenario, the UEs
receive/transmit data from/to the FlyBS over an access link
and the FlyBS relays the UEs’ data to/from the SBS via a
backhaul link.

The incorporation of the FlyBSs into future mobile networks
introduces many challenges [2] spanning over a coverage
maximization by the FlyBSs [3][4], optimal deployment of
FlyBSs [5][6], UEs’ association [7]-[10], or various radio
resource management problems, such as power control and
resource allocation [11]-[14]. A majority of the existing works,

This work was supported by the Czech Science Foundation (GACR) under
Grant P102-18-27023S.

however, neglect the backhaul link between the FlyBSs and the
SBSs. Nevertheless, the backhaul link significantly influences
a performance of the solutions developed for the above-
mentioned challenges.

The maximization of the communication capacity by means
of FlyBS’s positioning while considering the backhaul with
a limited capacity is addressed in [15] and [16]. However,
both [15] and [16] assume the backhaul with a predefined
fixed capacity R, which is independent of the FlyBS’s position.
Unfortunately, such assumption is not realistic as the capacity
of the backhaul directly depends on an allocated bandwidth
and a channel quality. Thus, the capacity should be a function
of the FlyBS’s position.

The limited backhaul between the FlyBS and the SBS
is also considered in [17], where the authors focus on a
joint optimization of the FlyBS’s position and the bandwidth
allocation to the UEs. The authors assume the backhaul is
implemented over dedicated radio resources. Thus, the SBS
may have no resources available for the FlyBSs if the network
load is high and all resources are consumed by the UEs
associated directly to the SBS. The paper also does not address
the association of the UEs as just one FlyBS is assumed and
all UEs are associated to this particular FlyBS.

An approach for the allocation of the radio resources both
at the backhaul and access links of the FlyBS is introduced in
[18]. The authors build on the integrated access and backhaul
(IAB) networks concept proposed by 3GPP [19]. By adopting
IAB, the backhaul, access, and direct links (i.e., links between
UEs and SBS) share the whole available bandwidth. The main
objective of the paper is to manage the interference among
all these links by the UEs association, the power control
at backhaul and access links, and the placement of FlyBSs.
Nevertheless, if the backhaul quality is below the threshold
(defined by signal to noise plus interference ratio, SINR), no
transmission at the access link is allowed and the FlyBS is
not exploited at all. In addition, the positioning of FlyBS is
done via particle swarm optimization, which suffers in real
world implementation from its long convergence and a high
energy overhead for testing new positions to generate a new
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population [7].
Main contributions: In this paper, we propose a backhaul-

aware framework for the association of UEs, power allocation
at the FlyBSs, and positioning of the FlyBSs with the objective
to maximize sum capacity of the UEs. Unlike [15][16] we
assume a realistic case where the backhaul capacity depends
on the FlyBS’s position. Also, none of the work considering
limited backhaul of the FlyBSs ([15]-[18]) ensures that the
capacity at backhaul and access links is equal. Thus, the
resources are not used by the FlyBSs efficiently as either
backhaul or access link is always underutilized (i.e., either
bakchaul or access link acts as a bottleneck).

The contributions of the paper are summarized as follows:
• We propose a joint power-efficient association of the UEs

and allocation of the transmission power to these UEs at
the FlyBS. The proposed association takes into account
both the potential gain experienced by the UEs associated
to individual SBSs or FlyBSs and the transmission power
consumed by the FlyBSs to serve all associated UEs.

• We derive a closed-form expression for the optimal trans-
mission power allocation at the FlyBSs ensuring the same
capacity at the backhaul and access links. This maximizes
the capacity offered by the FlyBSs while simultaneously
minimizes the FlyBSs’ transmission power. If the trans-
mission power would be at a lower level, the access links
become a bottleneck in the transmission. Contrary, if the
transmission power would be higher, the capacity is not
improved as the backhaul link is a bottleneck instead.

• We propose a low complexity re-positioning of the Fly-
BSs, which have some remaining transmission power
budget after the association to further boost the sum
capacity provided by these FlyBSs.

• Via simulations, we demonstrate that the proposed
scheme is able to outperform all competitive schemes by
up to 135.3%.

The rest of the paper is organized as follows. The next
section introduces the system model and formulates the ad-
dressed problem. Section III describes, in detail, the proposed
joint power allocation and association of the UEs at the
FlyBSs. Moreover, the re-positioning of the FlyBSs and the
re-allocation of their transmission power is outlined in this
section. Simulation scenario and discussion of simulation
results is delivered in Section IV. Section V concludes the
paper and contemplates possible future research directions.

I. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we outline the system model for the proposed
framework and, then, the problem is formulated.

A. System model

We consider a multicell scenario, where a reference cell
is surrounded by K adjacent cells K = {k1, k2, . . . , kK}
managed by K neighboring SBSs (see Fig. 1). The reference
cell is served by one SBS and M FlyBSs defined by the set
M = {m1,m2, . . . , mM}. The positions of the FlyBSs are
defined as V = {v1, v2, . . . , vM}, where vm ∈ R3 and m ∈M

represents the position of the m-th FlyBS. Then, N UEs in the
set N = {n1, n2, . . . , nN} are associated either to the SBS or
to one of the FlyBSs.

The SBS has a bandwidth B that is split to N channels so
that each active UE is assigned with one channel. We focus on
the downlink communication, where the SBS transmits data
to the UEs. The capacity of the n-th UE served directly by
the SBS is expressed as:

CD
n = Bnlog2


1 +

psgs,n
Bnσ +

∑
k

pkgk,n


 (1)

where Bn corresponds to the channel bandwidth allocated
to the n-th UE, ps is the transmission power of the SBS
over Bn, pk is the transmission power of the interfering k-
th neighboring SBS, gs,n represents the channel gain between
the SBS and the n-th UE, σ corresponds to the noise spectral
density, and gk,n is the channel gain between the interfering
k-th neighboring SBS and the n-th UE.

Due to the scarcity of available radio spectrum, the FlyBSs
have no channel(s) dedicated for either the backhaul link
(between the SBS and the FlyBS) or the access link (between
the FlyBS and the UEs) as considered in [17]. Instead, both the
backhaul and access links are facilitated by the channels that
are initially assigned to the UEs by the SBS. If any n-th UE
is connected to the m-th FlyBS, the m-th FlyBS relays data
for the n-th UE solely over the n-th channel (see Fig. 1). Note
that the FlyBS works in full duplex as it is able to receive new
data from the SBS while it transmits already received data to
the UE simultaneously. Then, the backhaul channel capacity
between the SBS and m-th FlyBS is determined as:

CB
m,n = Bnlog2


1 +

psgs,m
Bnσ +

∑
k

pkgk,m


 (2)

where gs,m stands for the channel gain between the SBS and
m-th FlyBS and gk,m is the channel gain between the k-th
neighboring SBS causing the interference to the m-th FlyBS.
Similarly, the capacity at the access channel between the m-th
FlyBS and the n-th UE is expressed as:

CA
m,n = Bnlog2


1 +

pm,ngm,n

Bnσ +
∑
k

pkgk,n + psgs,n


 (3)

where pm,n is the transmission power allocated by the m-
th FlyBS for the transmission of data to the n-th UE and
gm,n represents the channel gain between m-th FlyBS and n-
th UE. When compared to the backhaul link, the access link
is interfered also by the SBS as the SBS transmits at the same
channels as the FlyBS (see Fig. 1). Notice that the position
of the m-th FlyBS impacts both CB

m,n (affecting gs,m) and
CA

m,n (affecting gm,n). Hence, the positioning must be done
with respect to both.
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Fig. 1: Illustrative example of system model.

To determine whether the UEs are attached directly to
the SBS or through one of the FlyBSs, we introduce the
association control variable xm,n. If xm,n = 1 the n-th UE is
attached to the m-th FlyBS while

∑
m xm,n = 0 represents

the case when the n-th UE is connected directly to the SBS
(i.e., the UE is connected to no FlyBS). Consequently, the
capacity of the n-th UE is expressed as:

Cn =

{
CD

n if
∑

m xm,n = 0∑
m min(xm,nCB

m,n, xm,nCA
m,n) if

∑
m xm,n = 1

(4)
As shown in (5) the capacity of the n-th UE connected through
the m-th FlyBS is the minimum of CB

m,n and CA
m,n, since even

if one of these links provides a higher capacity, the other link
still poses a bottleneck.

B. Problem formulation

The objective of the paper is to maximize the sum capacity
of the UEs via the association of the UEs to either the FlyBSs
or the SBS, transmission power allocation at the FlyBSs, and
the subsequent re-positioning of the FlyBSs, while taking
both backhaul and access links into account. The objective
is formulated as:

argmax
xm,n,V

∑

n

Cn

s.t. a)
∑

n

pm,n ≤ Pmax,∀m ∈M
(5)

where the constraint a) guarantees that the sum transmission
power allocated to all UEs connected to the same FlyBS does
not exceed the maximum power budget Pmax that is available
at the FlyBSs. Note that Cn in the problem formulation is a
function of both the UEs’ association (defined by xm,n) and
the FlyBSs’ position V.

II. PROPOSED SCHEME

In this section, we outline the proposed backhaul-aware
framework maximizing the sum capacity of the UEs via the
UEs’ association and the allocation of transmission power at
the FlyBS considering both the backhaul as well as access

links. The proposed framework incorporates two steps. During
the first step, the transmission power allocation at the FlyBSs
and the association of the UEs are handled jointly. Then, in the
second step, the capacity of the UEs associated to the FlyBS is
maximized by an additional re-positioning of the FlyBSs and a
consequent re-allocation of the transmission power. Both steps
are described in detail in the following subsections.

A. Joint power-efficient allocation and association of the UEs

This subsection describes the joint allocation of the power
for transmission of the FlyBS to the individual UEs and
the association of the UEs to the FlyBSs. To maximize the
capacity of the system, the UEs should be associated to the
FlyBS, which results in the highest gain compared to the
case when the UEs stay attached to the SBS. In order to
determine an increase in the capacity if any UE is associated
to any FlyBS, we first enumerate an association gain. The
association gain experienced by the n-th UE exploiting the m-
th FlyBS instead of the SBS is defined as a difference between
the capacity achieved by the UE through the FlyBS and the
capacity if the UE stays connected directly to the SBS. The
association gain is, thus, defined as:

Gm,n = min(CB
m,n, CA

m,n)− CD
n (6)

The association gains among all UEs and all FlyBSs are
inserted into the association gain matrix G, defined as:

G =




G1,1 . . . G1,N

...
. . .

...
GM,1 . . . GM,N


 (7)

The association of the UEs to the FlyBS is of a benefit only
if Gm,n > 0. In the opposite case, the UE should not be
connected to the FlyBS as its capacity would be decreased.

When the FlyBS relays data over the n-th channel, the
achieved association gain is limited either by the backhaul or
the access link as the minimum capacity of both is considered
(min(CB

m,n, CA
m,n) in (6)). Thus, whenever CB

m,n and CA
m,n

differ, the resources are not used efficiently as one of the links
is underutilized. Since the capacity at the backhaul is given
by the transmission power of the SBS and the bandwidth of
the corresponding channel to the FlyBS, the FlyBS is not able
to affect the backhaul capacity for its current position. On
the contrary, the capacity at the access link depends on the
transmission power allocation at the FlyBS. The closed-form
expression for the optimal transmission power allocation at the
FlyBSs is defined in the following lemma.

Lemma 1. The optimal transmission power allocated by the
m-th FlyBS for the communication with the n-th UE is:

pm,n =

(
2

CB
m,n
Bn − 1

)(
Bnσ +

∑
k

psgk,n + psgs,n

)

gm,n
(8)

Proof. To optimize the capacity of the n-th UE associated to
the m-the FlyBS, the transmission power pm,n should be set
to such value that the access link capacity is the same as the
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capacity at the backhaul link (i.e., CB
m,n = CA

m,n). If pm,n

would be set to a lower level, the access link is the bottleneck
decreasing the achievable association gain. If pm,n would be
set to a higher level, the backhaul becomes the bottleneck
and the FlyBS wastes its transmission power unnecessarily.
To obtain the optimal pm,n for which CB

m,n = CA
m,n, we

substitute CA
m,n by CB

m,n in (3). Thus, (3) is rewritten to:

CB
m,n = Bnlog2


1 +

pm,ngm,n

Bnσ +
∑
k

psgk,n + psgs,n


 (9)

Then, after several math operations, (9) is rewritten as:

2
CB
m,n
Bn − 1 =

pm,ngm,n

Bnσ +
∑
k

psgk,n + psgs,n
(10)

After that, the transmission power pm,n of the m-th FlyBS for
the n-th UE is expressed from (10) directly in the form as in
(8). This concludes the proof.

Now, lets discuss the association of UEs. A natural way
for the UEs’ association to one of the FlyBS is to select
the FlyBS yielding the highest association gain as expected
in related works. Nevertheless, this option does not have to
maximize the sum capacity in a long run as it does not take the
transmission power allocation, as derived in (8), into account.
For example, the UEs with a low channel quality to the SBS
should be always associated preferentially to the FlyBSs as
these UEs experience a high association gain due to their low
initial capacity CD

n (see (6)). Nevertheless, if these particular
UEs have also the channels to the FlyBS of a low quality
(reflected by a low channel gain gm,n), a significant amount
of the FlyBS’s transmission power budget is required to serve
these UEs (see (8)). Consequently, only a limited number of
the UEs is served by the FlyBS and the overall gain introduced
by the FlyBSs is also limited in existing solutions.

In this regard, we propose a power efficient association
scheme reflecting both the potential association gain and the
relative amount of the transmission power necessary to serve
the UE by the FlyBS. To this end, we define a power efficiency
metric η representing a ratio between the association gain
(expressed in (6)) and the transmission power needed at the
FlyBS to serve the UEs (defined in (8)). Hence, for the n-th
UE associated to the m-th FlyBS, the power efficiency metric
ηm,n is calculated as:

ηm,n =
Gm,n

pm,n
(11)

The UEs with a high value of η are served by the FlyBSs
preferentially as these UEs experience, in general, a high
association gain while the FlyBS consumes only a relatively
low portion of its total transmission power budget to serve
these UEs.

The joint power allocation and the UEs’ association is
described in Algorithm 1. At the beginning, the values of ηm,n

are obtained for all UEs and all FlyBSs according to (11) and

Algorithm 1 Joint power allocation and association

1: Derive ηm,n, ∀m,n, create matrix η
2: while max(ηm,n) > 0 do
3: {m,n} ← max(ηm,n)
4: Update

∑
n pm,n if n-th UE assoc. to m-th FlyBS

5: if
∑

n pm,n ≤ Pmax then
6: xm,n = 1 (UE associated to FlyBS)
7: set n-th row in η to 0
8: else
9: ηm,n = 0

10: end if
11: end while

inserted into matrix η defined as:

η =




η1,1 . . . η1,N
...

. . .
...

ηM,1 . . . ηM,N


 (12)

Next, the maximum value in η is found as this represents the
highest ratio between the relaying gain and the power required
to serve the UEs by the given FlyBS (see line 3 in Algorithm
1). The m-th FlyBS checks if the sum transmission power
for all served UEs (including the n-th UE currently being
associated) does not exceed the transmission power budget of
the m-th FlyBS. If the FlyBS has enough transmission power
budget to serve this UE (i.e., if

∑
n pm,n ≤ Pmax), the n-

th UE is associated to the m-th FlyBS (indicated by setting
xm,n = 1, see line 6 in Algorithm 1). Then, all ηm,n in the
n-th row in η are set to 0 as this particular UE cannot be
associated to any other FlyBS (line 7). Nevertheless, if the
m-th FlyBS does not have enough transmission power budget
to serve the n-th UE, this particular UE is not associated to
the FlyBS and ηm,n is set to 0. The lines 2-11 in Algorithm 1
are repeated as long as there is at least one positive value in
η. When the Algorithm 1 is completed all UEs with at least
one positive entry in η are associated to one of the FlyBSs.

B. Re-positioning of FlyBSs and re-allocation of transmission
power

After the association of the UEs to the FlyBSs and the
transmission power allocation, the capacity is further increased
by the FlyBSs re-positioning. Since the transmission power of
the SBS is assumed to be fixed, the only option to increase
the sum capacity of the UEs associated to the FlyBS is to
move the FlyBS ”closer” to the SBS to improve the backhaul
link quality1. Of course, if the backhaul quality improves,
more power should be allocated by the FlyBSs to individual
UEs at the access links, because: i) more data is received

1Moving the FlyBSs farther from the SBS (i.e., generally closer to the
UEs) can reduce the transmission power of the FlyBSs due to an increased
access link quality. Then, however, sum capacity is decreased as backhaul
link is degraded. Since the main objective of this paper is to maximize the
sum capacity, we leave this option for potential future work where a trade-off
between capacity gain and power consumption should be studied in detail.
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Fig. 2: Principle of joint FlyBSs re-positioning and re-
allocation of transmission power.

via the backhaul as it becomes of a higher quality, thus,
more data should be transmitted via the access links to ensure
CB

m,n = CA
m,n in line with Lemma 1 and ii) the quality of

access links to the UEs is degraded as the FlyBSs moves
away from its original position. The FlyBS should move to
the position where the sum capacity of the UEs served by
the FlyBS is maximized and, at the same time, the whole
transmission power budget of the FlyBS should be consumed
as shown in Fig. 2 (i.e.,

∑
n pm,n = Pmax,∀m).

To re-position the FlyBSs, we adopt a low-complexity
approach in which the FlyBS moves along the straight line
directly towards the SBS as a high increment in the capacity
gain is expected in this direction. Thus, the new position
is found promptly. The illustrative example of the FlyBS’s
movement is shown in Fig. 2. The FlyBS progressively updates
its position from the starting position vm (determined, e.g., by
K-means) to the new position v∗m in the direction to the SBS.
The FlyBS updates its positions as long as its transmission
power is lower than the maximal transmission power budget
Pmax.

The algorithm for the FlyBS re-positioning and the trans-
mission power re-allocation is described in Algorithm 2. Since
the positioning of each FlyBS is done in a distributed manner
by every FlyBS, we describe the algorithm for the m-th FlyBS.
First, the FlyBS moves to the new position v∗m in the straight
direction towards the SBS (line 2). Then, the SBS updates the
transmission power allocation for all served UEs according
to Lemma 1 (line 3). In the next step, the sum capacity at
the backhaul and access links is calculated according to (2)
and (3), respectively (line 4). The process is repeated as long
as the FlyBS has enough transmission budget to ensure that∑

n CB
m,n =

∑
n CA

m,n.

III. SIMULATIONS

This section describes the simulation scenario and compet-
itive schemes to which our proposal is compared. Then, we
present and discuss the simulation results.

A. Simulation scenario and competitive schemes

The performance of the proposed scheme is evaluated
in MATLAB. We consider a reference cell with a size of

Algorithm 2 FlyBS repositioning and power reallocation

1: while
∑

n pm,n < Pmax &
∑

n CB
m,n =

∑
n CA

m,n do
2: Move FlyBS to new position v∗m
3: Update pm,n,∀n UEs at m-th FlyBS for v∗m
4: Calculate

∑
n CB

m,n and
∑

n CA
m,n for v∗m

5: end while

500x500m with one serving SBS deployed in the middle.
Moreover, eight SBSs are located in the adjacent cells in the
same way as the serving SBS in the reference cell. Note that
the adjacent SBSs are considered as sources of inter-cell in-
terference to the reference cell. In the simulation area, N UEs
are uniformly deployed. We assume, without loss of generality,
that the SBS splits the available bandwidth equally among all
UEs, i.e., each channel is of a bandwidth Bn = B/N . Note
that even a non-equal channel bandwidth can be adopted by
the proposed scheme without any modifications.

The UEs are associated either to the serving SBS or to
one of the FlyBS. The initial positions of the FlyBSs are
determined with respect to the location of the UEs within
each drop by K-means as in [20]. The channel gains between
individual nodes (i.e., between the FlyBSs and the UEs,
between the SBS and the UEs, and between the SBS and
the FlyBSs) are modeled in line with the path loss models
from [21] considering 2 GHz carrier frequency. The simulation
is repeated 1000 times with random positions of the UEs
and corresponding FlyBSs positions. The simulation results
are then averaged out over all these drops. The simulation
parameters are summarized in Table I.

The proposed scheme is confronted with three state-of-the-
art schemes. The first scheme incorporates K-means-based
algorithm [20], which determines the positions of the FlyBSs
optimally with respect to the distance between the FlyBSs
and UEs. The second scheme optimizes the UEs association
and the FlyBSs positions only with respect to the quality of
the access links while the backhaul link is disregarded (in
figures with result labeled as w/o BA”, standing for without
backhaul awareness). Finally, we also show the performance
of the scheme exploiting the proposed power allocation and
positioning of the FlyBSs, but considering that the UEs
are greedily associated to the FlyBSs yielding the highest

TABLE I: Parameters and settings for simulations

Parameter Value
Carrier frequency 2 GHz
Simulation area 500x500 m
Number of adjacent SBSs (K) 8
Number of FlyBSs (M ) 2-10
Number of UEs in reference cell (N ) 10-100
Bandwidth available at SBS in downlink (B) 20 MHz
Channel bandwidth initially allocated to UE B/N MHz
Max. transmission power of SBS and FlyBSs 20-30 dBm
Noise spectral density (σ0) -174 dBm/Hz
Height of SBS/FlyBSs/UEs antenna 30/30/1 m
Number of simulation scenarios 1000
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association gain while neglecting the amount of transmission
power needed to serve these UEs (labeled as “Greedy”).
This way, we illustrate the efficiency of the proposed power
efficient association scheme. We do not compare our proposal
with other “backhaul-aware” schemes as these either address
different problem [17][18] or limit the backhaul capacity in a
simple way [15][16] and, thus, comparison is neither feasible
nor fair. Note that we investigate also the performance if no
FlyBSs are deployed, but we do not show this capacity in the
figures to make them easier to read, because the capacity for
such case is constant for all investigate metrics and equals to
46.7 Mpbs.

B. Simulations results

Fig. 3 illustrates the performance of the individual schemes
for a varying number of the UEs in the simulation area. The
proposed scheme significantly outperforms all competitive so-
lutions. The sum capacity achieved by the proposal decreases
with an increasing number of the UEs. This is due to the
fact that more deployed UEs share individual FlyBSs and,
hence, the FlyBSs have less degree of freedom during the re-
positioning. Consequently, the FlyBSs stay further from the
SBS resulting in a lower backhaul capacity. However, this
decrease is notable only for a low number of the UEs and, then,
the sum capacity becomes saturated if roughly 50 and more
UEs are deployed. The saturation of the sum capacity results
from a compensation of the initial decrease in the capacity
by the fact that generally more UEs benefit from the FlyBSs
deployment. Similar trend is observed also for the Greedy
association of the UEs, which exploits the proposed power
allocation and re-positioning of FlyBSs while association is
done only with respect to the association gain. Nevertheless,
the Greedy reaches between 22.1% and 42% lower sum
capacity than the proposed scheme. K-means algorithm leads
also to a small degradation in the sum capacity with an
increasing number of the UEs. This degradation is less notable
as the K-means already performs significantly worse than the
proposal disregarding the numbers of UEs and the proposal
increases the sum capacity by 47% – 59.7% comparing to the
K-means.
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Fig. 3: Sum capacity depending on the number of active UEs
(Pmax = 27 dBm, M = 4).

Fig. 3 also illustrates that state-of-the-art the w/o BA scheme
displays a bit different trend with respect to all previous
schemes. First, the sum capacity achieved by the w/o BA
slightly increases with the number of UEs and, then, saturates
at about 50 UEs. The reason for this behavior is that more
UEs enjoy a higher capacity due to deployed FlyBSs. Still,
the performance of the w/o BA is lower (for low number
of UEs) or only slightly higher (for more than 50 UEs)
even than the performance of Greedy scheme. The proposed
scheme outperforms the w/o BA significantly and the gain
introduced by the proposal varies from 35.1% (for medium to
high number of UEs) to 52.2% (for low number of UEs).

The impact of the number of deployed FlyBSs on the
performance is depicted in Fig. 4. Again, the proposal is
able to significantly outperform K-means (from 49.6% to
135.3%), w/o BA (from 35.6% to 116.1%), as well as Greedy
(from 40.9% to 82.3%) schemes. The optimization done solely
according to the access links (i.e., w/o BA) results in a slight
decrease in the sum capacity with a growing number of the
FlyBSs. The reason is that with more FlyBSs in the area,
the FlyBSs generally stay “closer” to the UEs, but “farther”
from the SBS as the backhaul is ignored. Consequently, the
backhaul capacity is degraded and becomes the limiting factor.
Similarly, if the positioning and the association are done by the
K-means, there is no observable gain in the sum capacity with
an increasing number of the FlyBSs, since the backhaul links
act as the bottleneck. Contrary, both the proposed and Greedy
schemes capitalize on a denser deployment of the FlyBSs as
the FlyBSs’ re-positioning closer to the SBS results in a higher
quality backhaul. Still, in case of the Greedy scheme, the
FlyBSs can be re-positioned only slightly towards the SBS
as the power budget of the FlyBSs is mostly depleted during
the association, which does not consider the power efficiency
of the associated UEs. Hence, the re-positioning of the FlyBSs
is limited as well for the Greedy scheme.

Fig. 5 investigates the impact of the maximal power budget
Pmax available at the FlyBSs on the sum capacity of all
UEs. The proposal is again able to significantly outperform
K-means, w/o BA, and Greedy schemes by 23.1% to 66%,
19.6% to 49.3%, and 24.1% to 53.1%, respectively. This
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Fig. 4: Sum capacity depending on the number of FlyBSs
(Pmax = 27 dBm, N = 100).
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performance gap between the proposal and the competitive
schemes becomes wider with increasing Pmax. The reason is
that the FlyBSs can move generally closer to the SBS due to
re-positioning as the FlyBSs have a higher remaining trans-
mission power budget. Hence, the capacity at the backhaul
improves with Pmax as well. Although the FlyBSs can be
re-positioned closer to the SBS with increasing Pmax also
for the Greedy, the FlyBS movement is fairly limited for the
Greedy as most of the FlyBSs’ transmission power budget is
already allocated during the association process. Contrary to
the Greedy and the proposal, the sum capacity of the w/o BA
and the K-means increases with Pmax only a little, as the
backhaul capacity acts as the bottleneck disregarding a high
capacity at the access links.

IV. CONCLUSIONS

In this paper, we have introduced a backhaul-aware frame-
work for the power efficient association of the UEs and the
FlyBSs’ positioning. The framework itself is composed of two
consecutive steps. In the first step, the UEs are associated to
the FlyBSs considering the transmission power of the FlyBSs
and the transmission power at the FlyBSs is allocated to
the individual UEs so that the capacity at the backhaul and
access links is the same. Such power allocation guarantees
an efficient exploitation and no wasting of radio resources at
the backhaul and access links. In the second step, the FlyBSs
are re-positioned to further improve the sum capacity. The
simulation results demonstrate that the proposed framework
significantly outperforms competitive schemes (from 19.6%
up to 135.3%) in a wide range of scenarios spanning from a
low number of UEs and FlyBSs to a high number of UEs and
FlyBSs.

The potential future research should be focused on more
sophisticated re-positioning of the FlyBSs. Moreover, the pos-
sibility to reuse backhaul resources by several less interfering
FlyBSs can further enhance the capacity.
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Abstract—While the integration of flying base stations (FlyBSs)
into future mobile networks has received plenty of attention, a
backhaul link (i.e., the link between a static base station and
the FlyBS) is often either fully disregarded or oversimplified.
However, the backhaul link and an access link between the
FlyBS and users should be managed together to exploit radio
resources efficiently. Thus, we introduce a novel framework con-
sidering the FlyBSs with a realistic backhaul to maximize the sum
capacity of the users. First, we propose a scheme for an associa-
tion of the users and a transmission power allocation. Thus, we
derive a closed-form expression for the optimal allocation of the
FlyBSs’ transmission power to individual users to utilize the radio
resources at the backhaul and access links in an efficient way.
Second, we develop an algorithm for a repositioning of the FlyBSs
and a reallocation of the FlyBSs’ transmission power to further
improve the overall sum capacity. Third, we design a scheme
reusing the access links by multiple users in the coalitions to
reduce the FlyBSs’ transmission power. The reduced transmission
power allows to further increase the sum capacity of the users
via an additional repositioning of the FlyBSs. Alternatively, the
reduced transmission power also lowers the level of interference
experienced by the underlying devices not communicating via the
FlyBSs. Our proposal increases the sum capacity of the users by
up to 60% while suppressing the interference to the underlying
devices by up to 7.7 dB compared to the state-of-the-art schemes.

Index Terms—Association of users, backhaul, channel reuse,
coalitions, flying base station (FlyBS), positioning, power
allocation.

I. INTRODUCTION

THE INTEGRATION of the flying base stations (FlyBSs)
into mobile networks is a feasible way to cope with the

high density of users and dynamicity of the network [1]. The
FlyBS acts as a relay between a conventional terrestrial static
base station (SBS) and a user equipment (UE). In such a sce-
nario, the UEs receive/transmit data from/to the FlyBS over
an access link and the FlyBS relays the UEs’ data to/from the
SBS via a backhaul link.

The incorporation of the FlyBSs into future mobile networks
introduces many challenges [2] spanning over a coverage
maximization by the FlyBSs [3], [4], a deployment of the

Manuscript received February 25, 2021; revised April 13, 2021; accepted
June 7, 2021. Date of publication June 10, 2021; date of current version
January 24, 2022. This work was supported by the Czech Science Foundation
under Grant P102-18-27023S. (Corresponding author: Pavel Mach.)

The authors are with the Department of Telecommunication Engineering,
Faculty of Electrical Engineering, Czech Technical University in
Prague, 166 27 Prague, Czech Republic (e-mail: machp2@fel.cvut.cz;
zdenek.becvar@fel.cvut.cz; najlameh@fel.cvut.cz).

Digital Object Identifier 10.1109/JIOT.2021.3088287

FlyBSs [5]–[8], a UEs’ association [9]–[12], or various radio
resource management problems, such as power control or
resource allocation [13]–[16]. A majority of the existing
works, however, neglect the backhaul link between the FlyBSs
and the SBSs. Still, the backhaul link significantly influ-
ences a performance of the solutions developed for the
above-mentioned challenges.

The maximization of the communication capacity by means
of the FlyBS’s positioning while considering the backhaul with
a limited capacity is addressed in [17] and [18]. Nevertheless,
both [17] and [18] assume the backhaul with a predefined
fixed capacity, which is independent of the FlyBS’s posi-
tion. Unfortunately, such an assumption is not realistic as
the capacity of the backhaul directly depends on an allo-
cated bandwidth and the backhaul’s channel quality. Hence,
the backhaul capacity should naturally be a function of the
FlyBS’s position.

The backhaul using out-band frequencies is considered
in [19]–[22]. Gapeyenko et al. [19] provided a novel mathe-
matical framework capturing essential features of a millimeter-
wave (mmWave) backhaul in an urban environment. The
mmWave backhaul is also considered in [20], where an inte-
grated satellite-drone network is exploited. An analysis of
several out-band types of the backhaul using 3.5 and 60-GHz
spectrum is presented in [21]. An investigation of the back-
haul exploiting an optical spectrum for emergency situations
is performed in [22]. In general, the out-band frequencies for
the backhaul of the FlyBSs lead to less efficient exploitation
of the spectrum (lower spectrum reuse factor). Moreover, the
out-band frequencies might not be under the direct control of
the mobile operators and it can be hard to guarantee sufficient
backhaul capacity. Besides, both mmWaves and optical waves
are highly susceptible to abrupt channel fluctuations.

The backhaul links facilitated by the in-band frequencies are
assumed in [23]–[33]. Chowdhury et al. [23] optimized the 3-
D trajectory and antenna pattern of a single FlyBS moving
between two points. Although the paper assumes the back-
haul between the FlyBS and the SBS is limited, it does not
optimize the backhaul capacity in any way. In [24], bandwidth
allocation, power allocation, and trajectory of the single FlyBS
are optimized in order to maximize the minimum capacity
among all users to guarantee fairness. Similarly as in [23], the
backhaul limitation is considered only as a constraint while
no optimization with respect to the access links is pursued
in [24]. The optimization of the single FlyBS’s trajectory is
also addressed in [25]. The authors determine the optimal

2327-4662 c© 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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duration of uplink and downlink transmissions and allocate the
transmission power. Then, the authors solve a partial computa-
tion offloading and transmission power optimization related to
the FlyBS and the SBS. Finally, the FlyBS trajectory is found
by successive convex optimization.

Cicek et al. [26] focused on the joint optimization of the
FlyBS’s position and the bandwidth allocation to the UEs. The
authors assume the backhaul is implemented over the radio
resources not consumed by the UEs. Thus, the SBS may have
no resources available for the FlyBSs if the network load is
high and all resources are consumed by the UEs associated
directly to the SBS. The paper also does not address the asso-
ciation of the UEs since only one FlyBS is assumed and all
UEs are associated to this particular FlyBS. The paper [27]
studies jointly the placement of FlyBSs, the users’ associa-
tion, and the bandwidth allocation. The association of users
and the placement of FlyBSs are done depending on the users’
classification into two groups: 1) delay-sensitive users and
2) delay-tolerant users. The objective, then, is to solve the
above problem while minimizing the total transmission power
at the FlyBSs. Although the backhaul link is considered to
be limited, the backhaul capacity is only a constraint and
the authors do not optimize the access and backhaul links
together. The paper [28] proposes the positioning of a sin-
gle FlyBS, the bandwidth allocation, and the transmission
power allocation for full-duplex FlyBS exploiting nonorthog-
onal multiple access (NOMA). Similarly as in [27], the main
objective is to minimize the transmission power of the FlyBS
while guaranteeing the minimum capacity of the users.

In order to efficiently reuse radio resources at the backhaul
and the access links of the FlyBSs, an integrated access and
backhaul (IAB) concept, proposed by 3GPP [29], is consid-
ered in [30]–[33]. In [30], the main objective is to minimize
the transmission power of the single FlyBS while meeting the
rate requirements of the UEs. The objective is achieved by
the placement of the FlyBS and an allocation of the trans-
mission power at the backhaul and access links. The FlyBSs
placement, the UEs association, and the bandwidth alloca-
tion are proposed in [31]. The paper, however, disregards the
transmission power allocation, which is crucial in IAB, where
the access and backhaul links reuse the same resources. The
main objective of [32] and [33] is to manage the interference
among the access and backhaul links by the association of the
UEs, the power control at the backhaul and access links, and
the positioning of the FlyBSs. Nevertheless, if the backhaul
quality is below a threshold (defined by signal-to-noise-plus-
interference ratio, SINR), no transmission at the access link is
allowed and the FlyBS is not exploited at all.

None of the papers assuming the limited/constrained
backhaul [17]–[33], however, guarantees that the access and
backhaul links are of an equal capacity. Thus, the resources
either at the access or backhaul links are not utilized efficiently.
The goal to ensure the same capacity at the access and back-
haul links is considered in [34], where the authors maximize
the capacity of indoor users with poor channel conditions to
the SBSs. The UEs’ uplink transmission power is optimally
split between the transmissions to the SBS and to the FlyBS
in a way that one part is used for the users’ transmission to the

SBS and the second part is used for the users’ transmission to
the FlyBS. Then, the position of the FlyBS is optimized with
respect to the access channels and considering the optimal
power setting at the UEs. The paper assumes only one FlyBS;
thus, it addresses neither the association of UEs to the FlyBSs
nor the reuse of the access channels.

Main Contributions: In this article, we propose a backhaul-
aware framework for the association of the UEs, the power
allocation at the FlyBSs, the positioning of the FlyBSs,
and the reuse of the access links by multiple UEs with
an overall objective to maximize the sum capacity of the
UEs. Unlike [17] and [18], we assume a realistic case,
where the backhaul capacity depends on the FlyBS’s posi-
tion. Also, all works considering the limited backhaul of the
FlyBSs [17]–[33] do not consider the backhaul and access
links fully jointly. Consequently, the resources at the backhaul
and access links are still exploited inefficiently and either the
backhaul or the access link is underutilized and acts as a bot-
tleneck. The backhaul and access links are optimized jointly
in [34]; however, the paper is focused on the uplink and opti-
mizes the transmission power of the UEs and the position of
the FlyBS with respect to the access channels only. Moreover,
as the paper assumes only single FlyBS, the association of the
UEs to the multiple FlyBSs and the reuse of the access links
are not addressed in [34]. In addition, the works adopting the
IAB concept [30]–[33] assume that the FlyBSs always reuse
all access links, thus generating a significant interference. With
respect to this approach, we reuse the access links in a con-
trolled way only if the reuse is of benefit for the individual
UEs. Consequently, the interference introduced by the FlyBSs
is significantly suppressed.

The contributions of the article are summarized as follows.
1) We derive a closed-form expression for the optimal

transmission power allocation at the FlyBSs ensuring
the same capacity at the backhaul and access links.
Furthermore, we formulate the association of the UEs
to the FlyBSs as a matching problem and we propose a
greedy algorithm to solve it. We show that the proposed
greedy algorithm reaches optimum or close-to-optimum
performance.

2) We propose a repositioning of the FlyBSs to further
boost the sum capacity provided by these FlyBSs. First,
we solve the repositioning problem by the high complex-
ity Nelder–Mead simplex algorithm to show the upper
bound performance. Then, we propose a low-complexity
algorithm suitable even for an urban environment, as the
trajectory of the FlyBS considers various obstacles, such
as buildings.

3) We propose a scheme reusing the access links among
the UEs by means of a coalition structure genera-
tion to decrease the allocated transmission power at
the FlyBS. The reduced transmission power facilitates
either a further increase in the sum capacity of the
UEs (via an additional repositioning of the FlyBSs)
or a decrease in interference generated to the various
underlying devices not exploiting the FlyBSs. We solve
the problem of the coalition structure generation opti-
mally by the dynamic programming and, subsequently,
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we also propose a low-complexity algorithm suitable for
practical applications.

4) Via extensive simulations, we demonstrate that the
proposed scheme outperforms all competitive schemes
by up to 60% in terms of the sum UE capacity and
reduces the transmission power of the FlyBSs by up to
64% resulting in a suppression of interference by up
to 7.7 dB.

This article is an extension of our prior work [35], where
only a basic idea of the novel concept is presented.

The remainder of the article is organized as follows. The
next section introduces the system model and formulates the
problem. Section III describes the proposed optimal power
allocation and the association of the UEs at the FlyBSs. The
repositioning of the FlyBSs and the reallocation of their trans-
mission power are outlined in Section IV. Section V focuses
on the reuse of the access links through the coalition creation.
The simulation scenario and a discussion of the simulation
results are delivered in Section VI and Section VII, respec-
tively. Section VIII concludes the article and contemplates
possible future research directions.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we outline the system model and formulate
the problem.

A. System Model

We consider a multicell scenario with K+1 SBSs, where a
reference serving cell is surrounded by K adjacent interfering
cells (see Fig. 1). Thus, we define the set of SBSs as
K = {k0, k1, . . . , kK}, where k0 is the serving SBS while
the rest represent the adjacent interfering SBSs. The serv-
ing SBS is further supported by M FlyBSs defined by the
set M = {m1, m2, . . . , mM}. The positions of the FlyBSs
are denoted as V = {v1, v2, . . . , vM}, where vm ∈ R3 rep-
resents the position of the mth FlyBS. Then, N UEs in the set
N = {n1, n2, . . . , nN} are associated with either the SBS or
one of the FlyBSs.

The SBS splits the whole bandwidth B into N channels so
that nth UE is assigned with one channel of a bandwidth Bn.
Note that the bandwidth allocation is not in the scope of this
article and our proposed solution is suitable for any arbitrary
bandwidth allocation. Thus, we do not specify any concrete
splitting of B into the channels in the system model.

We focus on the downlink communication, where the com-
munication capacity of the nth UE served directly by the
serving SBS is expressed as

CD
k0,n = Bnlog2

(
1+ pk0,ngk0,n

Bnσ +∑K\{k0} pkgk,n

)
(1)

where pk0,n is the transmission power of the serving SBS to the
nth UE, pk is the transmission power of the kth neighboring
SBS interfering the nth UE, gk0,n represents the channel gain
between the serving SBS and the nth UE, σ corresponds to
the noise spectral density, and gk,n is the channel gain between
the kth neighboring SBS and the nth UE.

Fig. 1. Illustrative example of the system model.

Due to a scarcity of the available radio spectrum, no chan-
nel(s) are dedicated exclusively for either the backhaul link
(between the SBS and the FlyBS) or the access link (between
the FlyBS and the UEs) as considered, e.g., in [26]. Instead,
both the backhaul and access links are facilitated by the chan-
nels that are initially assigned to the UEs by the SBS to
increase the spectrum reuse. If the nth UE is associated with
the mth FlyBS, the mth FlyBS relays data for the nth UE solely
over the nth channel (see Fig. 1). Similarly as in many research
papers (e.g., [30], [31], [36]), we assume the FlyBSs work in
the full duplex mode. However, we also discuss modifications
required to be made in our proposal if the half-duplex FlyBSs
are adopted. In addition, we analyze the performance of both
full and half-duplex FlyBSs via the simulations.

The backhaul channel capacity between the SBS and the mth
FlyBS serving the nth UEs via the nth channel is determined as

CB
m,n = Bnlog2

(
1+ pk0,mgk0,m

Bnσ +∑K\{k0} pkgk,m

)
(2)

where pk0,m is the transmission power of the serving SBS
allocated to the mth FlyBS, gk0,m stands for the channel gain
between the serving SBS and the mth FlyBS, and gk,m is the
channel gain between the kth neighboring SBS and the mth
FlyBS. Similarly, the capacity at the access channel between
the mth FlyBS and the nth UE is expressed as

CA
m,n = Bnlog2

(
1+ pm,ngm,n

Bnσ +∑K pkgk,n

)
(3)

where pm,n is the transmission power allocated by the mth
FlyBS for the transmission of data to the nth UE and gm,n

represents the channel gain between the mth FlyBS and the
nth UE. When compared to the backhaul link, the access link
is interfered also by the SBS since the SBS transmits at the
same channels as the FlyBS (see Fig. 1).

The relaying gain experienced by the nth UE exploiting the
mth FlyBS instead of the SBS is defined as

Gm,n = min
(

CB
m,n, CA

m,n

)
− CD

k0,n. (4)

The relaying gain is the function of min(CB
m,n, CA

m,n), since
either the backhaul or the access link acts as a bottleneck
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whenever CB
m,n �= CA

m,n. To indicate whether the UEs are asso-
ciated directly with the SBS or with one of the FlyBSs, we
introduce a binary association control variable xm,n ∈ {0, 1}.
If xm,n = 1, the nth UE is associated with the mth FlyBS,
however, if xm,n = 0, the nth UE is not associated with the
mth FlyBS.

B. Problem Formulation

The objective of the article is to maximize the sum capacity
of the UEs via the transmission power allocation at the FlyBSs
P∗, the association of the UEs to either the FlyBSs or the SBS
X∗, and the subsequent repositioning of the FlyBSs V∗, while
both the backhaul and access links are taken into account. The
objective is formulated as

P∗, X∗, V∗ = argmax
P,X,V

∑
n

(
CD

k0,n +
∑

m

xm,nGm,n

)

s.t. (5a)
∑

n

xm,npm,n ≤ Pmax ∀m

(5b)
∑

m

xm,n ≤ 1 ∀n

(5c) xm,nCA
m,n ≤ xm,nCB

m,n ∀m, n

(5d) Cn ≥ CD
k0,n ∀n (5)

where (5a) guarantees that the sum transmission power allo-
cated to all UEs connected to the same FlyBS does not exceed
the maximum power budget Pmax available at each FlyBS, (5b)
ensures that each UE can be associated only with either one
of the FlyBSs or the SBS, (5c) assures that the capacity at the
access channel does not exceed the backhaul channel capac-
ity, as the FlyBS may not, in principle, send more data over
the access channels than the volume of data received over the
backhaul channel, and (5d) guarantees that the capacity of the
nth UE (Cn) is not lower than the capacity provided initially
by the serving SBS (i.e., CD

k0,n
). Note that the reuse of the

access channels by means of the coalitions is not included in
the overall problem formulation. The reason is that the reuse is
just a part of the solution that enables a further improvement
in the sum capacity via a reduction of the FlyBSs transmis-
sion powers to enable a further repositioning of the FlyBSs to
increase the sum capacity (see Section V for more details).

The problem defined in (5) is a mixed-integer program-
ming that is hard to be solved jointly. To that end, we divide
the problem into several subproblems and solve each sequen-
tially. First, we derive the optimal power allocation at the
FlyBSs (Section III-A) and formulate the optimal matching
to associate the UEs with the FlyBSs exploiting the derived
optimal transmission power allocation (Section III-B). Second,
the capacity of the UEs associated with the FlyBS is max-
imized by the repositioning of the FlyBSs and the optimal
reallocation of the transmission power (Section IV). Third,
the coalitions among the UEs are created to enable the reuse
of the access links and, consequently, to decrease the trans-
mission power of the FlyBSs (Section V). Finally, the FlyBSs
may be repositioned again, using the algorithm proposed in
Section IV after the coalitions are created, to further boost the
capacity of the UEs.

III. POWER ALLOCATION AND ASSOCIATION OF THE UES

This section first defines the subproblem of the FlyBS’s
power allocation and solves this subproblem optimally. Then,
the optimal power allocation is exploited for solving the
association problem of the UEs with the FlyBSs.

A. Optimal Power Allocation at the FlyBS

The objective of the power allocation is to maximize the
relaying gain Gm,n introduced by the mth FlyBS’s forward-
ing data of the nth UE. The problem of the relaying gain
maximization is defined as

P∗∗ = argmax
P

xm,nGm,n

s.t. (6a) xm,npm,n ≤ Pmax ∀m, n

(6b) xm,nCA
m,n ≤ xm,nCB

m,n ∀m, n. (6)

The relaying gain is limited either by the backhaul or the
access link (see term min(CB

m,n, CA
m,n) in (4)). Thus, whenever

CB
m,n �= CA

m,n, the resources are not used efficiently as one of
the links is underutilized. Since the capacity at the backhaul
is given by the transmission power of the SBS and the band-
width of the corresponding channel to the FlyBS, the FlyBS
is not able to affect the backhaul capacity at its current posi-
tion. However, the transmission power allocation at the FlyBS
influences the capacity at the access link. Thus, we define the
optimal transmission power allocation of the mth FlyBS in a
closed form by Lemma 1 below.

Lemma 1: The optimal transmission power allocated by the
mth FlyBS for the communication with the nth UE is

pm,n =

⎧⎪⎪⎨
⎪⎪⎩

⎛
⎝2

CB
m,n
Bn −1

⎞
⎠(Bnσ+∑K pkgk,n)

gm,n
, if (6a) is met

0 otherwise.

(7)

Proof: To optimize the capacity of the nth UE associated
with the mth FlyBS, the transmission power pm,n should be set
to such value that the capacity at the access link is the same
as the capacity at the backhaul link (i.e., the constraint (6b) is
set as CA

m,n = CB
m,n). If pm,n would be set to a lower level, the

access link is the bottleneck decreasing the achievable associ-
ation gain. If pm,n would be set to a higher level, the backhaul
becomes the bottleneck and the FlyBS wastes its transmission
power (and, thus, also increases interference unnecessarily). To
obtain the optimal pm,n for which CA

m,n = CB
m,n, we substitute

CA
m,n by CB

m,n in (3). Thus, (3) is rewritten as

CB
m,n = Bn log2

(
1+ pm,ngm,n

Bnσ +∑K pkgk,n

)
. (8)

Then, after several math operations, (8) is rewritten as

2
CB

m,n
Bn − 1 = pm,ngm,n

Bnσ +∑K pkgk,n
. (9)

After few simple math operations, the transmission power pm,n

of the mth FlyBS for the nth UE is expressed from (9) directly
in the form as in (7). This concludes the proof.
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Remark 1: The derivation of the optimal power allocation
for the half-duplex FlyBSs is analogous to the full duplex
with the following variations: 1) the half-duplex requires to
guarantee TCB

m,n = (1 − T)CA
m,n, where T is the duration of

the transmission over the backhaul channel and 2) the UE is
not interfered at the access channel from the serving SBS.
Then, pm,n for the half duplex is expressed as

pm,n =

⎧⎪⎪⎨
⎪⎪⎩

⎛
⎝2

TCB
m,n

(1−T)Bn −1

⎞
⎠(Bnσ+∑K\k0

pkgk,n

)
gm,n

, if (6a) is met
0 otherwise.

(10)

B. Association of the UEs

The objective of our article is to maximize the system capac-
ity. Thus, each UE should be associated with the BS (either
the SBS or one of the FlyBSs) providing the highest capac-
ity. To decide whether the UEs should be associated with the
SBS or with one of the FlyBSs, the relaying gain Gm,n cal-
culated in (4) should be adopted. If Gm,n ≤ 0, the nth UE
remains associated with the SBS. On the contrary, the nth UE
should be associated with the mth FlyBS if Gm,n is positive
and if associating the nth UE with the mth FlyBS increases the
capacity. Nevertheless, considering only Gm,n does not neces-
sarily maximize the sum capacity if the backhaul is considered,
because the transmission power allocation, as derived in (7),
is not taken into account. For example, the UEs with a low
channel quality to the SBS should be always associated pref-
erentially to the FlyBSs as these UEs experience a significant
relaying gain due to their low CD

k0,n
(see (4)). Nevertheless, if

these particular UEs have also the channels to the FlyBSs of
a low quality (reflected by a low channel gain gm,n), a signifi-
cant amount of the FlyBSs’ transmission power is required to
serve these UEs (see (7)). Consequently, only a limited num-
ber of the UEs would be served by the FlyBSs and the overall
gain introduced by the FlyBSs would be also limited.

Taking both the relaying gain and the required transmission
power allocated at the FlyBS into account in the association
decision, we define a power-efficiency metric as

ηm,n =
{

Gm,n
pm,n

, if Gm,n > 0 & pm,n > 0
0, otherwise

(11)

where ηm,n is set to 0 if Gm,n ≤ 0 to ensure that the nth
UE always benefits from the association with the mth FlyBS,
thus satisfying constraint (5d). Moreover, ηm,n is also set to
0 if pm,n, derived in line with Lemma 1, is 0 (i.e., if the mth
FlyBS does not have enough transmission power to serve the
nth UE). Note that setting ηm,n = 0 indicates that the nth UE
cannot be associated with the mth FlyBS The subproblem of
the UEs’ association is formulated as

X∗∗ = argmax
X

∑
m

∑
n

xm,nηm,n

s.t. (12a)
∑

n

xm,npm,n ≤ Pmax ∀m

(12b)
∑

m

xm,n ≤ 1 ∀n. (12)

Algorithm 1 Greedy Algorithm for UEs’ Association
1: Derive optimal pm,n, ∀m, n, using Lemma 1
2: Calculate ηm,n, ∀m, n, using (11), create matrix η

3: Set xm,n = 0,∀m, n
4: while max(ηm,n ∈ η) > 0 do
5: {m, n} ← max(ηm,n ∈ η)

6: if
∑

n xm,npm,n + pm,n ≤ Pmax then
7: xm,n = 1 (n-th UE associated with m-th FlyBS)
8: set n-th row in η to 0
9: else

10: ηm,n = 0
11: end if
12: end while

The problem defined in (12) represents a many-to-one match-
ing problem, as multiple UEs can be associated with the same
FlyBS while each UE can be associated with only one FlyBS
(given by (12b)). At the same time, the matching of the UEs
with the FlyBSs is constrained by Pmax at each FlyBS (defined
by (12a)). Thus, (12) is a mixed integer programming problem
that is, generally, hard to be solved optimally. One way of find-
ing the optimal association is to employ a high-complexity full
search, which tests all possible matching combinations and
selects the one yielding the maximum performance. The full
search, however, cannot be solved in a polynomial time. To
decrease the complexity of the full search, only a subset of
all possible combinations can be checked, as each UE can be
matched with just one FlyBS. For our specific problem, we can
eliminate all combinations, where the UE would be matched
with two or more FlyBSs simultaneously. This, then leads to
the knapsack problem, as we maximize

∑
n xm,nηm,n for each

FlyBS separately while guaranteeing (12a). Nevertheless, even
the knapsack problem is NP-complete and not solvable in a
polynomial time. Thus, we propose a low-complexity greedy
algorithm to solve the association problem and we also discuss
its optimality.

The UEs’ association is described in Algorithm 1. In the
beginning, we derive the optimal pm,n for all m and n exploit-
ing Lemma 1 (see line 1 in Algorithm 1). Then, ηm,n is
obtained for all UEs and all FlyBSs and, subsequently, all
ηm,n are inserted into the matrix η (line 2). Afterward, xm,n is
set to 0 for all m and n to indicate that, initially, no UE is asso-
ciated with any FlyBS (line 3). Next, the maximum value in
η is found and this value represents the highest ratio between
the relaying gain and the power required to serve the UEs
by the given FlyBS (see line 5). The algorithm then checks
if the sum transmission power for all served UEs (includ-
ing the nth UE currently being associated) does not exceed
the transmission power budget of the mth FlyBS. If the mth
FlyBS has enough transmission power to serve this UE (i.e.,
if
∑

n xm,npm,n + pm,n ≤ Pmax) the nth UE is associated with
the mth FlyBS and this fact is indicated by setting xm,n = 1
(line 7). Then, all ηm,n in the nth row of η are set to 0, as
this particular UE cannot be associated with any other FlyBS
(line 8). If the mth FlyBS, however, does not have enough
transmission power to serve the nth UE, this particular UE
is not associated with the FlyBS and only ηm,n is set to 0.
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Fig. 2. Illustrative example of the optimal FlyBS’s position while keeping
the total transmission power at the FlyBS below Pmax. The red sector of the
circle represents the area, where the FlyBS decreases its distance to the SBS
with respect to the initial position vm. The green area further represents the
FlyBS’s position ensuring LoS for all UEs attached to it. The blue curve is
an example of the moving trajectory according to Algorithm 2.

The lines 4–12 in Algorithm 1 are repeated as long as there is
at least one positive entry in η. When η contains no positive
entry, Algorithm 1 is completed as there is no UE that can
be further associated with any FlyBS. Note that the UEs that
cannot be served by any FlyBS remain associated with the
serving SBS.

The proposed greedy algorithm is optimal as long as the
algorithm selects the highest ηm,n for each UE that benefits
from the association with at least one FlyBS (i.e., those UEs
having at least one positive entry in the initially created η).
This happens if

∑
n xm,npm,n + pm,n ≤ Pmax (i.e., if the con-

dition in line 6 of Algorithm 1 is fulfilled), since (12a) does
not impose any constraint on the association problem and the
objective function in (12) is maximized. In fact, the greedy
algorithm is always optimal for a lower number of UEs as
long as the total transmission power allocated at all FlyBSs is
well below Pmax.

Even in the cases when the greedy association would not be
optimal, it still gives a close-to-optimal performance for the
following reason. The entries (UEs) in η with a high value
of ηn,m are selected preferentially by Algorithm 1 and these
entries (UEs) require only a very low pm,n allocated at the
FlyBSs (see (11)). Thus, these also contribute most signifi-
cantly into the maximization of the objective function in (12)
while keeping a low requirement on the transmission power
allocated to the UEs associated with the FlyBSs. Consequently,
the entries with the high value in η are selected both by the
optimal and proposed greedy algorithms. Then, the difference
between the optimal and greedy associations can appear only
for the UEs having a small ηn,m. However, these UEs con-
tribute only marginally to the overall objective function since
ηn,m 	∑

m
∑

n xm,nηm,n. Thus, the gap between the optimal
and greedy associations is very small. Note that we show the
optimal association in the simulation results and demonstrate
that even for 100 UEs, the greedy algorithm is still optimal.

The complexity of Algorithm 1 is equal to O(M
∑N

n=1 n) =
O(M(N(N − 1)/2)). Since there are usually only few FlyBSs

with which the UEs can be associated, the complexity of
Algorithm 1 can be considered as O(N(N − 1) = O(N2).
As assumed in many recent papers (see [27], [38], [39]),
Algorithm 1 is executed centrally by the SBS to avoid compu-
tation/processing burden of the FlyBSs, which are constrained
with a limited energy. Hence, the SBS decides which UEs
should stay connected to the SBS and which UEs should
be associated with one of the FlyBSs. Note that the FlyBSs
are anyway expected to exchange signaling with the SBS to
manage radio resources efficiently. Thus, such a centralized
approach does not lead to any significant increase in the signal-
ing overhead. Moreover, the algorithm itself can be executed
also in a distributed manner provided that all FlyBSs obtain
η, e.g., from the SBS. Then, all FlyBSs can perform the algo-
rithm and choose the UEs simultaneously, since all FlyBSs
reach the same association result and the UEs are associated
with the FlyBS most profitable for each individual UE.

IV. REPOSITIONING OF FLYBSS AND REALLOCATION OF

TRANSMISSION POWER

After the optimal power allocation at the FlyBSs and the
association of the UEs to them, the capacity can be further
increased by the repositioning of the FlyBSs, provided that
the transmission power of the FlyBSs is below Pmax. Note
that the capacity of the UEs cannot be increased by a sole
increase in the transmission power of the FlyBSs as the back-
haul links between the FlyBSs and the SBS would still pose
a bottleneck. Hence, the capacity of the UEs can be increased
only if the backhaul link quality is improved as well. Since
the transmission power of the SBS is assumed to be fixed,
the only option to increase the backhaul capacity of the UEs
associated to any FlyBS is to move the FlyBS “closer” to the
SBS. Of course, if the FlyBS is repositioned, the power allo-
cation for all its associated UEs must be updated since: 1) the
backhaul channel capacity changes with the changing posi-
tion of the FlyBS and 2) the quality of the access links to the
UEs changes as well if the FlyBS moves away from its origi-
nal position. Consequently, we should continuously ensure the
optimal power allocation in line with Lemma 1.

The subproblem of the repositioning is formulated as

V∗∗ = argmax
V

∑
m

∑
n

xm,nGm,n

s.t. (13a)
∑

n

xm,npm,n ≤ Pmax ∀m. (13)

The location of the FlyBS is optimal if the sum capacity
of the UEs served by the FlyBS is maximized and, at the
same time, if (13a) is not violated. As shown in Fig. 2, the
optimal position v∗m should be always within the area, where
the distance to the SBS is shortened compared to its initial
vm position (determined, e.g., by K-means [37]), see the red
sector of the circle in Fig. 2. The shortening of the distance to
the SBS results in an increase in the backhaul capacity and,
subsequently, in an increase in the relaying gain Gm,n.

The subproblem of finding the optimal position of the
FlyBSs defined in (13) cannot be solved analytically, as the
derivative of the objective function with respect to V is not
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Algorithm 2 FlyBS Repositioning and Power Reallocation
1: Set im = 1
2: while im = 1 do
3: Move to new position
4: Update

∑
n pm,n

5: if
∑

n pm,n = Pmax then
6: Stop moving and set im = 0
7: end if
8: if

∑
n pm,n > Pmax then

9: Go back to previous position
10: if Any eligible new moving direction? then
11: Adjust moving direction
12: else Set im = 0
13: end if
14: end if
15: end while

known due to the complexity and variation of a general
path loss model. Nevertheless, we can adopt a derivative-free
numerical optimization approach to solve it. One of the well-
known derivative-free optimization numerical approaches is
the Nelder–Mead simplex algorithm. However, the algorithm
is designed for the unconstrained optimization problems. Thus,
we first transform the constrained problem (13) into an uncon-
straint one and, then, we apply the simplex algorithm. To this
end, the problem in (13) is rewritten as

V∗∗ = argmax
V

∑
m

∑
n

xm,nGm,n

− ρ
∑

m

max

(
0,
∑

n

xm,npm,n − Pmax

)
(14)

where ρ is the penalty for breaking the constraint (13a). If the
constraint is satisfied, the second term in (14) is always 0 and
no penalty is applied. In the opposite case, a negative penalty
is added to the

∑
m
∑

n xm,nGm,n and, thus, the value of the
objective function in (14) decreases. Consequently, the sim-
plex algorithm finds the position, where the constraint (13a)
is guaranteed (i.e., no penalty is applied) while maximizing
the objective function in (14).

The numerical solution based on the Nelder–Mead sim-
plex algorithm is not suitable for real networks due to its
high complexity. To that end, we propose the reposition-
ing of the FlyBSs that can be used in practice, depicted in
Algorithm 2. The algorithm itself is described for a single
FlyBS, as multiple FlyBSs can update their positions simulta-
neously. In the beginning, the movement indicator im is set to
1 indicating that the mth FlyBS can be repositioned (see line
1 in Algorithm 2). As long as im = 1, the following steps are
performed. First, the FlyBS moves continuously to the new
position in a straight direction to the SBS (line 4) while the
transmission powers allocated to all UEs served by the mth
FlyBS are progressively updated (line 5). If the FlyBS is able
to serve all these UEs, that is, if

∑
n pm,n < Pmax, the FlyBS

is allowed to keep moving in the same direction toward the
SBS. However, if the transmission power of the FlyBS reaches

the maximal limit (i.e.,
∑

n pm,n = Pmax), the FlyBS is forced
to stop and sets im to 0 (line 6).

If the transmission power limit would be exceeded (i.e.,
if
∑

n pm,n ≥ Pmax), the FlyBS goes back to the last posi-
tion, where the condition

∑
n pm,n ≤ Pmax holds (line 9)

and decides whether there is another eligible direction for the
movement of the FlyBS or not (line 10). The eligible direction
is understood as the direction, where the LoS communication
between the UEs and the FlyBS is likely and the distance
between the FlyBS and the SBS is shortened. Thus, if the
FlyBS reaches a building’s boundary its movement direction
is adjusted so that the FlyBS starts moving along the edge of
this building (line 11). If there is no possible way to move
the FlyBS closer to the SBS and while keeping LoS commu-
nication to all served UEs, im is set to 0 and the mth FlyBS
is not allowed to move any further (line 12). The example of
the moving trajectory of the FlyBS is shown in Fig. 2.

V. REUSE OF ACCESS CHANNELS THROUGH COALITIONS

So far, we have assumed that the FlyBSs relay data to their
UEs on the dedicated orthogonal access channels for each UE.
This section elaborates the reuse of the access channels by
means of the coalitions. First, we describe the basic principle
of the access channel’s reuse and define the problem. Then,
we solve the problem optimally via the dynamic programming
and we also propose a suboptimal, but low-complexity greedy
algorithm.

A. Principle and Problem Formulation

If the access channels are not reused, there is no interference
to the UEs from the adjacent FlyBSs, but the spectrum
efficiency can be degraded (see Fig. 3(a)). To improve the
spectrum efficiency, some of the access channels can be, in
fact, reused by the multiple UEs. Thus, we propose to reuse
the access channels by means of the coalitions in a way that
the coalitions significantly increase the channel bandwidth for
the individual UEs in the coalitions while the interference from
other FlyBSs is increased only negligibly. Thus, if the UEs are
in the same zth coalition, the respective FlyBSs serve the UEs
via the channel Bz = ∑n∈uz

Bn aggregating the access chan-
nels of all individual UEs in the zth coalition (see Fig. 3(b)),
where uz is the set of the UEs in the zth coalition. The set of
the FlyBSs serving these UEs is denoted as fz.

Whenever the nth UE is in the zth coalition, the nth UE
is inevitably interfered, even if only lightly, by the FlyBSs in
fz serving other UEs in the zth coalition. Hence, the optimal
transmission power allocation defined by Lemma 1 (see (7)) is
modified and the closed-form expression for the transmission
power allocated by the FlyBS to any UE in the coalition is
defined by the following lemma.

Lemma 2: The optimal transmission power allocated by the
mth FlyBS to serve the nth UE within the zth coalition is

pz
m,n =

{
az

m,n

(
bz

m,n + cz
m,n

)
, if pz

m,n ≤ Pmax

0, otherwise
(15)

where

az
m,n =

2
CB

m,n
Bz − 1

gm,n
(16)
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Fig. 3. Example of the reuse of the access link channels by multiple UEs via
created coalitions of the UEs to increase channel bandwidth of individual users
while keeping low interference. (a) Allocations of the access channels before
the coalition creation. (b) Allocations of the access channels if two coalitions
are created: u1 = {2, 4, 8} (f1 = {1, 2, 3}) and u2 = {5, 6} (f2 = {2, 3}) with
channel bandwidth B1 = B2 + B4 + B8 and B2 = B5 + B6, respectively.

bz
m,n = Bzσ +

∑
K

pz
kgk,n (17)

cz
m,n =

∑
m′∈fz\m

∑
n′∈uz\n

pz
m′,n′gm′,n (18)

where pz
k stands for the transmission power of the kth neigh-

boring SBS over the coalition channel bandwidth Bz and pz
m′,n′

represents the transmission power of the m′th FlyBS allocated
to the n′th UE in the zth coalition, and cz

m,n is the interference
at the nth UE from the FlyBSs serving the other UEs in the
zth coalition.

Proof: Similarly as in the case without the coalitions,
the objective is to allocate the transmission power of the mth
FlyBS so that CB

m,n = CA
m,n. At the access link, the nth UE is

interfered by the FlyBSs serving the UEs in the same coalition
(i.e., zth coalition); thus, (3) is rewritten as

CA
m,n = Bz log2

(
1+ pz

m,ngm,n

bz
m,n + cz

m,n

)
. (19)

Then, considering CB
m,n = CA

m,n and after several math oper-
ations similar as in Lemma 1, (19) is rewritten into the form
presented in (15). This concludes the proof.

Remark 2: If the half-duplex FlyBSs are considered, az
m,n

and bz
m,n are modified as follows:

az
m,n =

2
TCB

m,n
(1−T)Bz − 1

gm,n
(20)

bz
m,n = Bzσ +

∑
K\k0

pz
kgk,n (21)

for the reasons already explained in Remark 1.
As indicated in (15), whenever the transmission power allo-

cation of any FlyBS changes, all UEs within the same coalition
are affected and the transmission power allocated to these UEs
should be updated by all FlyBSs accordingly. However, this is
expected even in the case without the coalitions, as the UEs
are interfered from the adjacent cells no matter whether the
coalitions are created or not. The reason is that the interference
from the adjacent cells can change frequently depending on the
allocation of resources in these cells (like channels/resource
blocks and power allocation). Still, this is in line with the radio
resource management, interference management, or scheduling
in 5G and beyond mobile networks, where these procedures
are supposed to take place frequently (e.g., each transmission
time interval with a duration of 1 ms or even less).

To find the transmission power allocation within the coali-
tion, we form a linear system of equations with multiple
variables, where each variable represents the transmission
power allocation of individual FlyBSs serving the UEs in the
same coalition. Taking the example from Fig. 3(b) with the
coalition u1 = {2, 4, 8} and applying Lemma 2, the following
system of equations is obtained:

pz
1,2 = az

1,2bz
1,2 + az

1,2pz
2,4g2,2 + az

1,2pz
3,8g3,2

pz
2,4 = az

2,4bz
2,4 + az

2,4pz
1,2g1,4 + az

2,4pz
3,8g3,4

pz
3,8 = az

3,8bz
3,8 + az

3,8pz
1,2g1,8 + az

3,8pz
2,4g2,8. (22)

Then, (22) is rewritten into a matrix representation as

⎡
⎣ 1 −az

1,2g2,2 −az
1,2g3,2

−az
2,4g1,4 1 −az

2,4g3,4

−az
3,8g1,8 −az

3,8g2,8 1

⎤
⎦ =

⎡
⎣az

1,2bz
1,2

az
2,4bz

2,4
az

3,8bz
3,8

⎤
⎦.

(23)

After that, the transmission power allocation is found by
applying Cramer’s rule (or any other solver for the system of
linear equations). Note that in some cases, the solution to the
system of equations would require an allocation of negative
transmission powers. This phenomenon occurs if the UEs in
the coalition are strongly interfered by the FlyBSs and, thus,
this coalition is not profitable. Consequently, the UEs are in
the same coalition only if all transmission powers (i.e., pz

1,2,
pz

2,4, and pz
3,8) are positive.

To determine which UEs should be in the coalitions, we
formulate the coalition creation problem as a constrained
coalition structure generation [40]. For any set of players,
the coalition structure is understood as a set of coalitions
U= {u1, u2, . . . , uZ} such that each element uz ∈ U is the
set of players (i.e., the set of UEs) composing one coalition.
Note that each player belongs only to a single coalition. The
problem is defined as a constrained one, since the UEs attached
to the same FlyBS cannot be in the same coalition. The reason
is that we assume simple FlyBSs that are not able to serve
multiple UEs at the same resources. Consequently, only the
UEs attached to the different FlyBSs can belong to the same
coalitions. The objective is, then, to find such a coalition struc-
ture (U∗) that minimizes the sum transmission power over all
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access channels and over the FlyBSs, i.e.,

U∗ = argmin
U

∑
m

∑
n

xm,npz
m,n

s.t. (24a) 0 < pz
m,n < pm,n ∀m ∈M ∀n ∈ N

(24b) m �= m′ ∀m, m′ ∈ fz ∀z (24)

where the constraint (24a) guarantees that the transmission
power allocated by all FlyBSs is not increased by any coalition
and the constraint (24b) ensures that the UEs attached to the
same FlyBSs cannot be in the same coalition.

The following section first describes the solution for the
optimal coalition structure based on the dynamic program-
ming. Then, we outline a low-complexity greedy algorithm.

B. Optimal Coalition Creation

To find the optimal solution for the problem defined in (24)
and to determine the optimal structure of the coalitions, the
dynamic programming [40] is a suitable option. The problem
defined in (24) is, however, different from the conventional
coalition structure generation problems due to both constraints.
Hence, the dynamic programming is modified as explained
below.

The dynamic programming is an iterative two-phase pro-
cess. In the first phase, a gain function is calculated for all
coalitions with a size of 1 (i.e., one UE in each coalition), a
size of 2 (two UEs in the coalitions), up to the coalition with
a size of Nf , where Nf is the number of UEs connected to the
FlyBSs. Note that the UEs attached directly to the SBS can-
not be in any coalition as their channel cannot be reused by
the FlyBSs. Then, the gain function for each created coalition
with the sizes of 1, 2, . . . , Nf is determined as

f (uz) =
{∑

n∈uz

(
pm,n − pz

m,n

)
, if (24a), (24b) are met

−∞, otherwise.
(25)

The definition of f (uz) reflects the fact that the goal of the
coalition creation is to reduce the total transmission power
at the FlyBSs. Hence, the coalition is profitable only if all
FlyBSs serving the UEs in the same coalition decrease their
transmission power. If (24a) or (24b) is not met, f (uz) is set
to −∞ to ensure that this coalition is not selected. Note that
we set f (uz) to −∞ instead of to 0 to distinguish between the
coalition that is not allowed and the case when the UE is in
the coalition with the size 1, where the gain for such a case
is 0 by default, since the FlyBS is not able to decrease its
transmission power. Besides the calculation of the gain func-
tion for all coalitions with the sizes 1, 2, . . . , Nf , the dynamic
programming also calculates the gain functions if the coalition
of the size 2 or higher are split into smaller coalitions. These
gain functions are again enumerated via (25).

Then, in the second phase, the dynamic programming finds
the optimal coalition structure recursively. That is, at the begin-
ning, the coalition with the size of Nf is assumed to be
the optimal one. Then, the dynamic programming iteratively
checks if the gain can be increased by separating the UEs in
one larger coalition into two smaller coalitions exploiting the
gain functions already calculated in the first phase. If the gain

would be increased by the splitting of some UEs, these UEs
are not allowed to be in the same coalitions. Otherwise, the
UEs are assumed to be in the same coalition.

The dynamic programming-based solution is of a very
high complexity equal to O(3Nf ). Hence, such a solution is
not practical for the real networks and we propose a low-
complexity greedy algorithm in the next section to solve the
coalitions’ creation problem.

C. Low-Complexity Greedy Algorithm for Coalition Creation

As explained in the previous section, the dynamic program-
ming is not suitable for the derivation of the coalitions for a
high number of the UEs due to its high complexity. Thus, in
this section, we propose the greedy algorithm for the creation
of the coalitions.

The proposed greedy algorithm for the coalitions’ creation
is described in Algorithm 3. In the first step, the gains of
any two UEs potentially creating the coalition are calculated
according to (25), see line 1 in Algorithm 3. In the next step,
the matrix U with a size of NxN is created as (line 2)

U =

⎡
⎢⎢⎢⎢⎢⎣

0 U1,2 . . . U1,N

0 0 . . . U2,N
...

...
. . .

...

0 0 . . . UN−1,N

0 0 . . . 0

⎤
⎥⎥⎥⎥⎥⎦. (26)

The diagonal values of U are set to 0, as the UE cannot be
in the coalition with itself. The matrix U is symmetric since
Un,n′ = Un′,n and, thus, all values below the diagonal are also
zeroed out. In the next step, the maximal value in U is found
(line 4) and the corresponding nth and n′th UEs create the
coalition (line 5). Then, Un,n′ entry in U is set to 0 (line 6).
Moreover, all positive entries in the nth row and the n′th col-
umn of U are updated (lines 7 and 8). The reasons for this
update of the positive values in U are as follows. First, the
nth UE can no longer be in the same coalition with any UE
attached to the same FlyBS, since the n′th UE and vice versa,
to guarantee (24b). Thus, all positive entries in the nth row
and the n′th column are set to 0. Second, if the nth UE is
inserted to the coalition with the n′th UE while at least one of
these UEs is already in another coalition with another UE(s),
all positive entries in the nth row and the n′th column should
be updated, as the gain calculated initially in U is only for two
UEs (n and n′). Note that the new gain is calculated according
to (25) and the transmission powers of the FlyBSs are derived
via (15). This way, we determine whether the coalition com-
posing more than two UEs is of a benefit (indicated by a
positive value in the nth row and the n′th column). Otherwise,
this entry is set also to 0. After that, the maximum value in
U is found again and the whole process (i.e., lines 3–9) is
repeated as long as there is at least one positive entry in U.

The complexity of the proposed greedy algorithm is
O(N2

f logNf ), as N2
f entries are sorted from the highest to the

lowest.

D. Repositioning After the Coalitions are Created

Even though the UEs in the same coalition are served over
a wider access channel, the backhaul channels are still of the
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Algorithm 3 Greedy Algorithm for Coalition Creation

1: Calculate Un,n′ ,∀n, n′ ∈ N acc. to (25)
2: Create matrix U
3: while max(Un,n′) > 0 do
4: {n, n′} ← max(Un,n′)
5: Add n-th and n′-th UEs into the same coalition
6: Set Un,n′ to 0
7: Update all positive values in n-th row of U
8: Update all positive values in n′-th column of U
9: end while

same bandwidth. Thus, the UEs’ benefit from the coalitions
cannot be directly translated to their capacity gains, as the
capacity of the backhaul links remains unchanged and act
as a bottleneck (see (4)). Nevertheless, the created coalitions
decrease the transmission power allocated at the FlyBSs while
the same capacity at the access links is kept. Hence, the FlyBSs
can be further repositioned in the direction to the SBS to
increase the capacity at the backhaul links.

The repositioning described in Section IV is applicable also
for the case with the coalitions already created. Nevertheless,
pm,n for all UEs in the coalitions should always be positive.
Note that pm,n for the UEs in the coalitions is derived by
solving linear equations, where the found solution may not
be feasible, because pm,n can be negative (as described in
Section V-A). Thus, (13) should include an additional con-
straint ensuring that pm,n ≥ 0 for all m and n. Then, to adopt
the Nelder–Mead simplex algorithm, the optimization problem
is transformed into the unconstrained one as

V∗∗ = argmax
V

∑
m

∑
n

xm,nGm,n

− ρ
∑

m

max

(
0,
∑

n

xm,npm,n − Pmax

)

− ρ
∑

m

∑
n

max
(
0,−pm,n

)
(27)

where the penalty ρ is applied if pm,n < 0. After that, the
Nelder–Mead simplex algorithm is exploited in the same way
as described in Section IV. Similarly, Algorithm 2 proposed
for the repositioning requires also a minor change. More
specifically, the condition in line 8 in Algorithm 2 should
include the additional constraint on pm,n. Thus, if pm,n < 0
for any nth UE in the coalition, the FlyBS should go back to
its previous position.

VI. SIMULATION SCENARIO, PARAMETERS, AND

COMPETITIVE SCHEMES

This section describes the simulation scenario and the sim-
ulation parameters and outlines the competitive schemes to
which our proposal is compared. The performance of the
proposed scheme is evaluated in MATLAB. We consider a
reference cell with a size of 500×500 m and several buildings
to emulate an urban environment (see Fig. 4). The serving
SBS is deployed at a fixed position at the left upper corner
of the building close to the cell center, as indicated in Fig. 4.
The height of each building is generated randomly between

Fig. 4. Illustrative simulation scenario in Urban area with building blocks.

TABLE I
SIMULATION PARAMETERS

25 and 29 m. Moreover, eight neighboring areas (cells) with
the same building’s distribution as in the reference cell sur-
round this reference cell. Each neighboring area is under the
coverage of one neighboring SBS mounted on top of the build-
ing at the same position as the serving SBS in the reference
cell. The neighboring SBSs represent the sources of intercell
interference to the reference cell.

In the reference cell, N UEs are uniformly deployed in the
outdoor areas. We assume, without loss of generality, that the
SBS splits the available bandwidth equally among all UEs,
i.e., each channel is of a bandwidth Bn = B/N (as in [30]).
The UEs are then associated either to the serving SBS or to
one of M FlyBS deployed in the area. The initial positions
of the FlyBSs are determined with respect to the location of
the UEs by K-means, as in [37]. The channel gains between
the FlyBSs and the UEs, between the SBS and the UEs, and
between the SBS and the FlyBSs are modeled in line with the
respective path loss models from [41] considering 2-GHz car-
rier frequency. While the SBS always communicates with the
FlyBSs via LoS (as both the SBS and the FlyBSs are above the
buildings), the communication path between the SBS/FlyBSs
and the UEs can be obstructed by one or several buildings,
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each attenuating the signal by additional 20 dB. The simula-
tion is repeated 1000 times with random positions of the UEs
and corresponding FlyBSs positions. The simulation results
are then averaged out over all these drops. The simulation
parameters are summarized in Table I.

The proposal is confronted with the following schemes.
1) K-Means: The association of the UEs and the positions

of the FlyBSs is done optimally with respect to the dis-
tance between the FlyBSs and the UEs while the reuse
of the access channels is not considered [37].

2) W/O BA: The positions of the FlyBSs are optimized only
with respect to the quality of the access links while nei-
ther a backhaul awareness nor the reuse of the access
channels is assumed as, e.g., in [5]).

3) IAB: The FlyBSs reuse the whole bandwidth at both
the backhaul and the access links based on [30]–[33]
considering the IAB concept.

We do not compare our proposal with other “backhaul-
aware” schemes as these limit the backhaul capacity in a
simple way [17], [18], consider out-band frequencies for
the backhaul [19]–[22], or address a completely different
problem [23]–[28], [34] and, thus, the comparison is not
feasible.

We show also a theoretical upper bound of our proposal
with the power allocation at the FlyBSs, the association of
the UEs, and the coalition creation being optimal while the
positions of the FlyBSs are found numerically by the Nelder–
Mead simplex algorithm. Note that the performance of the
optimal coalitions is shown only for up to 20 UEs, as the
results for larger numbers of the UEs cannot be derived due
to a very high complexity of dynamic programming.

VII. SIMULATION RESULTS

This section presents and discusses the simulation results
and compares the performance of the proposal with respect to
the competitive schemes. We also analyze the contribution of
the individual steps of the proposal to the overall performance.
Finally, we study the amount of interference generated by
the FlyBSs to the underlying devices utilizing the same spec-
trum in order to demonstrate the benefits resulting from the
proposal.

A. Performance Evaluation and Comparison With
State-of-the-Art Schemes

Fig. 5 illustrates the performance of the individual schemes
for a varying number of the UEs in the simulation area consid-
ering the full duplex [Fig. 5(a)] and the half duplex [Fig. 5(b)].
The proposed scheme significantly outperforms all competitive
solutions. The sum capacity achieved by the proposal initially
decreases with an increasing number of the UEs. This is due to
the fact that more deployed UEs share individual FlyBSs and,
hence, the FlyBSs have less degree of freedom during the repo-
sitioning step. Consequently, the FlyBSs stay further from the
SBS resulting in a lower backhaul capacity that also impacts
the sum capacity of UEs attached to the FlyBSs. However,
the sum capacity saturates and its decrease becomes marginal
when more than 140 UEs are deployed. The saturation of

Fig. 5. Sum capacity of the UEs achieved by the proposal and the competitive
algorithms over the number of UEs (Pmax = 27 dBm, M = 4); (a) Full duplex.
(b) Half duplex.

the sum capacity results from a compensation of the initial
decrease in the capacity (due to less degree of freedom of the
FlyBSs during repositioning) by the fact that generally more
UEs benefit from the FlyBSs deployment.

In case of the full duplex, the proposal increases the sum
capacity of the UEs by between 22.4% and 39.3%, between
20.3% and 34.8%, and between 31.9% and 48.3% compared
to K-means, w/o BA, and IAB schemes, respectively, (see
Fig. 5(a)). The reason why K-means and w/o BA schemes are
significantly outperformed by the proposal is that the FlyBSs
are positioned close to the UEs by these schemes and the back-
haul links act as a bottleneck. The unsatisfactory performance
of the IAB-based scheme is mainly due to a high interference
among the FlyBSs that reuse the same bandwidth. Hence, it is
more efficient to share only a part of the bandwidth as accom-
plished by the proposed coalition structure instead of reusing
the whole bandwidth by the FlyBSs. The relative improvement
in the sum capacity of the proposal with respect to all compet-
itive schemes is slightly decreased for the half duplex when
compared to the full duplex, since a lower number of the UEs
profit from the relaying in the half duplex. The reason is that
the backhaul capacity is decreased, as the FlyBSs receive data
in the half duplex from the serving SBS. Nevertheless, even in
case of the half duplex, the proposal significantly outperforms
K-means, w/o BA, and IAB schemes by up to 23.5%, 23.1%,
and 24.5%, respectively.

Fig. 5 also demonstrates that the proposed solution is close
to the upper bound in terms of the sum capacity. Specifically,
the gap between the proposal and the upper bound is only
up to 1.9% and up to 1.1% in the case of the full duplex
[Fig. 5(a)] and the half duplex [Fig. 5(b)], respectively.

Fig. 6 shows the total transmission power allocated at the
FlyBSs depending on the number of UEs. The competitive
schemes always allocate and exploit the whole available trans-
mission power Pmax disregarding the number of the UEs.
Consequently, the total power allocated at the FlyBSs by all
competitive schemes is constant and is equal to roughly 2 W
(four FlyBSs are considered, each with Pmax = 27 dBm ≈
0.5 W) in this figure. In case of the proposal, the total trans-
mission power allocated at the FlyBSs slightly increases if
the number of the UEs increases up to 20. The reason for
this phenomenon is that some FlyBSs may not be exploited at
all for some simulation drops with a low number of the UEs
and the average total transmission power is decreased. Then,
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Fig. 6. Total transmission power allocated at all FlyBSs by the proposal and
the competitive algorithms (Pmax = 27 dBm, M = 4). Note: the competitive
schemes allocate the same total power (roughly 2 W) at the FlyBSs for both
the full and half duplex as these optimize only access links.

the total transmission power starts decreasing with more of
the UEs in the area (above 20). Still, the total transmission
power starts slightly increasing again for more than 80 UEs
(and more than 120 UEs in the case of the half duplex). The
reasons for this behavior are two opposite trends: 1) the total
transmission power increases with the number of the UEs,
since the FlyBSs serve more UEs in average (i.e., more UEs
are associated with each FlyBS) and 2) the total transmission
power decreases if more UEs are attached to the FlyBSs, since
the FlyBSs are not able to move so close to the serving SBS
in order to still guarantee high-quality communication access
channels for all of, or at least most of, the UEs. While the
second trend is more significant for 20–80 UEs in case of the
full duplex and for 20–120 UEs in case of the half duplex,
the first trend becomes more significant for higher number of
the UEs.

Fig. 6 demonstrates the proposal decreases the total trans-
mission power to about one half of the transmission power
allocated by the competitive schemes. The main reason for
this significant decrease in the transmission power is that if
the backahul links are of a lower quality than the access links,
the transmission power at the FlyBSs is decreased to keep the
same capacity at the access and backhaul links. If the half
duplex is applied, up to 14% of the total power is saved at
the FlyBSs compared to the full duplex since: 1) the number
of the UEs served by the FlyBSs in the half duplex is lower
compared to the full duplex and 2) the UEs are not interfered
by the serving SBS and, thus, a lower power is allocated to the
UEs to ensure CA

m,n = CB
m,n (see Remark 1 in Section III-A).

Fig. 6 also shows the total allocated power in the case
of the upper bound is by up to 9% (in the case of the full
duplex) and up to 9.2% (for the half duplex) higher than the
power allocated by the proposed solution. The reason for this
phenomenon is that the numerical positioning of the FlyBSs,
which is part of the upper bound and which maximizes the sum
capacity, finds the positions for the FlyBSs closer to the SBS
than the proposed solution. Consequently, the FlyBSs allocate
more transmission power to the UEs, since: 1) slightly more
data are transmitted to the UEs (as shown in Fig. 5) and 2) the
quality of the access channels is worsen, as the FlyBSs are

Fig. 7. Sum capacity reached by the proposal and the competitive algorithms
over the number of FlyBSs (Pmax = 27 dBm, N = 200); (a) Full duplex.
(b) Half duplex.

farther from the UEs and more power should be allocated to
them.

The impact of the number of deployed FlyBSs on the sum
capacity is depicted in Fig. 7. The sum capacity of K-means and
IAB algorithms slightly decreases with more deployed FlyBSs
in the area for both the full and half duplex. The reason is that
with more FlyBSs in the area, the FlyBSs stay generally “closer”
to the UEs, but “farther” from the SBS as the backhaul is ignored.
Consequently, the backhaul capacity is degraded and becomes
the limiting factor. If the optimization is done solely according
to the access links (i.e., w/o BA scheme), the sum capacity
starts slightly increasing if seven or more FlyBSs are deployed.
In comparison to the competitive schemes, the proposal is able
to fully exploit a denser deployment of the FlyBSs and the sum
capacity increases almost linearly with the number of FlyBSs.
The reason is that with more FlyBSs in the area, a lower number
of the UEs is attached to each FlyBS in general. Consequently,
the FlyBSs are less restricted in their movement and can be
repositioned closer to the SBS by the proposal resulting in
a backhaul of a higher quality. Hence, the proposal with the
full duplex FlyBSs significantly increases the sum capacity
and gains up to 48.8%, 44.7%, and 60.1% when compared
to K-means, w/o BA, and the IAB scheme, respectively, if
10 FlyBS are deployed. The sum capacity of all schemes is
decreased if the half duplex is considered compared to the full
duplex as explained in Fig. 5. Nevertheless, the proposal still
outperforms K-means, w/o BA, and IAB schemes significantly
up to 29.3%, 27.5%, and 30.2%, respectively.

Fig. 8 shows the impact of the number of deployed FlyBSs
on the total transmission power allocated by the FlyBSs. The
total transmission power increases linearly with the number
of FlyBSs for all competitive schemes as each FlyBS trans-
mits with a fixed transmission power. Also in case of the
proposal, the total transmission power is increasing linearly.
However, the slope of the increase is much lower compared to
the competitive schemes. In fact, the transmission power of a
single FlyBS even decreases with the increasing number of the
FlyBSs if the proposal is utilized. The main reason is that with
more deployed FlyBSs, a lower number of UEs are served by
individual FlyBSs and, thus, less power is allocated by these
FlyBSs. Consequently, the proposal is able to reduce the trans-
mission power by 64% compared to all competitive schemes
and assuming that ten FlyBSs are being deployed. Moreover,
Fig. 8 demonstrates that the proposal exploiting only the half
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Fig. 8. Total transmission power allocated at all FlyBSs by the proposal and
the competitive algorithms (Pmax = 27 dBm, N = 200).

Fig. 9. Gain of individual steps of the proposal over the number of UEs
(Pmax = 27 dBm, M = 4); (a) Sum capacity, (b) Total power allocated at
FlyBSs.

duplex reduces the total power allocated at the FlyBSs by up
to 14% with respect to the full duplex.

B. Analysis of Gain Introduced by Individual
Parts of the Proposal

This section analyzes the gain introduced by the individual
steps of the proposal for the full duplex. To that end, we evalu-
ate the sum capacity and the total transmission power allocated
at the FlyBSs after the following subsequent steps of the pro-
posal: 1) the joint association of the UEs to the FlyBSs and the
power allocation at the FlyBS via the proposed Algorithm 1
(denoted in figures as “A+PA”); 2) the repositioning of the
FlyBSs according to the proposed Algorithm 2 (denoted as
“A+PA+R”); 3) the creation of the coalitions among the UEs
(i.e., the coalition structure generation) by the proposed greedy
Algorithm 3 (denoted as “A+PA+R+CSG”); and 4) another
repositioning according to Algorithm 2 to further increase the
sum capacity (denoted as Full proposal). Note that the Full
proposal corresponds to the Proposal scheme in the previous
section. Besides the individual steps of the proposal, we also
depict the best performing competitive scheme, i.e., w/o BA,
as a benchmark.

Fig. 9 illustrates the gain of individual steps of the proposal
for a varying number of the UEs. After the association and the
initial power allocation, the sum capacity of the proposal is
similar to the best performing competitive scheme w/o BA (see
line “A+PA” in Fig. 9(a)). Nevertheless, the total transmission
power allocated by the proposal at the FlyBSs (Fig. 9(b)) is
notably lower as it varies only between 3.8% and 20.7% of
the power allocated by the w/o BA.

The subsequent repositioning of the FlyBSs leads to a sig-
nificant increase in the sum capacity with respect to the sole
association [by 15.6% and 31.2% for 200 UEs and 20 UEs,
respectively, see line “A+PA+R” in Fig. 9(a)]. The gain is
achieved due to the improved backhaul capacity as the FlyBSs
get closer to the SBS. Although the repositioning increases
also the total power allocated at the FlyBSs to keep the same
capacity at the access and the backhaul links (see Lemma 1),
the allocated power is still more than 30% lower than the
power allocated by the w/o BA scheme disregarding the num-
ber of UEs. Note that the trend in the total transmission power
is analogous to Fig. 6 for the same reasons. Also, note that
the FlyBSs are often not able to move to the positions, where
the whole power budget can be utilized due to the buildings
obstructing the communication path. In other words, if the
FlyBS would move to the position where the UEs become
shadowed by the building(s) and the required power to serve
the UEs would exceed Pmax, the FlyBS rather stays at its
current position even if the actual allocated power is lower
than Pmax.

The next step, the coalition structure generation, reduces the
total transmission power at the FlyBSs significantly (roughly
by 50%) with respect to the case without the coalitions. The
reason is that the FlyBSs can allocate less power to the
UEs in the coalitions and, thus, reduce their total allocated
transmission power. As explained in Section V, the formed
coalitions by themselves do not improve the sum capacity of
the UEs, since the backhaul quality remains the same (see
line “A+PA+R+CSG” in Fig. 9(a)). Still, the created coali-
tions open a space for further “boost” in the sum capacity
as the FlyBSs are again repositioned closer to the SBS. This
further repositioning boosts the capacity by up to 4.2%. Of
course, the repositioning increases again the total transmission
power. However, the total transmission power is still signifi-
cantly lower compared to the competitive schemes (see the
Full proposal in Fig. 9(b)). This indicates a possible trade-
off as, in some use cases, it can be profitable not to apply
the repositioning of the FlyBSs after the coalitions are created
and rather keep the transmission power of the FlyBSs low in
order to decrease the interference to other underlying devices
(we analyze and demonstrate this in Section VII-C).

Fig. 9 also shows the gap between the proposed solu-
tion (encompassing proposed Algorithms 1–3) and the
upper bound. First, Fig. 9 demonstrates that the proposed
Algorithm 1 for the UEs association is optimal for up to
100 UEs (see “A+PA” in Fig. 9). Note that we are not able
to show the performance of the full search for more than
100 UEs due to its huge complexity. Second, the gap in the
sum capacity between the proposed repositioning (described
in Algorithm 2) and the upper bound found by the Nelder–
Mead simplex is only negligible as it varies between 1% and
1.5%, as shown in Fig. 9(a). Fig. 9(b) also shows that the
upper bound performance of the FlyBSs’ repositioning leads
to a higher allocated total transmission power at the FlyBSs
(between 5% and 12.1%) when compared to “A+PA+R.” This
is due to the same reasons as described already above in
Fig. 6. Finally, Fig. 9(b) shows that the proposed algorithm
for the coalition creations (i.e., “A+PA+R+CSG”) decreases
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Fig. 10. Gain of individual steps of the proposal over the number of FlyBSs
(Pmax = 27 dBm, N = 200); (a) Sum capacity, (b) Total power allocated at
FlyBSs.

the total transmission power nearly the same as the high-
complexity optimal dynamic programming-based solution, as
the gap between the proposal and the optimum varies only
from 3.1% to 7%. Note that the sum capacity is not increased
when the coalitions are introduced (see Fig. 9(a)) as the coali-
tions decrease the transmission power only, as explained in
Section V.

Fig. 10 depicts the gain of individual proposal steps over
the number of the deployed FlyBSs. Similarly as in Fig. 9,
a notable gain in the sum capacity is achieved by the reposi-
tioning of the FlyBSs in the direction of the SBS with respect
to the association and power allocation only (between 15.6%
and 35.2%). Then, an additional gain in the sum capacity is
observed by the repositioning of the FlyBSs after the coali-
tions are created (up to 2.6% as shown in Fig. 10(a)). Such
relatively small gain is due to the fact that the repositioning of
the FlyBSs after the coalitions are created is often restricted by
these coalitions. Consequently, the FlyBSs cannot move much
closer to the SBS as the FlyBSs serving the UEs in the coali-
tion would interfere to all other UEs. Nevertheless, the formed
coalitions significantly decrease the total power allocated at
the FlyBSs by up to 58.3% if 10 FlyBSs are deployed (see
Fig. 10(b)). Even after the repositioning with the created coali-
tions that slightly increases the total transmission power, the
full proposal decreases the total allocated transmission power
roughly 2.5 times compared to the state-of-the-art solutions.

C. Interference to Underlying Devices

One concern regarding the adoption of the FlyBSs into
the mobile networks is the increased interference from the
deployed FlyBSs to the various underlying devices, such
as IoT devices, machines, or sensors, exploiting the same
spectrum. Our proposal reduces the transmission power as
shown in previous sections and, consequently, mitigates the
interference generated by the FlyBSs to these underlying
devices. This section shows the average interference generated
by the FlyBSs to 100 underlying devices deployed uniformly
within the reference cell. In the case of our proposal, we also
show the amount of the interference generated if no reposi-
tioning after the coalition creation is allowed (i.e., the line
“A+PA+R+CSG”). This option is seen as a good tradeoff
between the minimization of the interference to the underlying
devices and the maximization of the sum capacity of the UEs
attached to the FlyBSs.

Fig. 11. Interference generated to underlying devices by the full duplex
FlyBSs depending on; (a) Max transmission power Pmax, (b) Number of
FlyBSs.

Fig. 11(a) shows that the interference level at the underly-
ing devices increases if the FlyBSs are allowed to transmit
with a higher power. The proposal causes a lower level of
the interference to the underlying devices in vicinity when
compared to all competitive schemes. More specifically, the
full proposal generates up to 2.55, 4.87, and 2.18 dBm less
interference with respect to K-means, w/o BA, and IAB
scheme, respectively. Moreover, if the minimization of the
interference to the underlying devices is of a high priority,
the interference can be further decreased by the proposal via
disabling the second repositioning of the FlyBSs after the
coalitions are created (denoted in Fig. 11 as “A+PA+R+CSG”).
Note that even without the second repositioning of the FlyBSs,
the proposal significantly outperforms all competitive schemes
as demonstrated in Fig. 9 and 10. Thus, without the second
repositioning, the proposal causes up to 4.37, 6.69, and 4 dBm
less interference when compared to K-means, w/o BA, and
IAB scheme, respectively.

Fig. 11(b) shows that if the number of FlyBSs increases,
the interference suppression by the proposal with respect to the
competitive schemes is emphasized even more. Hence, the pro-
posal causes up to 5.27, 5.38, and 5.64 dBm less interference
than K-means, w/o BA, and IAB scheme, respectively, for
ten FlyBSs. Again, if the proposal does not adopt the second
repositioning of the FlyBSs the interference gap with respect
to K-means, w/o BA, and IAB scheme increases up to 7.39,
7.49, and 7.75 dBm, respectively. These results demonstrate
that the proposal is notably more “friendly” to the underlying
devices as it suppresses significantly the interference from the
deployed FlyBSs.

VIII. CONCLUSION

In this article, we have introduced a backhaul-aware frame-
work for the association of the UEs, power allocation of the
FlyBSs, their repositioning, and the access links reuse by
means of the coalition structure generation. We have demon-
strated that the proposed framework significantly outperforms
competitive schemes in terms of capacity (up to 60%) and
the transmission power reduction (up to 64%) in a wide
range of scenarios and for the varying number of UEs and
the FlyBSs. In addition, due to the proposed reuse of the
access links by means of the coalition creation, the interference
to the various underlying devices is significantly decreased
(up to 7.7 dB).
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The proposed framework can be extended toward joint
optimization of the transmission powers of both the FlyBSs
and the SBSs. Besides, the mobile users and the related aspects
of handover management should further be investigated.
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Abstract—In this paper, we focus on offloading a computing
task from a user equipment (UE) to a multi-access edge
computing (MEC) server via multi-hop relaying. We assume
a general relaying case where relays are energy-constrained
devices, such as other UEs, internet of things (IoT) devices,
or unmanned aerial vehicles. To this end, we formulate the
problem as a minimization of the sum energy consumed by
the energy-constrained devices under the constraint on the
maximum requested time of the task processing. Then, we
propose a multi-hop relaying combining half and full duplexes at
each individual relay involved in the offloading. We proof that the
proposed multi-hop relaying is convex, thus it can be optimized
by conventional convex optimization methods. We show our
proposal outperforms existing multi-hop relaying schemes in
terms of probability that tasks are processed within required
time by up to 38% and, at the same time, decreases energy
consumption by up to 28%.

Index Terms—offloading, MEC, half/full duplex relaying.

I. INTRODUCTION

The multi-access edge computing (MEC) introduces a con-
cept of offloading computationally demanding tasks from the
energy-constrained user equipment (UE) to the MEC server
located at the edge of mobile network [1]. Hence, the task
processing delay and/or energy consumption of the UE can
be reduced [2].

Benefits facilitated by MEC can be further augmented by
a relaying of the tasks from the UE to the MEC servers via
intermediate relay(s). The exploitation of neighboring UEs
as relays and, thus, capitalizing on device-to-device (D2D)
relaying concept [3], helps to minimize the task processing
delay [4] or increase the number of tasks completed within
a required time [5]. Moreover, an adoption of unmanned
aerial vehicles (UAVs) acting as the relays can improve
quality of experience to the UEs [6] or minimize their energy
consumption [7]. Besides, the use of vehicles as the relays
is considered in [8] to ensure a reliable offloading from the
vehicles in the area without coverage of the MEC servers.
Last, also intelligent reflecting surface (IRS) can assist in
offloading of tasks to extend coverage [9].

All above-mentioned works assume only two-hop relaying,
i.e., only one relay is used in the offloading process. To
fully grab the potential of the relays, multi-hop relaying
for the offloading purposes has recently drawn an attention
from researches. The multi-hop relaying is addressed from
a perspective of balancing the load among MEC servers
[10], minimizing the processing delay of the tasks offloaded

from the vehicles to the MEC servers [11]-[13] or to other
computing vehicles [14][15], or to offload the tasks from one
UE to other neighboring computing UEs [16].

The primary objective of all existing studies on the offload-
ing with multi-hop relaying is to find a proper route between
the offloading UE and the MEC server or other computing
UE. All works but [16] assume only less efficient half-duplex
(HD) mode adopted at each relay with the task subsequently
offloaded over each hop in individual time intervals, thus,
increasing communication delay. The paper [16] considers
full-duplex (FD) mode, however, the paper fully disregards
the problem of self-interference (SI) with which the FD
is inevitably plagued [17]. Moreover, none of the existing
works optimize multi-hop relaying in terms of radio resource
management including i) allocation of time slots at each hop,
ii) allocation of transmission power of the offloading UE as
well as relays, and iii) allocation of bandwidth at each hop.

Motivated by the above-mentioned gaps, the objective of
this paper is to optimize radio resource management aspects
of multi-hop relaying for the task offloading. Since the
offloading UE and relays are usually energy-constrained, such
as smartphones, UAVs, or internet of things (IoT) devices,
we formulate the problem as the minimization of the sum
energy consumed by the energy-constrained UEs involved in
the multi-hop relaying under the constraint on the maximum
processing time of the computing tasks. First, we propose
several unique relaying cases combining HD and FD at each
relay involved in multi-hop relaying. Note that existing works
always assume the same relaying mode at all relays. Second,
we adapt the general problem for each multi-hop relaying
case and we prove its convexity so that we can solve it in
an optimal way. Finally, we demonstrate that the proposal
increases the probability of the tasks being processed within
required time by up to 38% and, at the same time, decreases
energy consumption by up to 28% with respect to state-of-
the-art works.

II. SYSTEM MODEL

This section first describes the network model. Then, com-
munication and computing models are introduced.

A. Network model

We contemplate a scenario with one powerful MEC server
located, for example, at the base station (BS). Further, we
assume one UE generating highly computationally demanding



Fig. 1: System model with one UE having a task to offload
via multi-hop relaying and computed at MEC server.

tasks offloaded to the MEC servers via multi-hop relaying. We
consider the end-to-end relaying link is already established
while leaving the joint optimization of relays selection and
multiple UEs scenario for future work. In our work, the relays
can be any energy-constrained devices, such as smartphones,
IoT devices, UAVs, or vehicles. Moreover, we envisage that
different types of relays can be exploited at each hop, e.g.,
the smartphone can be used as the first relay while vehicle or
UAV as other relay.

B. Communication and relaying models

We limit our scenario to two relays (labeled as R1 and R2
in Fig. 1), since this number is sufficient to illustrate benefits
of the multi-hop relaying in the offloading while fitting page
limit and avoiding cluttering of text and derivations. Still, all
the math derivations and proposed relaying principles can be
extended to more than two relays as well. We assume single
antenna devices as this configuration gives enough insight on
the benefits of proposed multi-hop offloading.

We consider that each relay can adopt one of the three
relaying modes: i) HD, ii) FD with orthogonal bandwidth at
each hop (labeled as FD–Orthogonal), and iii) FD with the
same bandwidth utilized at both hops (labeled as FD–Shared).
All these modes are described in details in the following
subsections.

1) HD: In case of HD relaying, the task is first sent over
one hop and, then, the same task is relayed over the next hop
(see Fig. 1). The capacity at the n-th hop is:

Chd
n = bnlog2

(
1 +

pngn
bn (σ + Ib)

)
, (1)

where bn, pn, gn are the allocated bandwidth, transmission
power, and channel gain at the n-th hop, respectively, σ is the
noise spectral density, and Ib is the background interference
from other UEs in the neighboring cells, as in real-world
scenarios, where such interference is usually present.

The communication delay in the HD is composed of the
delays at individual hops (thd1 , thd2 ), and is expressed as:

thd = thd1 + thd2 =
∑

n
thdn = D

∑
n

1

Chd
n

, (2)

where D is the size of the task offloaded by the UE. Similarly
as in many works (see, e.g., [10]), we neglect the delivery of
the computing results back to the UE, as it is insignificant
with respect to the whole communication delay.

The sum energy consumed to forward the task in HD is
composed of the energies consumed at individual hops (Ehd

n ):

Ehd = Ehd
1 + Ehd

2 =
∑

n
Ehd

n =
∑

n
thdn pn. (3)

Note that we consider only energy consumption caused by
transmission of tasks while a circuit power consumption of
the devices is not assumed, as the circuit power consumption
is constant and does not change due to offloading.

2) FD–Orthogonal: In this mode, the relay receives and
transmits the data simultaneously, but transmission at both
hops are orthogonal in frequency domain (see Fig. 1) to avoid
SI. Thus, we assume orthogonal bandwidth b1 and b2 at the
first and second hops, respectively (we derive the optimal
bandwidth allocation later in the paper). Then, the capacity
Cfdo

n at the n-th hop is expressed as in (1).
Since the propagation delay and time for processing of

communication at the relay (both jointly denoted as ϵ) are
very short (scale of µs or ms) compared to the offloading
time (hundreds of ms or seconds), these can be neglected
without breaking a relaying causality and we can assume
tfdo

1 = tfdo

2 + ϵ ≈ tfdo

1 for ϵ << overall offloading time. In
practice, the whole offloading task is transmitted in a series of
many smaller transport blocks (in scale of ms in 5G) and each
block can be forwarded right after its reception and processing
by the relay, hence, fulfilling the relaying causality principle
for the whole task. Thus, the communication delay is:

tfdo = tfdo

1 = tfdo

2 = max(D/Cfdo

1 , D/Cfdo

2 ), (4)

The energy consumption required to relay the task in FD
with orthogonal bandwidth is calculated as:

Efdo = Efdo

1 + Efdo

2 =
∑

n
Efdo

n =
∑

n
tfdo
n pn. (5)

3) FD–Shared: Similarly as in the previous FD case, the
relays can receive and transmit data simultaneously (assum-
ing ϵ << offloading time as explained for FD-Orthogonal
bandwidth). The fundamental difference is, however, that the
transmissions at both hops share the same bandwidth. Then,
the capacities at each hop are:

Cfds

1 = b1log2

(
1 +

p1g1
b1 (σ + Ib) + p2g1,1

)
, (6)

Cfds

2 = b2log2

(
1 +

p2g2
b2 (σ + Ib) + p1g1,2

)
, (7)

where g1,1 is the channel gain between the transmitter and the
receiver of the relay, thus, p2g1,1 in (6) represents the SI in
FD [17]; and g1,2 is the channel gain between the transmitter
at the first hop and the receiver at the second hop and p1g1,2
representing interference in (7) from the former to the latter.

The communication delay is analogous to FD with orthog-



onal bandwidth, i.e.,:

tfds = tfds

1 = tfds

2 = max(D/Cfds

1 , D/Cfds

2 ). (8)

The energy consumption in this relaying mode is defined as:

Efds = Efds

1 + Efds

2 =
∑

n
Efds

n =
∑

n
tfds
n pn. (9)

C. Computing model

We focus on the offloading of tasks to the MEC server that
is able to process FM central processing unit (CPU) cycles per
second. Let c is the average number of CPU cycles to process
one bit of the task [2]. Then, we express the computing delay
as:

tcp = cD/FM . (10)

III. PROBLEM FORMULATION

We formulate a resource allocation problem to minimize
the sum energy consumption for the offloading of the task
from the UE over N (in this paper N = 3) hops as both the
UE and relays are assumed to be energy-constrained while the
task processing time meets the maximum required processing
time Tmax. This is achieved by optimization of time slots
T , transmission power P , and bandwidth allocation B at
individual hops. Hence, the problem is formulated as:

T ,P,B = argmin
tn,pn,bn

∑
n
En

s.t. (a)
∑

n
tn ≤ Tmax − tcp

(b) tn > 0,∀n
(c) pn ≤ Pmax,∀n
(d) bn ≤ Bmax,∀n

(11)

where (11a) ensures that task is processed within Tmax,
(11b) ensures that each time slot is positive, (11c) limits the
transmission power at each hop to Pmax, and (11d) guarantees
bandwidth at any does not exceed Bmax.

IV. OPTIMIZATION OF MULTI-HOP RELAYING

In this section, we present the proposed relaying and its
optimization. We distinguish three multi-hop relaying cases:
i) both relays uses HD (labeled as HD+HD), ii) one relay
use HD while FD–Orthogonal is employed by the other relay
(HD+FD–Orthogonal), and iii) HD is exploited by the first
relay while FD–Shared is used at the second relay (HD+FD–
Shared). Note that the relaying modes at R1 and R2 can
be switched for ii) and iii) with no impact on derivations
presented in the paper. We optimize i)-iii) in the following
subsections.

A. HD+HD relaying case

If both relays employ HD, the task offloading is done
during three consecutive time slots (see Fig. 2). The task is
sent first by the UE to the R1 within thd1 , then relayed by the
R1 to the R2 during thd2 , and finally delivered from the R2
to the MEC server in thd3 . The benefit of this relaying case
is no interference to cope with (such as SI) and relays may
support only less complex HD relaying.

Fig. 2: Optimization of HD+HD by setting of each thdn .

To optimize P in (11), we express pn from (1) as a function
of thdn while assuming Chd

n = D/thdn (see (2)), i.e.:

pn =
Kn

gn

(
2

D

thd
n bn − 1

)
, (12)

where Kn = bn (σ + Ib). Then, the sum energy consumption
over all hops is expressed as:

∑

n

En =
∑

n

thdn pn =
∑

n

thdn Kn

gn

(
2

D

thd
n bn − 1

)
. (13)

To optimize B in (11), since the first derivative of Ehd
n with

respect to bn is decreasing with increasing bn, Ehd
n at any n-

th hop is minimized if bn = Bmax. Thus, we can rewrite (11)
for optimizing HD+HD case as:

T = argmin
tHD
n

∑
n

Knt
hd
n

gn

(
2

D

thd
n bn − 1

)

s.t. (11a)− (11c)
(d) bn = Bmax,∀n

(14)

where (14d) ensures that whole bandwidth is used at all hops.

Lemma 1. The optimization problem in (14) and all its
constraints are convex with respect to T .

Proof. The Hessian matrix H corresponding to the objective
function in (14) is:

H =




L2

D

thd1 Bmax

thd1
3
g1

0 0

0 L2

D

thd2 Bmax

thd2
3
g2

0

0 0 L2

D

thd3 Bmax

thd3
3
g3




(15)

where L = (σ + Ib)D
2ln22/Bmax. The entries on the main

diagonal of H are positive for thd1 > 0, thd2 > 0, and thd3 > 0.
Since the diagonal matrix H is positive definite, the objective
function in (14) is convex.

Further, the constraints (11a), (11b), and (14d) are linear,
thus, also convex. Last, using (1) while considering thdn =
D/Chd

n (see (2)), any pn in (11c) can be rewritten as:

thdn ≥ D

Bmax log2(1 +
gnPmax

Kn
)
, (16)



Fig. 3: Optimization of HD+FD - Orthogonal bandwidth by
jointly setting thd1 , tfdo

2 , b2, and b3.

which is convex (linear) with respect to any thdn > 0. ■

Since the optimization problem in (14) and all its con-
straints are convex, any convex optimization method can be
used to solve it optimally. We have adopted CVX [18].

B. HD+FD–Orthogonal relaying case

The second case is the combination of HD (used by R1)
and FD–Orthogonal (used by R2), see Fig. 3. Thus, the task
is first sent to R1 during thd1 using b1. Then, the task is
simultaneously sent from R1 to R2 and from R2 to MEC
server during tfdo

2 = tfdo

3 (neglecting ϵ as explained in
Section II.B) using b2 and b3, respectively. Note that relaying
modes can be switched at R1 and R2. Similarly as in HD+HD
relaying case, the advantage of HD+FD–Orthogonal case is
no SI due to relaying, but devices supporting FD relaying
have to be employed.

Like for HD, we express pn as in (12) for all hops as the
function of time to solve P in (11). Then, the sum energy
consumption is expressed as:

∑

n

En = Ehd
1 + Efdo

2 + Efdo

3 =
thd1 K1

g1

(
2

D

thd
1 b1 − 1

)
+

+
tfdo

2 K2

g2

(
2

D

t
fdo
2 b2 − 1

)
+

tfdo

3 K3

g3

(
2

D

t
fdo
3 b3 − 1

)
. (17)

Further, like for HD, we can assume b1 = Bmax, since this
minimize Ehd

1 . Then, we can reformulate (11) as:

T ,B = argmin
thd
1 ,tfdo

2 ,b2,b3

(
Ehd

1 + Efdo

2 + Efdo

3

)

s.t. (a) thd1 + tfdo

2 ≤ Tmax − tcp

(b) thd1 > 0, tfdo

2 > 0

(c) b2 + b3 ≤ Bmax

(d) b2 > 0, b3 > 0

(e) pn ≤ Pmax,∀n

(18)

where (18a) and (18b) ensure that Tmax is not violated and
the duration of each time slot is positive, respectively, (18c)
assures the sum bandwidth at the second and third hops is
at most Bmax, (18d) guarantees bandwidth of b2 and b3 is
positive, and (18e) is the same as (11c).

Lemma 2. The optimization problem in (18) and all its
constraints are jointly convex with respect to T and B.

Proof. Similar as in the proof to Lemma 1, the first term in
(17) is convex with respect to thd1 . To show that the second
term in (17) is also convex, we prove that for any non-zero
v1, v2 ∈ R we have:

[
v1 v2

] [H11 H12

H21 H22

] [
v1
v2

]
> 0, (19)

where
[
H11 H12

H21 H22

]
is the Hessian matrix for Efdo

2 in (17)

with respect to included variables tfdo

2 and b2. To this end,
the left-hand side in (19) is first expanded and rewritten as:

σ + Ib
g2

(b2
2v21D

2ln2(2)α+ tfdo

2

2
v22D

2ln2(2)α+

2v1v2
(
(tfdo

2 b2)
3(α− 1)− tfdo

2 b2αDln(2)×
(tfdo

2 b2 −Dln(2))
)
) > 0, (20)

where α = 2
D

t
fdo
2 b2 . To prove (20) for any non-zero v1, v2,

according to the Cauchy-Schwarz inequality, it is sufficient to
prove that:

(tfdo

2 b2)
3(2

D

t
fdo
2 b2 − 1)− tfdo

2 b22
D

t
fdo
2 b2 ln(2)×

(tfdo

2 b2 − ln(2)) ≥ −tfdo

2 b2ln2(2)2
D

t
fdo
2 b2 , (21)

or equivalently:

2
D

t
fdo
2 b2 ((tfdo

2 b2)
2 + 2ln2(2)− tfdo

2 b2ln(2)) ≥ (tfdo

2 b2)
2.
(22)

The inequality in (22) always holds since 2
D

t
fdo
2 b2 > 1 and

2ln2(2) − tfdo

2 b2ln(2) > 0. Hence, the Hessian matrix is
positive definite. Similarly, the Hessian matrix for Efdo

3 in
(17) is positive definite with respect to the variables tfdo

3 and
b3. Last, the constraints (18a)–(18e) are all convex (linear)
with respect to the optimization variables. ■

Due to convexity of (18) and all its constraints, we can
again use CVX as in Section IV.A.

C. HD+FD–Shared relaying case

The last case is the one combining HD and FD–Shared
(see Fig. 4). The offloading follows the same principle as
in HD+FD–Orthogonal, but the transmissions at the second
and third hops overlap also in frequency resulting in a more
efficient utilization of communication resources compared to
the previous two relaying cases. Still, the energy consumption
at the second hop is affected by SI (see (6)) while the energy
consumption at the third hop (at the MEC server) is impacted
by interference from R1 (see (7)). Hence, to optimize P in
(11), the transmission power of R1 (i.e., p2) is expressed from
(6) while substituting {1, 2} ⇒ {2, 3} as:

p2 =
K2 + p3g2,2

g2

(
2

D

t
fds
2 b2 − 1

)
. (23)

Similarly, the transmission power of R2 (i.e., p3) is calculated
from (7) assuming tfds

2 = tfds

3 and K2 = K3 (since b2 = b3,



Fig. 4: Optimization of HD+FD - Shared bandwidth by setting
thd1 and tfds

2 .

see Fig. 4), as:

p3 =
K2 + p2g2,3

g3

(
2

D

t
fds
2 b2 − 1

)
. (24)

Next, we solve the system of equations formed by (23) and
(24) in order to express p2 and p3 independently from each
other and only in terms of the other parameters as follows:

p2 =
K2Γ

g2(1− βΓ2)

(
1 +

g2,2Γ

g3

)
,

p3 =
K2Γ

g3(1− βΓ2)

(
1 +

g2,3Γ

g2

)
, (25)

where β =
g2,3g2,2
g2g3

, Γ = 2
D

t
fds
2 b2 − 1.

Then, the energy consumption of this proposed relaying
case is expressed as:

∑

n

En = Ehd
1 + Efds

2 + Efds

3 =
thd1 K1

g1

(
2

D

thd
1 b1 − 1

)
+

+
tfds

2 K2Γ

g2(1− βΓ2)

(
1 +

g2,2Γ

g3

)
+

tfds

2 K2Γ

g3(1− βΓ2)

(
1 +

g2,3Γ

g2

)
.

(26)

Since the whole Bmax is used at all hops, as this minimizes
the energy consumption (as explained in Section IV.A), the
optimization problem in (11) can be formulated as follows:

T = argmin
thd
1 ,tfds

2

(
Ehd

1 + Efds

2 + Efds

3

)

s.t. (a) thd1 + tfds

2 ≤ Tmax − tcp

(b) thd1 > 0, tfds

2 > 0

(11c), (14d)

(27)

where the constraints are analogous to those in (14) and (18).

Lemma 3. The optimization problem in (27) and all its
constraints are convex with respect to T .

Proof. First, Ehd
1 in (27) is convex with respect to thd1 , which

is the only variable from T factoring in Ehd
1 . This can be

proved similarly as shown in the proof to Lemma 1.
Next, we show the convexity of Efds

2 in (27). Since the
Hessian matrix of Efds

2 is too complex, we first decompose
Efds

2 into simpler factors and use the fact that, the mul-
tiplication of any positive, strictly decreasing, and convex

functions is also convex. This fact can be verified via the
equation (fg)′′ = f ′′g + fg′′ + 2f ′g′ for positive, strictly
decreasing, and convex arbitrary functions f and g. Now by
considering the factors tfds

2 K2Γ and 1
g2(1−βΓ2) in Efds

2 taken
from (26), both factors are positive, strictly decreasing, and
convex with respect to tfds

2 . Hence, their multiplication, which
yields the term tfds

2 K2Γ
g2(1−βΓ2) in (27), is convex. In addition, the

multiplication is also positive and strictly decreasing. Next,
the term Γ and hence

(
1 +

g2,2Γ
g3

)
in (26) is strictly decreasing

and convex with respect to tfds

2 . Thus, its multiplication with
the term tfds

2 K2Γ
g2(1−βΓ2) , which yields Efds

2 in (27), is convex.
The third term Efds

3 in (27) is also convex with respect to
tfds

2 , as can be proven analogously to the convexity of Efds

2 .
Last, the constraints in (27) are also convex (linear) with

respect to the optimization variables. ■

Since the optimization problem in (27) and all its con-
straints are convex, we solve it optimally by CVX, analo-
gously as we solve (14) and (18) in Section IV.A and Section
IV.B, respectively.

V. PERFORMANCE EVALUATION

In this section, we first describe the simulation models and
parameters and then analyze the performance of individual
relaying schemes.

A. Simulation models and parameters

For the performance evaluation, we assume the scenario
with one UE offloading tasks via two relays to the MEC
server (see Fig. 5). To get statistically valid results, we average
out the results over 200 000 drops. Within each drop, we
randomly generate: i) tasks parameters D and c, ii) distance
between the UE and the MEC server between 25 and 150 m,
and iii) positions of the relays within the areas shown in Fig.
5. This random generation of the relays’ positions substitutes
the relay selection process and each drop represents a case

Fig. 5: Simulation scenario.

TABLE I: Parameters and settings for simulations

Parameter Value Parameter Value
distance (d) 25-150 m Ib -150 dBm/Hz
Carrier freq. 2 GHz D [0.5 2] Mbits [2]
Bmax 20 MHz c [1.5 2]x103 cyc./bit [2]
Pmax 100 mW Fu [0.5 2]x109 cycles/s [2]
σ -174 dBm/Hz FM 40x109 cycles/s [2]
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Fig. 6: Effect of Tmax on: a) probability that Tmax is met, b) average energy consumption per successfully offloaded task, c)
normalized energy consumption when only tasks successfully offloaded within Tmax by direct offloading are considered.

with relay at random positions. We adopt general modified
COST 231 Hata path loss model at 2 GHz. All important
simulation parameters are summarized in Table I.

We compare the results of multi-hop offloading with:
i) local computing at the UE with computing power (Fu)
randomly generated in each drop, ii) direct offloading to the
MEC server without relays, iii) offloading via only relay
working in HD usually considered in the related state-of-the-
art works (denoted as 2-hop (HD)), iv) offloading via multi-
hop (i.e., two relays) with HD at both relays while relaying is
not optimized, as considered in [10]-[16] (denoted as 3-hop
(HD+HD) w/o opt.)

B. Results

In Fig. 6a, we investigate the probability that the tasks are
successfully processed within Tmax. Following the intuition,
the probability that the tasks are successfully processed in-
creases with Tmax for all investigated schemes, as there is
more available time to process the tasks. Since we target tasks
with relatively high requirements on computation, the local
computing is not efficient with only up to 5% probability
that tasks are processed within Tmax. The direct offloading
of tasks to MEC server significantly increases the probability
that Tmax is met (up to 60%). The introduction of relaying
notably improves the performance of the offloading so that
2-hop relaying and 3-hop relaying without optimization leads
to the probability of successful task processing within Tmax

up to 79.5% and 84.2%, respectively, if Tmax = 0.6 s.
Now, let’s discuss the probability of successful processing

within Tmax of the proposed optimized multi-hop relaying
cases described in Section IV. The superior performance is
provided by the multi-hop relaying combining HD and FD–
shared, outperforming the direct offloading, 2-hop relaying,
and conventional 3-hop relaying without optimization in terms
of probability of Tmax being met by up to 99.7%, 41.3%,
and 38%, respectively. Among the proposed multi-relaying
approaches, the worst performance is observed for HD+HD,
as it is less spectrum efficient. Still even this scheme out-
performs direct computing, 2-hop relaying, and conventional

3-hop relaying without optimization in terms of probability
Tmax is met by up to 74.3%, 23.3%, and 20.4%, respectively.

In Fig. 6b, we analyze the average energy consumed per the
task successfully processed within Tmax. We demonstrate that
the average energy consumption increases with Tmax since,
generally, offloading can take longer, thus consuming more
energy. As expected, the highest energy consumption is spent
by the direct offloading. The energy consumption is decreased
by more than 30% if 2-hop relaying is introduced. Further
significant decrease in the energy consumption (nearly 3 times
compared to the direct offloading) is observed for the multi-
hop relaying. If the multi-hop relaying is not optimized, it
can even consume less energy than the proposed multi-hop
relaying cases. This is due to the fact that the optimization
of multi-hop relaying allows to accommodate also more
demanding tasks within Tmax that cannot be processed suc-
cessfully without the proposed optimization. However, these
more demanding tasks cost more energy during offloading.
As a result, the average energy consumption per successfully
offloaded task is increased.

To make the comparison of energy consumed per task fair,
in Fig. 6c, we show the normalized energy consumption, i.e.,
the energy consumption over only those tasks successfully
offloaded by all compared schemes. Note that the direct
offloading is omitted in Fig. 6c to keep a reasonable scale
of the y-axis and also since the energy consumption for
the direct offloading is, in fact, the same as in Fig. 6b.
Fig. 6c demonstrates that the best performance is yielded by
proposed multi-hop relaying combining HD with FD–shared
as it decreases the energy consumption when compared to 2-
hop and 3-hop relayings without optimization by up to 51.2%
and 28%, respectively.

VI. CONCLUSIONS

In this paper, we have focused on offloading of highly
computationally demanding tasks to MEC via multi-hop re-
laying. We have introduced and optimized several relaying
cases combining half and full duplex relaying at individual
relays. We have demonstrated multi-hop relaying improves the



offloading experience while decreases the energy consumption
of energy-constrained devices involved in the relaying. This
paper is an initial work and a joint optimization of multi-
hop relaying and relay selection should be carried out in the
future.
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Abstract—The caching paradigm has been introduced to al-
leviate backhaul traffic load and to reduce latencies due to
massive never ending increase in data traffic. To fully exploit the
benefits offered by caching, unmanned aerial vehicles (UAVs) and
device-to-device (D2D) communication can be further utilized. In
contrast to prior works, that strictly limits the content delivery
routes up to two hops, we explore a multi-hop communications
scenario, where the UAVs, the UEs, or both can relay the content
to individual users. In this context, we formulate the problem
for joint route selection and power allocation to minimize the
overall system content delivery duration. First, motivated by
the limitations of existing works, we consider the case where
the nodes may transmit content simultaneously rather than
sequentially and propose simple yet effective approach to allocate
the transmission power. Second, we design a low-complexity
greedy algorithm jointly handling route selection and power
allocation. The simulation results demonstrate that the proposed
greedy algorithm outperforms the benchmark algorithm by up
to 56.98% in terms of content delivery duration while it achieves
close-to-optimal performance.

Index Terms—caching, UAV, D2D relaying, route selection,
power allocation, content delivery duration

I. INTRODUCTION

The emerging 6G-based mobile networks will have to
cope with unprecedented data transmissions originated form
plethora of communicating devices, such as smartphones,
sensors, vehicles, or any internet of things (IoT) devices. This
will inevitably pose high requirements on provided data rates
over backhaul and experienced latencies. To alleviate backhaul
load and to enable low latencies, caching of popular content
seems to be a very promising approach [1]. Obviously, the
popular content should be cached in proximity of a user
equipment (UE), such as at a ground base station (GBS).

To improve systems-wide performance, the unmanned aerial
vehicles (UAVs) can be exploited as caching servers as well
[2]. Such cache-enabled UAVs can store popular contents, thus
reducing content delivery duration and backhaul traffic load
[3]. The UAV caching can be particularly beneficial during
peak hours to offload traffic of the GBSs or to mitigate severe
shadowing in urban or mountainous scenarios by leveraging
their ability to establish line-of-sight (LoS) connections with
ground nodes. The mobile networks can also benefit from the
device-to-device (D2D) functionality of UE; to transmit data to
other relaying UEs (RUEs) [4]. In such cached-enable, UAV-
assisted, and D2D-enabled networks, the main challenges are
the selection of proper route over which the content should be

This work was supported by Grant No. SGS23/171/OHK3/3T/13.

traversed in order to reach the UEs, power allocation, content
placement, or UAVs’ deployment.

The problem of route selection and power allocation in
cache-enabled UAV-assisted D2D-enabled cellular network
is considered in many works targeting various objectives,
including optimization of minimum secrecy rate among re-
questing UEs [5], sum throughput [6], and energy efficiency
[7]. Whereas the afore-mentioned studies [5], [6] confine
their scope to direct communication, [7] enables two-hop
communication using UAV-relaying. Still, as the distance
between the source and target nodes increases or the com-
munication environment deteriorates, direct communication
or even two-hop communication with single UAV relay is
generally insufficient to reduce the content delivery duration
[8]. For instance, in a densely populated urban environment,
wireless communication links are susceptible to blockage
by tall buildings. Consequently, the mitigation of such link
blockage problems typically necessitates the employment of
multi-hop communication incorporating both UAV relays and
the RUEs in order to provide sufficient degrees of freedom.

In addition, some studies propose different methods to mini-
mize content delivery duration. For example, in [9], a deep de-
terministic policy gradient-based caching placement strategy is
proposed. In [10], the UAV deployment and content placement
are jointly studied. However, in both [9] and [10], transmission
nodes send contents sequentially rather than simultaneously.
Nevertheless, this approach does not minimize transmission
duration, as the duration is not linearly proportional to the
allocated transmission power.

In this article, we aim to cover the gaps of the existing
related works. We formulate the problem as joint route selec-
tion and power allocation problem minimizing sum content
delivery duration. Unlike [5], [6], [7], where up to 2-hop
communication is enabled, we target multi-hop scenario (i.e.,
more than 2 hops). To the best of our knowledge, no multi-hop
transmission route selection for delivery of cached content has
not been considered so far. The content delivery over multi-
hop transmission is expected to decrease latencies in urban
scenario with many potential obstacles in the communication
path. Note that a deployment of many conventional fixed
GBSs can also decrease latencies, but at significant installment
cost while these GBS would still not be able to cope with
dynamic requirements of users. In addition, compared to [9]
and [10], we assume that each transmitting node can send
several contents simultaneously to further decrease delivery
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Fig. 1: A multi-hop cache-enabled network in urban area.

of cached content.
The enabling of multi-hop communication, however, makes

also the selection of the optimal transmission routes over
which content traverse to the requesting UE a very challenging
task. The reason is that there are many potential transmission
routes for delivering the content to individual UEs. The route
selection also affects the power allocation at GBS, UAVs,
and/or RUEs that can be potentially involved in delivery of
multiple contents, thus impacting the overall content delivery
duration. As a result, the route selection and power allocation
must be handled jointly. We summarize our main contributions
to address above-listed challenges as follows:
• We propose the transmission power allocation managing the

splitting of transmission power budget by each transmitting
node (i.e., the GBS, the UAV, or RUE) to each content cur-
rently being sent. We guarantee the continuous utilization
of the entire transmission power by the transmitting nodes,
resulting in a reduction in the overall transmission duration.

• We propose a low-complexity greedy algorithm that jointly
considers the route selection while exploiting proposed
power allocation.

• We show the proposed greedy algorithm decreases overall
content delivery duration by up to 56.98% in comparison
to the benchmark algorithm. At the same time, we show
that greedy algorithm yields close-to-optimal performance.

The rest of the paper is organized as follows. Section II
introduces the system model and Section III formulates the
problem. In Section IV, we present the proposed greedy based
joint route selection and power allocation algorithm. Section V
introduces the simulation model and competitive algorithms.
In Section VI, simulation findings are examined and discussed.
Finally, we briefly summarize the findings in Section VII.

II. SYSTEM MODEL

This section describes the network model, cache placement
model, and provides details about content delivery duration.

A. Network Model

We consider a cache-enabled, UAV-assisted, and D2D-
enabled cellular network, as depicted in Fig. 1. The network is

composed from K + 1 BSs including one GBS and K UAVs
acting as flying BSs. Further, we assume there are U UEs in
the system from which N are asking for delivery of a content.
We consider that the UEs currently not requesting the content
can serve as the RUEs, i.e., there are R = U −N RUEs. Note
that relaying accomplished by the UEs can be facilitated by
D2D relaying concept [4]. The content can be, then, delivered
to the UEs: i) directly by the GBS, ii) directly by the one of
the UAVs that can reduce content delivery duration by caching
popular content requested by the UEs in cache repositories, or
iii) by relaying the content either via the UAV and/or RUEs.

Both the UAVs and RUEs operate in half-duplex mode
[19]. We limit the number of relaying nodes for delivery of
content up to two (i.e., up to 3-hop communication) as more
relaying nodes usually yield only minimal gains in delivery
duration while the complexity is increased significantly [4].
Considering that the content can be delivered directly by the
GBS or UAVs, and through 2-hop or 3-hop routes, there is M
possible transmission route options for any requesting UE.

B. Cache Placement Model
We assume the UEs can pick out of F contents, where

the size of f -th content is Sf . The users’ requests are
determined by a content popularity distribution, denoted as
p = {p1, p2, . . . , pF }. Here, pf represents the probability of
a request for content f whilst

∑
f pf = 1. The popularity of

the contents is inherent to them, and it is assumed that the
distribution of their popularity follows the Zipf distribution
[11], described as pf = f−γ/

∑F
j=1 j

−γ , where γ is the Zipf
exponent indicating the degree of skewness in popularity.

We assume all the contents are stored at GBS while the
UAVs store only a subset of the content catalog due to their
limited storage capacity. In other words, the UAVs can only
cache a part of the files. In accordance with the caching
probabilities pf , each k-th UAV stochastically generates a
collection of contents Fk to be cached, as outlined in the
probabilistic content caching approach introduced in [12].

C. Content Delivery Duration
The subset of nodes that will deliver content requested by

the UE depends on both the cache status of the UAVs and the
condition of the wireless channels. We assume that the entire
bandwidth B is divided into N orthogonal channels, so that
the n-th UE requesting a content is assigned a channel with
a bandwidth of Bn. Notice that the bandwidth allocation falls
outside the purview of this article, and our proposed method
is applicable to any arbitrary allocation of bandwidth. Hence,
we assume that B is split equally among N requesting UEs.

The content delivery duration for the f -th content requested
by the n-th UE whilst using the m-th transmission route
including Hm hops is defined as follows:

tn,f,m =

Hm∑

hm=1

Sf

Bn log2(1 +
phm
f ghm

Bn(σ0+Ib)
)
, (1)

where phm

f denotes the transmission power of the node ex-
ploited in the hm-th hop on the m-th transmission route to



deliver the f -th content to the requesting UE, ghm represents
the channel gain at the hm-th hop of the m-th transmission
route, σ0 is the noise power, and Ib represents the background
interference received from neighboring transmitters.

We assume that each transmitter (GBS, UAV, or RUE) can
transmit multiple contents simultaneously. Note that this is
reasonable assumption as the GBS usually transmits different
data to different users albeit at different frequencies. In such
case, the delivery duration in (1) is affected by the number
of contents sent at the same time since available transmission
power budget at the transmitter has to be distributed among
all contents. To ensure that maximum transmission power is
not violated, we introduce two indicators yk,f,m and vr,f,m,
to keep track on whether the k-th BS and/or the r-th RUE
are in the m-th transmission route selected for the f -th content
delivery, respectively. The yk,f,m and vr,f,m are equal to 1 if
the k-th BS and the r-th RUE are on the m-th transmission
route, respectively, and 0 otherwise.

III. PROBLEM FORMULATION

The objective of this article is to jointly optimize route
selection X∗ and power allocation P∗, aiming to minimize the
content delivery duration of the requesting UEs. We denote the
route selection indicator by xn,f,m ∈ {0, 1}, where xn,f,m = 1
when the n-th UE requests the f -th content from the m-th route,
and xn,f,m = 0 otherwise. Then, the targeted optimization
problem is formulated as follows:

X∗, P ∗ = min
X,P

∑

n

∑

f

∑

m

xn,f,mtn,f,m (2)

s.t. (c1)
∑

n

∑

f

Pkyk,f,m ≤ Pmax
k ,∀k (3)

(c2)
∑

n

∑

f

Prvr,f,m ≤ Pmax
r ,∀r (4)

(c3)
∑

m

xn,f,m ≤ 1,∀n, f (5)

(c4) Hm ≤ Hmax,∀m (6)

where (c1) and (c2) ensure that the total transmission power
allocated by any BS and RUEs sending the content(s) does
not exceed Pmax

k and Pmax
r , respectively, (c3) ensures each

content traverse via one unique route, and (c4) limits the
maximum number of hops Hmax for any m-th route.

The optimization problem can be classified as a mixed
integer non-linear programming (MINLP) problem due to
integer constraint (c3) while the objective function is non-
linear with respect to power allocation (see expression of
tn,f,m in (1)). These problems are NP-hard, meaning that
there is no known polynomial-time algorithm for solving them
optimally. The problem is very complicated also since route
selection X and transmission power allocation P are coupled
problems that should be solved jointly, as the selection of
transmission routes depends on the relationship between the
requesting user and the nodes, while power allocation affects
this relationship.

Fig. 2: Principle of power splitting among multiple contents.

One way to find the optimal solution is to use a brute-
force search. The brute-force has, however, huge complexity
(O(MN )) even for small number of UAVs, the UEs requesting
content and the RUEs since all possible route combinations
have to be tested. One approach to reduce the complexity
of brute-force search is to exclude “bad” combinations that
are not able to outperform direct route, e.g., the combinations
where the content delivery duration over any hop is actually
higher than a direct route. Unfortunately, even this reduction
does not make the problem solvable in polynomial time.

IV. PROPOSED SCHEME FOR CONTENT DELIVERY

This section explains the power allocation principle that is
further exploited in proposed greedy algorithm.

A. Power Allocation

Let’s first explain the proposed power allocation principle
adopted during the following route selection process. The
proposed power allocation deals with the problem when any
transmitting node is about to transmit more than one content
simultaneously. Of course, each content can be simply sent
in a sequential manner, where the transmitting node allocates
whole power budget to transmit the first content, then to the
second content, and so on (see Fig. 2a), where content 1 is send
first and then follow content 2 and content 3) [10]. This option
is not minimizing transmission duration since the duration is
not linearly proportional to the transmission power allocated
for the transmission (see (1)).

To this end, we propose an approach where each transmit-
ting node can, in fact, transmit several contents simultaneously
in order to decrease overall transmission duration of the
contents while constraints (c1) and (c2) in (2) are not violated.
We assume here that the whole transmission power is split
equally among individual contents that are being currently
transmitted. Note that the optimization of the power splitting
itself is left for future research due to limited page number.
Since, in general, each content can have different size and can
be transmitted over different channels, the transmission of each
content can take different transmission duration as well. If the
transmission power allocated to each content would remain the
same, however, this would inevitably prolong the transmission
duration of some contents, as transmission power used to send
each content is not always fully used, as illustrated in Fig. 2b.



Hence, we propose that the transmission power allocated
to each content is redistributed among the contents after each
individual content is fully transmitted to the receiving node.
In other words, we ensure that the whole transmission power
is used all the time by the transmitting node and, thus, the
total transmission duration is reduced by our approach. This
is illustrated in Fig. 2c where after content 1 is already
transmitted, power is re-allocated to transmit content 2 and 3.
Then, when also content 2 is finished, the whole transmission
power can be allocated just to transmit the rest of content 3.

In the sequel, we describe in detail the route selection pro-
cess, where the above-explained power allocation is exploited.

B. Proposed Joint Route Selection and Power Allocation

The main challenge of the problem in (2) is that there are
plenty of possible routes over which each content can be sent
to the individual requesting UEs. Besides, the selection of
route is affected by the number of contents sent by each node
and, subsequently, the content delivery duration. The reason is
that if any node is sending multiple contents simultaneously,
it has inevitably less transmission power that can be allocated
to each content, which affects the selection process. Conse-
quently, the route selection and power allocation at individual
nodes involved in content delivery must be handled jointly.
Thus, we propose a greedy approach solving the problem at
reasonable complexity, summarized in Algorithm 1.

At the very beginning, Algorithm 1 selects for each request-
ing UE the potential source options (Ln) distinguishing which
nodes have the requested content (see line 1 in Algorithm 1).
Obviously, if no UAV has the requested content, the GBS is
always selected as the source option. Otherwise, more than one
source options are available. Then, for any n-th UE requesting
f -th content, Algorithm 1 calculates content delivery durations
for all source options, denoted as tn,f,m′ , where m′ indicates
only direct routes out of all potential routes (line 2). Next, the
direct route selection indicator xn,f,m′ is initialized to 0 for
all n and m′, indicating that no UE requesting content f -th has
yet selected any direct route (line 3). The direct route for each
requesting UE is selected in a sequential manner based on the
content delivery duration. In particular, at each iteration, the
direct route with the lowest content delivery duration, denoted
as tn,f,d, is selected for each UE (line 5) and xn,f,m′ is set to
1 to indicate that the direct route is selected (line 6). To ensure
that the selected route is not selected repeatedly, the content
delivery durations of each direct transmission route for the n-th
requesting UE are set to infinity (line 7). Following the power
re-allocation at the BS on the selected direct route according
to the route selection (done in line with proposed re-allocation
shown in Fig. 2c), content delivery durations are updated for
the UEs for which the direct route is not yet selected (line
8). The steps in lines 5-8 are repeated each requesting UE is
assigned a direct route.

After the selection of direct route is finished, a decision
if a multi-hop route would be more beneficial in terms of
delivery content duration follows. Thus, we first calculate a
multi-hop gain representing the duration reduction if any n-th

UE requesting the f -th content would select any m′′-th multi-
hop route (i.e., tn,f,m′′ ) instead of a direct one as (line 10):

Gn,f,m′′ ,=

{
tn,f,d − tn,f,m′′ − tm′′ , if Gn,f,m′′ > 0

0, otherwise
(7)

where tm′′ represents an overall prolongation of content deliv-
ery duration for other UEs that are already using some nodes at
m′′-th route to deliver their content. The reason why tm′′ needs
to be considered in (7) is that if some transmitting node(s)
at m′′-th route are already involved in transmission of other
contents for different UEs, the transmitting node(s) must split
transmission power as discussed in Section III.A, resulting in
prolongation of content delivery duration. On the other hand, if
transmitting node in m′′ route send no content at the moment
tm′′ is 0. If resulting Gn,f,m′′ in (7) is positive, a multi-hop
route is more beneficial to the requesting UE. Otherwise, direct
route is kept and Gn,f,m′′ is set to 0, since multi-hop route
would increase the overall delivery duration.

In the next step, the multi-hop gains between all requested
UEs and transmission routes are inserted into a multi-hop gain
matrix G, which is of dimension N×M−(K+1) (excluding
direct routes), as showed in line 11. In addition, route selection
indicator xn,f,m′′ is initially set to 0 for all n and m′′ to
indicate that no requesting UE has selected yet any multi-hop
transmission route to receive the f -th content (line 12).

Now, the following steps are repeated as long as there is at
least one positive entry in G. The Algorithm 1 first selects the
maximum multi-hop gain in G, as this selection decreases the
overall content delivery duration by the highest degree (i.e.,
Algorithm 1 finds max(Gn,f,m′′ ), line 14). Then, xn,f,m′′ is
set to 1 to indicate direct route is changed to multi-hop route
(line 15). Then, all entries in n-th row of G are set to 0, as
this UE cannot select any other transmission route to receive
the requested content (line 16).

Next, the Algorithm 1 also has to update all remaining
positive entries in G (if any) that include nodes of m′′-th
multi-hop route according to (7) (line 17). The reason is that
the potential gains are decreased as transmission power would
need to be divided among more contents. Of course, this
also means that the content delivery durations of the UEs

Algorithm 1 Proposed Joint Route Selection and Power Allocation

1: Generate a list of potential source options Ln for each UE n
2: Calculate tn,f,m′ , ∀n, ∀m′ ∈ Ln

3: Set xn,f,m′ = 0, ∀n,m′

4: repeat
5: tn,f,d ← min(tn,f,m′ ), ∀n
6: xn,f,m′ = 1
7: Set n-th row in tn,f,m′ to ∞
8: Update tn,f,m′ with power re-allocation
9: until all UEs requesting content are assinged to a direct route

10: Calculate Gn,f,m′′ , ∀n,m′′

11: Create matrix G
12: Set xn,f,m′′ = 0, ∀n,m′′

13: while max(Gn,f,m′′ ) > 0 do
14: {n, f,m′′} ← max(Gn,f,m′′ ) ∈ G
15: xn,f,m′′ = 1
16: Set n-th row in G to 0
17: Update G, using (7) with power re-allocation
18: end while



that have already selected multi-hop route including these
nodes in their transmission routes would be affected. Thus,
the increase in overall content delivery duration should be less
than the potential reduction achieved by new UEs selecting
transmission routes. Therefore, this effect is reflected in the
recalculation in G via tm′′ with the updated power allocations.

Algorithm 1 repeatedly executes lines 14-17 until there are
no more positive inputs in the relaying gain matrix G. In each
iteration, the system updates the power allocation and selects
the route with the highest relaying gain accordingly. Note that
requesting UEs that do not select a multi-hop transmission
route receive their content via the direct route.

Algorithm 1 has, in the worst case, a time complexity of
O([M − (K + 1)]

∑N
n=1 n) = O(N2[M − (K + 1)]), which

means that the time it takes to run the algorithm grows linearly
with the number of transmission routes (M ) and quadratically
with the number of requesting UEs (N ).

V. SIMULATION SETUP AND COMPETITIVE ALGORITHMS

To investigate and validate the proposed model, we per-
formed simulations in MATLAB. We consider a 500 × 500
m reference cell with multiple buildings to imitate an urban
environment (see [19] for more details). The height of each
building is randomly generated between 20 and 29 m. The
GBS is placed in a fixed position in the upper left corner
of the building, near the cell center. Furthermore, 4 UAVs
are placed in the simulation area. The positions of the UAVs
are determined by K-means clustering, based on the positions
of the UEs. Last, we consider 100 UEs from whom up
to 30 are requesting the content while other can serve as
RUEs. Since the GBS and UAVs are above buildings, they
communicate with each other via LoS. On the contrary, the
communication path between the GBS/UAVs and the UEs can
be obstructed by one or several buildings, each attenuating
the signal by additional 20 dB. We run the simulations for
1000 drops. In each such drop, we randomly generate the
building heights, the current contents cached at the UAVs, and
the UEs locations according to which the UAVs locations are
determined. Then, we average the simulation results over all
drops. The simulation parameters are summarized in Table I.

The section with results presents the findings of two pro-
posed approaches. The first approach performs joint route
selection and power allocation while proposed power allo-
cation is not adopted (labeled as “Proposal: w/o PA”). The
second approach is the whole proposal where also proposed
power allocation is used (Proposal: with PA). The perfor-
mance of the proposal is compared with benchmark algorithm
(labeled as “Benchmark”), where the transmission route is
selected based on caching status and maximum biased received
power [13]. Further, we show the performance of brute-
force algorithm to show how close to optimal the proposed
greedy approach performs. The brute-force algorithm checks
all possible transmission routes for each requesting UE and
selects the transmission routes that provide the optimal average
content delivery time. We illustrate the results for both the
case w/o proposed power allocation (Brute-force: w/o PA) and

TABLE I: Simulation parameters

Parameter Value
Carrier frequency 2 GHz
Simulation area of the reference cell 500x500 m
No. of UAVs (K), UEs (U), req. UEs (N) 4 [14], 100, 1-30 [13]
Bandwidth (B) 20 MHz [15]
Channel bandwidth allocated to the B/N MHz
requesting UEs (Bn)
Max. trans. power of GBS, UAVs and RUEs 30, 27, 23 dBm
Antenna gain of the GBS, and UAVs 3 dB
Noise spectral density -174 dBm/Hz
Mean interference from adjacent cells Ib -130 dBm/Hz [16]
Height of the GBS, UAVs, UEs antenna 35, 100, 1.5 m
Zipf exponent (γ) 0.5 [17]
Content catalog of the GBS, and UAVs 50, 10 files [18]
Content size 10 Mbits [11]
Number of simulation drops 1000

with power allocation enabled (Brute-force: with PA). Note
that the brute-force algorithms are only shown for a limited
number of requesting UEs because the complexity of testing
all transmission route combinations grows exponentially with
the number of UEs.

VI. SIMULATION RESULTS

Fig. 3 illustrates the average content delivery durations
achieved by different schemes for different number of request-
ing UEs. From Fig. 3 can be observed that the content delivery
duration of all schemes rises when the number of requesting
UEs in the system increases. This is because bandwidth B
is divided among a larger number of requesting UEs. Still,
the proposed algorithm always outperforms the benchmark
algorithm. Take the 30 requesting UEs in Fig. 3 as an example,
compared to the benchmark algorithm, the proposed route se-
lection algorithm yields 53.69% gain in terms of reducing the
average content delivery duration; this confirms the benefits
of the proposed route selection algorithm. This is because
the benchmarking algorithm sends the contents sequentially,
as shown in Fig. 2a. Furthermore, employing the joint route
selection and power allocation algorithm yields a 56.98% gain
over the benchmark algorithm.

Fig. 3 also demonstrates that the proposed algorithm pro-
vides close performance to the brute-force algorithm in terms
of content delivery duration. Specifically, the gap between the
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Fig. 4: CDF of content delivery duration for 20 requesting
UEs (left figure) and 30 requesting UEs (right figure).

proposed route selection algorithm without power allocation
and the brute-force algorithm is only up to 0.52%. Similarly,
the gap between the proposed joint route selection and power
allocation algorithm and the brute-force algorithm with power
allocation is up to 0.30%. The results presented herein provide
evidence that the proposed greedy algorithm exhibits a strong
correlation in route selection with the brute-force algorithm
for content delivery.

While the previous figure showed the average content de-
livery duration, it does not give any insight on distribution
of actual durations. Thus, we also the cumulative distribution
function (CDF) of content delivery duration for individual
algorithms in Fig. 4. Then, for any given confidence level,
the confidence interval for the content delivery duration can
be obtained from the CDF curve. Note that since we show
results for 20 and 30 requesting UEs in Fig. 4a and Fig. 4b,
respectively, we are not able to include brute-force algorithm
due to its huge complexity. The benchmark algorithm’s CDF
curve in Fig. 4 exhibits a prolonged plateau that extends well
beyond the content delivery durations of most UEs, so the
CDF does not reaching 1 in given interval. This suggests
that a small fraction of UEs experience significantly longer
delivery durations compared to the majority, highlighting
the benchmark algorithm’s inefficiency in handling outlier
cases. Fig. 4 further shows that the proposed route selection
algorithm achieves lower content delivery duration than the
benchmark algorithm. In particular, for a high number of
requesting UEs, the proposed greedy algorithm produces more
consistent results than the benchmark algorithm. For instance,
when N = 20 (Fig. 4a), roughly 99% and 85% of requested
UEs, respectively, receive their content within 10 s using the
proposed joint route selection and power allocation algorithm
and the benchmark algorithm. When N = 30 (Fig. 4b), roughly
77% and 55% of requested UEs, respectively, receive their
content within 10 s using the proposed joint route selection
and power allocation algorithm and the benchmark algorithm.

The result confirms that proposed scheme is an effective
solution to defined problem. Besides, the more users are
requesting the content, the more significant gap between
proposed algorithm and benchmark. These are encouraging
results considering the fact that, in general, number of UEs in
the future 6G networks is assumed to grow exponentially.

VII. CONCLUSION

In this article, we have shed light on the problem of joint
route selection and power allocation in multi-hop- and cache-
enabled networks. Since the defined problem is a mixed-
integer non-linear programming problem, thus NP-hard, we
have also designed a greedy-based algorithm efficiently man-
aging jointly route selection and power allocation. We have
demonstrated that the proposed greedy algorithm reduces
overall content delivery duration by up to 56.98% compared
to the close related benchmark algorithm while it yields close-
to-optimal performance. In the future, the proposed model can
be extended by the optimization of power splitting among
individual contents, incentivization of relaying users, or smart
positioning of the unmanned aerial vehicles.
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