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Obor: Aplikovaná informatika

Druh práce: Bakalářská práce
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Introduction

Sorting algorithms are a significant and well-studied part of computer science, which is why they
are included in the curriculum of most study programs focused on information technology. Therefore,
it is crucial that students can easily understand them. Visualisation applications can, therefore, serve
such a purpose. Despite the fact that there are several web applications on the market dealing with this
issue, e.g. [5, 25], not all of them have sufficient educational potential. These web applications are often
not a sufficient source of information for students. For example, they tend to miss pseudocode or step
descriptions, which can be a very useful tool for understanding sorting algorithms.

The aim of this Bachelor’s Degree Project is to create a web application whose content will be ad-
justed to the Basics of Algorithmization course. It should visualise the basic sorting algorithms discussed
in this course and allow their speed comparison. It will eliminate above mentioned problems, will be
user-friendly and interactive, and should be a sufficient source of information for understanding the se-
lected sorting algorithms. The application should provide the students with the opportunity to experiment
with these algorithms for better understanding of their efficiency and logic.

This Bachelor’s Degree Project consists of six chapters. Chapters 1 and 2 deal with the theory of al-
gorithms in general and the theory of selected sorting algorithms. Their time and memory requirements
are also mentioned here, as this information is stated in the application and is also reflected when com-
paring the algorithm speed. Chapter 3 is devoted to a comprehensive analysis of existing visualisation
web applications and the comparison of their strengths and weaknesses. Based on this analysis, a clear
list of requirements is subsequently made. Chapter 4 describes the technologies used. Chapter 5 then
goes into details of the design and implementation of the application, as well as the description of the
logic that runs the application. Chapter 6 describes and summarizes user testing, including subsequent
changes made.
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Chapter 1

Theory of algorithms

This chapter is dedicated to refreshing the basic concepts related to the theory of algorithms. Specif-
ically, it covers the definition of the algorithm and the time and space complexity with respect to the
sorting algorithms, as they are the main subjects of this work. This chapter is based on [11, 13].

1.1 Definition of algorithm

Throughout the history, the definition of an algorithm has changed its meaning several times. At
present, an algorithm can be understood as a procedure or a recipe for solving certain problems. Within
the sequence of steps, the algorithm transforms an input into an output. However, this procedure has to
satisfy several criteria to be called an algorithm:

1. Finiteness – The number of steps of an algorithm is always finite.

2. Definiteness – An algorithm itself is firmly defined, and so are its steps.

3. Input – An algorithm is externally supplied by zero or more quantities.

4. Output – An algorithm produces at least one quantity.

5. Effectiveness – Each step of an algorithm is expected to be effective. Steps are elementary and can
be performed precisely and in a finite time.

1.2 Time complexity

Time complexity is the amount of time required to complete an algorithm. It is necessary to take it
into account while working with large data sets, especially with regard to sorting algorithms. There are
three types of time complexity:

1. Average case – Average running time required to complete an algorithm.

2. Worst case – Maximum amount of time required to complete an algorithm.

3. Best case – Minimum amount of time required to complete an algorithm.
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Figure 1.1: Common time complexities of sorting algorithms

Time complexity is written using the notation O(g(n)), where g(n) is the asymptotic time complexity
function of an algorithm. Figure 1.1 graphically represents the most common time complexities of
sorting algorithms.

1.3 Space complexity

Space complexity is the amount of memory required by an algorithm to complete. A memory used
for the input itself is not a part of the space complexity. Thus, the object of interest is the maximum
number of elementary memory cells which are used at the moment. Like the time complexity, the space
complexity is written using the notation O(g(n)), where g(n) is the function expressing the number of
memory cells used by an algorithm and n is the size of an input.

Algorithms are divided into:

1. In-place – Algorithms whose memory usage does not depend on the input size.

2. Out-of-place – Algorithms which are not considered in-place.
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Chapter 2

Sorting algorithms

Sorting algorithms are a large and very well-studied part of computing science. The way how the
data are sorted may highly influence the speed and difficulty of working with them. Therefore, sorting
algorithms are widely used.

Their task is to sort the data in a particular order. These are most often numbers, which are sorted
by a numerical value in ascending or descending order. However, the input can be elements of any type,
but always of the same one. This chapter uses strictly numerical value examples of an ascending sorting
order. Additionally, all the sorting mentioned algorithms are iterative as they are used in this form in the
application.

2.1 Insertion sort

Insertion sort [4] is usually described as a method used by card players. The left hand represents the
sorted part of the cards, and the deck of cards on the table is the unsorted part. This analogy describes
how the algorithm works.

In general, insertion sort is very efficient while working with a small number of elements or while
the elements are nearly sorted because, in these cases, the sorting can be done in linear time. However,
the worst case of this algorithm is quadratic complexity. Therefore, this algorithm is often used as a part
of other more complex algorithms.

Algorithm 1 Insertion sort
1: procedure Insertionsort(A)
2: for i← 1 to A.length − 1 do
3: temp← A[i]
4: j← i − 1
5: while j >= 0 ∧ A[ j] > temp do
6: A[ j + 1]← A[ j]
7: j← j − 1
8: A[ j + 1]← temp

The name of the algorithm already suggests how the algorithm works. The principle lies in inserting
elements into the final list. As mentioned above in the example with cards, elements are conceptually
divided into a sorted and unsorted part. The first element is trivially sorted, and it is considered to be
on the left side. Therefore, the insertion starts with the second element from the left. The algorithm

4



gradually goes through all the elements in the unsorted part and compares the current element with
already sorted ones, usually from the right to the left, to find its correct position where the element is
later placed. If the current element is not smaller than the elements in the sorted part, it stays in place
(see Figure 2.1(d)). Since the values of individual sorted elements are changed during the insertion of
the current element, the value of this element is saved in the temporal variable.
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Figure 2.1: Example of a process of the insertion algorithm where (a)-(e) represent iterations of the
algorithm and (f) is the completely sorted array. The light grey colour shows the sorted part, and the dark
grey colour shows the current element.

2.2 Binary insertion sort

Binary insertion sort [28, 29] is basically insertion sort improved by binary search used for finding
the right place for the current element. Basic insertion sort uses the linear search to find the location,
which results in the comparison complexity of O(n). However, when the binary search is used instead,
the comparison complexity is reduced to O(log(n)). Despite this reduction, the algorithm still needs to
move all elements in the array when the correct position is found. This results in the time complexity of
O(n2), which is the same as basic insertion sort.

Although pseudocode Algorithm 2 may look significantly different, the only difference is that the
algorithm does not go through all the elements in the sorted part. Instead, it finds the correct position of
the current element with a binary search represented by the while loop.
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Algorithm 2 Binary Insertion sort

1: procedure BinaryInsertionsort(A)
2: for i← 1 to A.length − 1 do
3: temp← A[i]
4: le f t ← 0
5: right ← i − 1
6: while le f t <= right do ▷ Binary search
7: mid ← ⌊(le f t + right) div 2⌋
8: if temp < A[m] then
9: right ← mid − 1

10: else
11: le f t ← mid + 1
12: for j← i − 1 downto le f t do
13: A[ j + 1]← A[ j]
14: A[le f t]← temp

2.3 Selection sort

Selection sort [27] can be called the opposite of insertion sort. Instead of picking a particular element
and finding the place, it picks a particular place and finds the smallest or the largest element. Furthermore,
looking at Figure 2.2, it is clear that selection sort requires a smaller number of moves. However, the
number of comparisons is much higher. This means that insertion sort and selection sort have exactly
opposite advantages. However, these algorithms still have many similarities. They require minimum
extra memory, are good with small data sets and are trivial.

Algorithm 3 Selection sort
1: procedure Selectionsort(A)
2: for i← 0 to A.length − 2 do
3: min← i
4: for j← i + 1 to A.length − 1 do
5: if A[ j] < A[min] then
6: min← j
7: temp← A[min]
8: A[min]← A[i]
9: A[i]← temp

The algorithm conceptually divides sequences into the sorted and the unsorted part. The sorted part
is empty at the beginning and is considered to be on the left. The algorithm then goes through all the
elements in the unsorted part and finds the minimum, which is then swapped with the first element of the
unsorted part. After inserting the minimum into the correct position, it becomes an element of the sorted
part, and the unsorted part is decremented. This process continues until the unsorted part is empty.
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Figure 2.2: Example of a process of selection sort algorithm where (a)-(e) represent iterations of the
algorithm and (f) is a completely sorted array. Light grey shows the sorted part, darker grey shows the
smallest element, and the darkest colour marks the place where the smallest element will be moved.

2.4 Bubble sort

This part is based on [27, 28]. The name of this algorithm was derived from the idea of rising bubbles
in soda drinks, where large bubbles gradually rise to the top. This means that the algorithm repeatedly
goes through the whole list, moving the largest elements one by one to the end of the list. It is obvious
that bubble sort is not very efficient as its complexity is quadratic. However, it is considered to be one of
the easiest sorting algorithms and is often used as the first example.

Algorithm 4 Bubble sort
1: procedure Bubblesort(A)
2: for i← 0 downto A.lenght − 2 do
3: for j← 0 to A.lenght − i − 2 do
4: if A[ j] > A[ j + 1] then
5: temp← A[ j + 1]
6: A[ j + 1]← A[ j]
7: A[ j]← temp

As mentioned above, the algorithm goes through the whole list repeatedly, exactly n−1 times, where
n is a number of elements in the list. In every iteration, the algorithm selects an element and compares
it with the adjacent element, and if the left element is bigger, it swaps them. As it always compares two
elements, it cannot select a single element at the end or beginning of the list. At the end of the iteration,
the last element standing is marked as sorted.
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Figure 2.3: Example of the first round of bubble sort algorithm, where (a)-(e) represent iterations of the
inner for loop of the algorithm and (f) is a completed round. Light grey shows the sorted element, and
the dark grey colour shows the current elements.

2.5 Shaker sort

Shaker sort [27, 28] (sometimes called the cocktail-shaker sort [11, p. 110]) is an upgraded version
of bubble sort. The algorithm goes both ways, unlike bubble sort. When the algorithm goes forward,
it moves large elements to the end, and when it goes backwards, it moves small elements to the start.
Despite this upgrade, the complexity of the algorithm is still quadratic.

Algorithm 5 Shaker sort
1: procedure Shakersort(A)
2: start ← 0; end ← A.length − 1; swapped ← true
3: while swapped do
4: swapped ← f alse
5: for i← start to end − 1 do
6: if A[i] > A[i + 1] then
7: temp← A[i + 1]
8: A[i + 1]← A[i]
9: A[i]← temp

10: swapped ← true
11: if swapped = f alse then break
12: swapped ← f alse
13: end ← end − 1
14: for j← end − 1 downto start do
15: if A[ j] > A[ j + 1] then
16: temp← A[ j + 1]
17: A[ j + 1]← A[ j]
18: A[ j]← temp
19: swapped ← true
20: start ← start + 1

8



The algorithm uses a while loop and two inner for loops. One is for the way forward, and the other
for the way backwards. There is also an improvement in the form of swapped variable. Its function is
to stop the algorithm if no element is swapped. Unlike bubble sort, shaker sort needs to decrease the
number of elements it passes through on both sides. This requires separate variables, start and end.
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Figure 2.4: Example of the second round of shaker sort algorithm, where (a)-(d) represent iterations of
the second for loop of the algorithm and (e) is a completed round. Light grey shows the sorted elements,
and the dark grey colour shows the current elements.

2.6 Shell sort

Shell sort [27, 11, p. 83-95] algorithm was developed by Donald L. Shell in 1959. It can be consid-
ered an extension to insertion sort algorithm as it works on the same principle with the difference that
shell sort does not compare only the adjacent elements. Thus, the advantage is that smaller and larger
elements are quickly moved to the place where they belong.

Algorithm 6 Shell sort
1: procedure Shellsort(A)
2: gap← ⌊A.length

2 ⌋

3: while gap > 0 do
4: for i← gap to A.length − 1 do
5: temp← A[i]
6: j← i
7: while j >= gap ∧ A[ j − gap] > temp do
8: A[ j]← A[ j − gap]
9: j← j − gap

10: A[ j]← temp
11: gap← ⌊gap

2 ⌋

The algorithm uses the gap calculated at the start as half the length of the list and later as the half
of the gap itself, which can be seen in the eleventh row of pseudocode Algorithm 6. However, there are
different ways of setting the gap, which may lead to slightly better results. When the gap reaches a value
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of 1, the algorithm is degraded to insertion sort as the algorithm is sorting adjacent elements. However,
the number of elements requiring a move in the last iteration is minimal.

The algorithm contains three loops. The first one covers iterations until the gap is greater than zero.
The for loop goes through the groups of elements connected because of the gap, and the inner while loop
swaps the elements in the ground as long as needed.
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1 2 4 3 5 6f)

Figure 2.5: Example of shell sort algorithm. (a) and (c) show the connection between elements. (b)
represents one iteration of outer while loop with the gap = 3. (d) shows the second iteration with
gap = 1 to the point where i = 4. (e) shows the last iteration of for loop with i = 5. Lastly, (f) is a sorted
list.

2.7 Heap sort

Heap sort [29, 11] was proposed and named by J. W. J. Williams in 1964 [7] and later it was improved
by R. W. Floyd [11, p. 145]. This sorting algorithm is considered to be very effective, as its average
complexity is O(n ln n) and it does not use any extra memory. The algorithm uses a very effective special
tree-based data structure called heap. The max-heap is a binary tree, whose root is the largest element
of the array, and all parents are greater or equal to their children. What is more, there is also a min-heap
whose parents are smaller than or equal to their children. Generally, however, max-heap is the more used
variant.

Heap sort can occur in many different interpretations in both recursive and iterative variants. Pseu-
docode Algorithm 7 shows the iterative variant. The basis of the algorithm is to create a max-heap. The
example uses the Maxheap function for this task. After that, it just uses the information obtained by
creating the max-heap. Repeatedly, the first element is removed from the max-heap. These removed el-
ements are then gradually moved to the back of the array and are considered sorted. After each removal
of an element, it is necessary to reorder the elements so that the root is the largest unsorted element.
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Algorithm 7 Iterative Heap sort

1: procedure Heapsort(A)
2: MaxHeap(A)
3: for i← A.length − 1 downto 1 do
4: temp← A[0]
5: A[0]← A[i]
6: A[i]← temp
7: j← 0
8: do
9: index← 2 ∗ j + 1

10: if index < (i − 1) ∧ A[index] < A[index + 1] then
11: index← index + 1
12: if index < i ∧ A[ j] < A[index] then
13: temp← A[ j]
14: A[ j]← A[index]
15: A[index]← temp
16: j← index
17: while index < i
1: procedure MaxHeap(A)
2: for k ← 1 to A.length − 1 do
3: if A[k] > A[⌊ k−1

2 ⌋ then
4: l← k
5: while A[l] > A[⌊ l−1

2 ⌋] do
6: temp← A[l]
7: A[l]← A[⌊ l−1

2 ⌋]
8: A[⌊ l−1

2 ⌋]← temp
9: l← ⌊ l−1

2 ⌋
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Figure 2.6: Example of a process of the heap sort algorithm where (a) is unsorted array, (b) shows the state
of the array after the maxheap procedure, (c)-(f) represent iterations of the for loop in the heapsort procedure,
and (g) is the completely sorted array. The light grey colour shows the sorted elements, the darker grey colour
shows the max heap part of the array and the darkest grey shows the elements that are swapped at the beginning
of each for loop of the heapsort procedure.
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2.8 Quick sort

Quick sort [28, 27] was probably the most used sorting algorithm1, although its complexity in the
worst case is still O(n2). Despite the worst-case scenario, the average complexity is O(n ln n). The
principle of this algorithm lies in swapping elements over a long distance. If the elements are in reverse
order and the pivot is chosen correctly, the data can be sorted with only n/2 swaps. However, this case is
rare.

Algorithm 8 Iterative Quick sort
1: procedure Quicksort(A)
2: top← −1
3: stack[+ + top]← 0
4: stack[+ + top]← A.length − 1
5: while top >= 0 do
6: h← stack[top − −]
7: l← stack[top − −]
8: p← partition(A, l, h)
9: if p − 1 > l then

10: stack[+ + top]← l
11: stack[+ + top]← p − 1
12: if p + 1 < h then
13: stack[+ + top]← p + 1
14: stack[+ + top]← h

1: procedure Partition(A, l, h)
2: pivot ← A[h]
3: i← l − 1
4: for j← l to h − 1 do
5: if A[ j] <= pivot then
6: i← i + 1
7: temp← A[i]
8: A[i]← A[ j]
9: A[ j]← temp

10: temp← A[h]
11: A[h]← A[i + 1]
12: A[i + 1]← A[h]
13: return i + 1

The quick sort uses the divide and conquer method for sorting. The array is divided by the pivot,
which is a chosen element from the array. There are many ways to choose the pivot: first, last, middle or
random element. The next step is to rearrange the array so the smaller elements are before the pivot and
larger elements behind it. The pivot will end up in the right place and is marked as sorted. Then, this
process is repeated for the created sub-arrays on the sides of the pivot.

1In these days, intro sort is preferable as it combines quick sort and heap sort. The application implements both of these
sorting algorithms and for this reason, it was considered unnecessary to implement intro sort itself.
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Figure 2.7: Example of one iteration of the iterative quick sort algorithm where (a)-(d) represent the
steps of the partition procedure and (e) shows two sub-arrays created on sides of the pivot. The dark grey
colour shows the pivot, lighter grey shows two sub-arrays and the lightest grey colour shows the sorted
pivot.

2.9 Merge sort

Merge sort [27] is another algorithm that uses the divide and conquer method. The principle lies in
merging (putting together) two or more elements. The algorithm was invented by J. von Neumann in
1945 [4, p. 42]. Unlike quick sort, this algorithm has the complexity of O(n ln n) in the average case.

Merge sort shown in pseudocode Algorithm 9 is its iterative version and, therefore, uses a bottom-up
approach. The algorithm starts by comparing a group of two elements. The group is always divided into
left and right sides and is subsequently stored in two auxiliary arrays L and R. The elements of arrays
L and R are then gradually compared and put in the correct order. The size of the group is then doubled
with each iteration of the outer for loop.
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Algorithm 9 Iterative Merge sort

1: procedure Mergesort(A)
2: for size← 1 to A.length − 1 step size ∗ 2 do
3: for le f t ← 0 to A.length − 2 step size ∗ 2 do
4: mid ← min(le f t + size − 1, A.length − 1)
5: right ← min(le f t + 2 ∗ size − 1, A.length − 1)
6: Merge(A, le f t,mid, right)

1: procedure Merge(A, l, m, r)
2: le f tN ← m − l + 1
3: rightN ← r − m
4: for i← 0 to le f tN − 1 do
5: L[i]← A[l + i]
6: for j← 0 to rightN − 1 do
7: R[ j]← A[m + 1 + j]
8: i← 0, j← 0, k ← l
9: while i < le f tN ∧ j < rightN do

10: if L[i] <= R[ j] then
11: A[k]← L[i], i← i + 1
12: else
13: A[k]← R[ j], j← j + 1
14: k ← k + 1
15: while i < le f tN do
16: A[k]← L[i], i← i + 1, k ← k + 1
17: while j < rightN do
18: A[k]← R[ j], j← j + 1, k ← k + 1
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1 2 4 5 3

2 1 3 5 6

1 2 3 4 5

3

6

6

4
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b)

c)

d)

e)

L R L R L R

L L R R L L

L L L L RR

Figure 2.8: An example of iterative merge sort algorithm, where (a) shows the first iteration with a group
of size 2, (b)-(d) show the next iterations with the larger group size, and (e) is the sorted array. The three
darker shades of grey represent the individual groups into which the array is divided. The lightest grey
then represents the sorted array. In addition, the individual elements of the group are marked with the
letters L and R, depending on which auxiliary array they are stored in.
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Chapter 3

Analysis

In this chapter, the analysis of competing applications is comprehensively described. Due to this
analysis, a list of requirements could be determined, which are further detailed below.

3.1 Competitive analysis

This section is devoted to the analysis of already existing web applications enabling the visualisation
and time comparison of sorting algorithms. As a number of applications have already been created for
this purpose, the aim is to evaluate their strengths and weaknesses. The information obtained through
this analysis will then be further used for the compilation of requirements.

3.1.1 xSortLab

xSortLab is primarily a program for learning algorithms. However, this program was implemented
into a web application [5]. It includes visualisation and time comparison of sorting algorithms. Visual-
isation is done by an animated bar chart. The algorithm can be changed by the dropdown menu on the
right side of the chart.

The visual sort can be done in the run or the step mode with a description of each step displayed
below the chart. The application also measures the number of comparisons and copies on the right. The
bar chart contains 16 bars, and the number of bars cannot be changed.

The time sort offers an option to write in the number of arrays up to 250 million and the number of
items per array up to 500 million. It measures the time elapsed, the number of comparisons, copies, and
already sorted arrays. However, there is no description of what programming language is used for sorting
and how the algorithm is written. Below the time sort, there is a basic log system which will archive all
time sorts done by the user until the page is refreshed.

Overall, although this web application has an old-looking design, the visual sort has excellent and
clear animations, and the description of steps is well done. The most significant disadvantage is the lack
of sorting algorithms, as the web application only includes the bubble, insertion, selection, merge and
quick sort. Furthermore, there is no description of any of these algorithms. However, the idea of logging
previous time sorts is inspiring.

3.1.2 Sort Visualizer

Sort Visualizer [25] is a web application created by a team of three people: Daniel Scanu, Tommaso
Tovoli and Odd Elof Larsson. This web application includes a fairly large number of algorithms, and the
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visualisation is done by the animation of the bar chart. It also includes a description, a complexity table
and a few examples of implementations.

The visualisation part of the web application uses not only the bar chart, but also other functioning
features: a button for a random order of the bars, a play/stop button and a slider for setting the number
of elements. The bars do not come with the number, which can lead to confusion in the case of setting a
larger number of bars, as it is hard to see which particular bar is higher. As for the buttons, the button for
random order works properly. However, the play/stop button behaves in a different way than a user might
suspect, as the button does not stop the process of the animation. Instead it skips the whole animation
to the already sorted bar chart. This misunderstanding is caused by the wrong button icon, which uses
an icon known as a stop symbol instead of a right-facing arrow pointing to a vertical line. Furthermore,
the buttons have a zooming hover effect, which can be seen as a design mistake. The slider bar behaves
properly and has a range of 10 to 1000 elements.

The process of animation is not described in any way, excluding the change in colour of the bars,
which is also not explained. The animation is unpleasantly fast, with a greater number of elements,
which makes it even harder to understand how the algorithm works. The animation of randomising the
bars is necessary as it can take more than 6 seconds to randomise the bars.

The description of the algorithm is placed on the left under the bar chart, and it is short and sim-
ple. The complexity table shows the average, best and worst time complexity together with the space
complexity as last. The last section is the implementation. This includes examples of the code of the par-
ticular sorting algorithm in five different programming languages. The languages included are C, C++,
Java, JavaScript and Python.

In summary, the Sort Visualizer is a web application including a large number of sorting algorithms,
from the more well-known algorithms to the almost unknown ones by the majority of people. The idea of
including the implementations in the code and the complexity table is compelling. However, this website
is not suitable for educational purposes, as the description of the steps is missing, and the animation is
fast and cannot be stopped.

3.1.3 visualgo.net

Visualgo.net [3] is a web application created for the educational purpose of the students of Dr. Steven
Halim. The web application includes the visualisation part in the form of a bar chart, with the exception
of the radix sort. On the left there are the buttons for manipulation with the array and the chart and the
slider for the speed of animation. In the middle of the bottom bar there is a panel for controlling the
animation, and on the right there is the description of the steps and the code of the particular algorithm.

The web application offers two settings for the chart bar, which can be changed with the button on
the left. The default setting, which has the numerical values attached to the individual bars. The compact
setting, which is more suitable for mobile devices as there are no numerical values and the bars are
thinner. The next button provides various settings of the array with the option to enter ones own sequence
with a limit of 50 elements. The last button starts the sorting algorithm. The animation starts instantly,
and it needs to be stopped manually to perform the steps separately. This can lead to several steps being
overlooked, and the process of the algorithm has to be manually undone with the “step backward” or “go
to beginning” button. The last outstanding element is the steps bar, which basically tracks the process
and can be used similarly to the video timeline.

The description of the steps is clear and concise. However, the code example of the algorithm might
create confusion, as it does not have a standard structure of pseudocode. The current steps of the process
are highlighted in the code. The web application also change the colour of the bars based on the steps,
which can lead to confusion as merge sort uses the whole spectrum of colours, and it is easy to lose track
of the process.

16



Ultimately this web application has a significant animation, which could be expected, taking into
account the number of people who worked on this web application. It also offers many settings for the
chart and array itself, which can, however, be unnecessary for educational purposes, as they are rather
bonus features. The code representation of the algorithm has a more informal form, as it is not a standard
structure of pseudocode, which is one of the most significant disadvantages of this website, together with
the auto-play animation.

3.1.4 Comparison sorting algorithms

Comparison sorting algorithms [8] is presented as an educational web application developed by
David Galles. The web application includes six sorting algorithms, but in fact it contains four more
algorithms. These algorithms have their own page and they can be found in the web guide [9].

This web application includes only the visualisation part. There is no description of the algorithm
and the steps at all. The upper row of the buttons is used for randomising the array and choosing the
algorithm. In the middle, there is a bar chart used for visualisation of the array. Each bar has its own
number displayed directly under the bar. The bar uses different colours in the sorting process. However,
this is the only useful tool offered by this web application. As for the other four sorting algorithms with
their own pages, the middle part uses different visualisation depending on the particular algorithm. For
example, the heap sort uses the tree. The last part is the button bar under the bar chart. It includes buttons
for controlling the animation and the process of sorting, a slider for the animation speed, and an option
for changing the canvas size. However, the change of the canvas seems to be bugged, as it is impossible
to enter numbers with the numerical keyboard.

Overall, this web application has very non-intuitive controls, as half of the sorting algorithms is
separated on their own pages, which are accessible only through the web guide. Moreover, the link to the
web guide is not highlighted in any way, and it looks like the plain text. The animation looks relatively
good, but without a description, it is hard to understand how some of the algorithms work. Thus, this
web application is not suitable for educational purposes.

3.1.5 algoritmy.net

Algoritmy.net [19] is a Czech website containing various content specialised in algorithms and other
topics dealing with informatics. The section on sorting algorithms includes the theory and number of
sorting algorithms, from the well-known ones to the almost unknown ones. Although the web application
is written in Czech, the sorting algorithms have their names written in English. The page is divided into
several parts: description, principle, example (not for all algorithms), visualisation, and code. However,
some algorithms have their own specialised sections, e.g. algorithm performance on the quick sort page.

The content size of the description varies from algorithm to algorithm. In general, it contains only
a few sentences. However, the principle tends to be denser in content, as more than a few sentences are
needed to explain the individual algorithms. The more complex the algorithms, the more explanation is
needed. The example section, if present, includes the manually written input array with the description
of steps until the array is sorted. Unfortunately, the example section comprehends only a few algorithms.

This web application uses three types of visualisation: picture, GIF and animated visualiser. How-
ever, the visualisation part is present for only some sorting algorithms, and it seems that if it is a more
complex algorithm to implement, it does not include animated visualisation.

The animation is done on a bar chart with twenty bars. The number of bars cannot be changed, and
there are no numbers tied to the bars. When looking at two bars which are not next to each other, it might
be unclear which bar is higher. Under the bar chart there are located three buttons: start, stop and reset,
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and they work as expected. The animation is relatively fast and uses different colours during the sorting,
but the steps are not described.

The last section is an example of the code. This section is part of all the sorting algorithms available
on this web application. However, the examples written in different programming languages differ from
algorithm to algorithm, and some of them include only pseudocode.

In general, the problem with this web application lies in inconsistency. Different algorithms contain
different sections, and even sections themselves are inconsistent. Although it contains a fairly large
number of sorting algorithms, its educational capabilities are very low. What could also be unacceptable
is a casino advertisement in the lower part of the page.

3.1.6 toptal.net

Toptal.net is mainly a company providing a platform for freelancers. However, their web also in-
cludes some educational or interactive tools, e.g. sorting algorithms animations [2]. The main subject of
interest is the table of bar charts. This table includes eight algorithms and offers the animation on several
different initial conditions of the array, including: random, nearly sorted, reversed and few unique. An-
imation can be played in three ways. The first one is to choose the algorithm, which plays an animation
of all four initial conditions of the algorithm at the same time. The second one is to choose an initial
condition, which starts the animation of all the algorithms at the same time. The last option is to play all
the algorithms with all the initial conditions at the same time.

Under the table of charts, there is an option to open a particular algorithm or initial condition on
a separate page and change the number of bars in the bar chart. There is also a key section briefly
describing the colours and helpful tools of the table.

In summary, this page is an efficient visualisation tool rather than an educational application, as
there is no description of the included sorting algorithms. The animation is too fast, and it is difficult to
understand how the algorithm works.

3.1.7 Sorting Visualizer

Sorting Visualizer [26] is a web application created in 2021 by a student of the University of En-
gineering and Management in Kolkata, Sneha M. [1]. The assignment was to create a web application
using HTML, CSS and JavaScript to create a visualisation for various sorting algorithms.

This web application has a very clear and simple interface. There are buttons for choosing an algo-
rithm on the right. In the middle there is a bar chart and two sliders. The first one is used for changing
the number of bars in a range of 5 to 100 bars. However, the slider does not display the value, so the user
has to count the bars manually. The second slider is for the animation speed, which also does not display
any value. The last button is on the left side and is used for randomising the array.

The main subject of the page, the bar chart, is placed upside down, which may seem confusing, but it
does not cause any complications in the sorting and visualisation itself. The colour of the bars is changed
throughout the sorting, indicating what is going on. However, there is no description of the algorithm or
the steps. Once the animation is started, it cannot be stopped, and the animation speed is the only part
of the interface that remains active. Thus, if the user wants to change the sorting algorithm, they have to
wait for the end of the animation or reload the page.

Overall, this web application is a great visualisation tool, but it is not suitable for educational pur-
poses because it lacks a description of how the algorithms work. The most significant disadvantages are
the missing stop button and the values of the sliders, as it complicates working with the application.
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3.1.8 Summary

Overall, all web applications have in common that, to some extent, they contain the visualisation
of sorting algorithms. The vast majority of the sorting algorithms were visualised using the bar chart,
as it can be considered the easiest way to demonstrate how these algorithms work. However, several
applications also include other features that are more or less useful for educational purposes. The aim of
this analysis was, therefore, to map the diverse functions offered by already existing applications and to
further consider the usefulness of these individual functions.

Web application Control Clarity Description Code Data
xSortLab 4 5 5 - 1
Sort Visualizer 2 1 - - 2
visualgo.net 5 5 5 4 5
Comparison sorting algorithms 5 5 - - 1
algoritmy.net 2 3 - - 1
toptal.net 1 2 - - 3
Sorting Visualizer 1 2 - - 2

Table 3.1: Competitive web application ranking table with regard to visualisation.

Table 3.1 shows the rating of individual web applications based on their features with regard to
visualisation. The scale used to evaluate applications ranges from 1 to 5, the highest value being 5 and
the lowest being 1. Applications that did not contain the evaluated function have a minus sign written in
the column.

The features evaluated are as follows:

1. Control – Possibility of controling the visualisation process. Including the possibility of playing,
stopping and stepping animation, but also other features such as animation speed and the look of
the bar chart itself.

2. Clarity – Clarity of the visual process and to what extent the user is able to understand the sorting
algorithm from it.

3. Description – Description of the individual steps of the sorting algorithm explaining why the al-
gorithm performed a particular step.

4. Code – Preview of the code showing which steps are being executed.

5. Data – Options for choosing the data. They include the possibility of both determining the number
of data and setting initial conditions, e.g. descending or random data.

3.2 Requirements

The requirements for the web application are compiled based on the instructions of the bachelor’s
thesis itself, as well as on the analysis of already existing applications, which was carried out in the
previous section.
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3.2.1 R1 Visualisation method

Based on the analysis of other already existing applications, the visualisation of the sorting algorithms
will be carried out using a bar chart. For better clarity, each bar will have its own value displayed at the
top.

3.2.2 R2 Control of the visualisation process

The web application should allow the user to play, stop and step the animation.

3.2.3 R3 Visualisation process clarity

The process will have to be straightforward so that the user will be able to understand the individual
functions of the sorting algorithm. Both colours and other functions of the web application will be used
for this purpose, see 3.2.5, 3.2.4 and 3.2.7.

3.2.4 R4 Step description

The application should include a text description explaining each step of the algorithm. The descrip-
tion should explain what kind of action took place and, possibly, explain why it happened.

3.2.5 R5 Sorting algorithm pseudocode

The application should contain pseudocode of the individual sorting algorithms, which will clearly
show which parts of the code were executed in each step. Individual lines will be highlighted depending
on the step taken. If the executed code is part of, for example, a while loop, it will be marked in the code
that this loop has not yet been exited.

3.2.6 R6 Data generation

The user should be allowed to set the number of elements (to a limited extent) and generate their
random and descending order.

3.2.7 R7 Live projection of variables

The application should include a table containing the variables of the sorting algorithm. These vari-
ables will be updated live, and will be consistent with pseudocode that will also be part of the application.

3.2.8 R8 Information about the sorting algorithm

Since the application will be used for educational purposes, it should include a short and concise
description of sorting algorithms as well as a complexity table. The table should contain the minimum,
average and maximum time complexity and also the memory complexity.

3.2.9 R9 Sorting algorithms speed comparison

The application will contain a comparison of the speed of all included sorting algorithms. The user
should be allowed to choose from several data sets of different initial conditions and sizes. The results
of the comparison will be stored in the page log system and will be available until the page is refreshed.
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Chapter 4

Technologies

The web application was developed using HTML, CSS, PHP and JavaScript. In addition, the D3. js
JavaScript library was used to generate the bar chart and provide all the animations. The development
environment used for this project was Visual Studio Code. The technologies were chosen according to
practicality and overall popularity among the wider public in the developer sphere.

4.1 HTML

HTML (HyperText Markup Language) is probably the most used markup language for creating web
pages. The language works on the basis of so-called tags. These tags carry the name of their purpose,
and when using individual tags, this name is written in angle brackets. Tags are divided into paired
and unpaired tags. Paired tags are, as the name suggests, written in pairs. The second part of the pair
contains a slash inside the angle brackets. What is more, tags can contain attributes that provide the
tag with additional information and also allow, for example, referring to a specific tag and changing its
content. Among the frequently used attributes are class, id, href, src or style.

Every HTML often contains an initial header <!DOCTYPE html>which defines the document itself.
Although it contains angle brackets, it is not an HTML tag and it only serves as information for the web
browser about the type of document, as the name itself suggests. The header is followed by a paired
<html> tag, which is the root element of the page. It is a kind of wrapper for other HTML elements. The
<html> tag often contains the language attribute of the web page.

The <html> tag is further divided into sections created using the <head> and <body> tags. All
mentioned tags are paired. The <head> section usually contains information that can then be displayed
in search engines, and all stylesheets (see 4.2) and scripts are also linked here. The <body> contains all
the content of the page and can be further divided using the <main> and, possibly, <footer> tags.

4.2 CSS

CSS1 (Cascading Style Sheets) is a language used for styling all the elements contained inside an
HTML file. Individual styles can thus be applied both to general HTML elements and to individual
specific tags if they are marked with the ID or class attribute. CSS then allows the change of colours,
fonts, dimensions, and the entire layout of the web page. This styling can then be divided into individual

1More information about the CSS can be found at https://web.dev/learn/css/ and https://developer.mozilla.
org/en-US/docs/Web/CSS.
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files with the .css extension. Each file can control, for example, only a section of the page. One CSS file
can take care of styling the header, while the second one styles the body of the document.

The syntax of the CSS language is very simple. The file contains individual sections that always
start with the name of an element that will be styled. Styling an element using an ID attribute requires
adding a hashtag sign before the name of the attribute. The same applies to the class attribute with the
difference that a dot is used instead of a hashtag. After the name of an element or attribute of the element
is followed, curly brackets in which the stylisation itself is located. It is written in the form, e.g. color:
white;.

4.3 PHP

PHP2 is a widely used scripting language. The first version of PHP was created by Rasmus Lerdorf
and was published in 1995. The simplicity of this language is probably responsible for its success. It is
primarily used together with HTML, as PHP was designed for generating its content. PHP is installed
on the server and is usually used for communication with a database, e.g. MySQL [12].

PHP therefore performs actions on the server side and only then sends the result to the browser. PHP
can often be inserted as part of the HTML file; in this case, the code is placed in angle brackets and
question marks.

4.4 JavaScript

JavaScript is one of the most widely used object-oriented scripting languages for creating web pages.
JavaScript is supported by the majority of web browsers, and together with the fairly easy syntax, which
is similar to the C language, it is an obvious choice for most programmers. It is possible to use the
language outside the web environment, but it is not its main purpose. The language was first released by
Netscape in 1995 and has become a standard not long after [24].

JavaScript is therefore often used together with HTML. It is possible to write the script directly into
the HTML file using the pair tag <script> </script>, where the script itself will be located. The second
option is to create a separate file with a .js extension that is referenced in the HTML file. In the second
case, it is also necessary to use a pair tag, but the code itself is located outside the HTML file.

When creating a website, often not only pure JavaScript is used, but also JavaScript libraries and
frameworks. Since the existence of JavaScript, a large number of them have been created. These can
often make website creation much easier. Popular libraries and frameworks include React, jQuery, D3.js,
Vue.js, and Lodash. However, there are a lot more, which are specialized in particular tasks.

4.5 D3.js library

D3.js library is an open-source JavaScript library created by Mike Bostock in 2011. It is mainly used
for creating interactive visualisation of data using the standard Scalable Vector Graphics (SVG) format.
This library is very extensive; it contains both tools for visualisation and a vast number of options for
animation and interaction with data [23].

This library does not necessarily make the programmer’s work easier in the sense of shortening the
code to a few lines, but rather offers options. Therefore, this library is unsuitable for a simple display of
data in a chart, which is not interacted with in any way or does not need to be animated. For such cases,
there are many other libraries that are easier to use.

2Additional information about PHP can be found at https://www.php.net/manual/en/.
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Dynamic visualisations are therefore created through the connection of data and DOM(Document
Object Model) elements, where this connection enables various manipulations with these elements, such
as creating, removing or modifying elements. In this case, elements can directly react to data changes
and use smooth and dynamic animations.

As this library is mainly used for visualisation of data, there are already a lot of pre-prepared methods
for creating bar charts, pie charts and other graphic representations. The same principle applies to the
animations; there are multiple animation presets with various animation progressions. All these preset
options can be adjusted so that every aspect of the visualisation matches according to preferences.

23



Chapter 5

Implementation

This chapter will explain in detail the application design created on the basis of the analysis and
requirements for the application, the diagram of activities within the interactive elements of individual
parts of the application and the functions operating the logic behind the entire application.

Some of the code samples described in this chapter can be found in the appendix. The source code
is available for download from GitHub1.

5.1 Application layout

The following Figures show a simplified layout of the most important elements of the visualisation
and of the time comparison part of the application. All these elements will be properly described and
tabulated to show clearly the coverage of all application requirements. It should be remembered that all
these elements have been created to meet the requirements described in the requirements Section 3.2.

V2 V1.2

H2

V1.1

V3 
V4

V5

V6

V7 V8

H1

Figure 5.1: Basic layout of elements of the visualisation part of the application.

1https://github.com/Gatorixx/Bachelors-project
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H2H1

TC1 TC2

Figure 5.2: Basic layout of elements of the time comparison part of the application.

Figures 5.1 and 5.2 contain the following elements:

H1: pop-up menu for selecting subpages

H2: heading informing the user which of the subpages they are currently on

V1: two buttons and a slider for changing data

V2: step, play and stop buttons allowing the user to control the visualisation process

V3: bar chart

V4: pseudocode

V5: text description

V6: variables

V7: description of the algorithm

V8: complexity of the algorithm

TC1: form for setting initial conditions and choosing algorithms for time comparison

TC2: log system

The following table shows how the above elements cover the application requirements. At least one
element covers each of the requirements.

V1 V2 V3 V4 V5 V6 V7 V8 TC1 TC2
R1 x
R2 x
R3 x x x x
R4 x
R5 x
R6 x
R7 x
R8 x x
R9 x x

Table 5.1: Requirements coverage mentioned in Section 3.2
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5.2 Content and styling

All the content on the pages is written in HTML, but since the header and footer are added here using
PHP, it is necessary that all these files end with the suffix .php. This structure makes it possible to have
the header and footer in separate files and does not have to be repeated.

The styling of individual pages is done using CSS, which is located in their own files. As such, the
application is targeted for use on a desktop device. However, the added styling allows it to be used on
mobile devices as well.

5.3 Activity diagrams

The following activity diagrams simply describe the activities of the visualisation and time compar-
ison part of the application. Due to this diagram, the basic logic of the application can be understood
even without knowing the specific functions. However, the individual functions that are triggered when
working with the application will be described in the following chapter.

Data creation

Start

TextRandom/Descending data

Play

Step

Step of the algorithm

Stop

Sorting complete

Running algorithm

Algorithm completed

Out of steps

Not out of steps

Exit

Random/Descending data

Figure 5.3: Activity diagram of the visualisation part of the application
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Figure 5.3 describes the activities in the visualisation part of the application. The blue text indicates
the flow of control triggered by interactions with individual user interface (UI) elements. The black text
then indicates a flow of control that does not require any user action.

At the beginning, when the application is loaded, the data are automatically created. These data can
then be repeatedly changed using the random and descending data button or slider. The step and play
button will run the given sorting algorithm. However, using the step button, the sorting algorithm stops
at predetermined places and, if not completed, it waits for the user’s instruction. If the running of the
algorithm was started using the play button, the algorithm runs until it reaches the end or is interrupted
by the stop button. So the user can start, stop and step the algorithm at will because he always gets
either to the end of the algorithm or to the initial decision. However, it is necessary to consider that the
re-creation of the data resets the entire algorithm process. After completing the algorithm, it is possible
to create new data and repeat the whole process of activities again.

Start

Start

Sending the form

Sorting

Algorithms completed

Stop

Sorting complete

Exit

Start

Figure 5.4: Activity diagram of the time comparison part of the application
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Figure 5.4 describes the activities taking place in the time comparison part of the application. As
with the visualisation part, the blue and black colours of the text here represent the same thing.

At the start, the user fills out the form containing the initial settings for the arrays, which the selected
sorting algorithms will then sort. This form is submitted with the start button, and after submitting the
form, the sorting process of the selected algorithms is automatically started. All selected algorithms can
be run parallelly or sequentially using workers, which will be explained in a separate chapter. Then, the
sorting activity can either be interrupted using the stop button (whereby it would return to the initial state)
or the activity finishes. From this state, the user can return to sending the form using the start button.

5.4 Application functionality

Since the application has many smaller and less essential functions, only the essential ones will be
mentioned in this chapter. Individual methods of the D3.js library and JavaScript workers will also be
explained here.

5.4.1 Data and bar chart creation

When the user loads the algorithm visualisation page, it is necessary to create data and elements
forming the bar chart. Furthermore, the chart must be updated if the data change.

Data generation

The application offers the user two types of initial arrays: Random and descending. The random
array is generated using Math.random() [14], which returns a pseudo-random number between zero
and one. This number is then multiplied, so the resulting array contains numbers between 0 and 25.
However, this generation method is not completely random, as it depends on the seed and, therefore, it is
predictable. However, for the purposes of this application, this method of number generation is sufficient.
A descending array has the value of the first element derived from the size of the array; each subsequent
element has a value reduced by one.

Bar chart creation

The D3.js JavaScript library is used here to create elements in the SVG HTML element. At the
beginning, it is necessary to determine the size of the chart itself and then create the SVG element using
<svg> tag, as the bar chart will then use these values to generate individual chart bars. SVG element
is simply added to an HTML document using the .append() method. Then, the array values must be
mapped to the available area of the SVG element. For this purpose, d3.scaleBand() is used for the X
axis and d3.scaleLinear() for the Y axis.
d3.scaleBand() is mainly used when it is necessary to divide the elements evenly in the assigned

range. Since each bar has the same width, this function is the most suitable. Thus, the input domain is
each data point in the array, and the range is the size of the area intended for the chart.
d3.scaleLinear() is mainly used for continuous numerical data, where the input domain is the

range of these numerical values. In this case, the domain is the scale from zero to the maximum value in
the array. The range is determined the same way as the previous. The only difference is the Y axis and
the start point, which starts at 20 instead of zero because even a bar with a value of zero must have some
height.
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The .attr() method is then used to set the individual attributes of the elements. This method
accepts two parameters. The first is the name of the attribute itself, and the second is the value to be set
for this attribute.

The bars are inserted into the HTML using the .append() method and bound to the data in the
array using the .enter() method. This method is used when creating and then binding new data points
that have not yet had an associated domain object model (DOM) element. Using these D3.js JavaScript
library methods described above, bars can easily be assigned the correct size and position on the X and
Y axes. The same process then takes place for the text value of the bar.

Updating the bar chart

The chart is updated when the data themselves are changed. In this case, changing the range is no
longer necessary, but it is sufficient to change the input domain only. This occurs because the highest
value in the array changes, and probably the length of the array changes as well. Most of the methods
are the same as when creating the bars, with the difference in using the .join() method instead of
.enter().

The .enter() method is mainly used in cases when new data points have not yet had their assigned
DOM element.

In contrast, the .join()method combines create, update and exit. This means that if the data points
do not have an assigned DOM element, these elements are created. If the data points have an associated
DOM element, they are updated based on the new data. Finally, if there are elements that no longer have
data points assigned to them, they are removed. Thus this method simply combines all actions that may
be needed when changing data. In addition, there is no need to use the .append() method.

Animation methods provided by the D3.js are also used here. These methods are not modified fun-
damentally, and their function itself does not need to be explained.

5.4.2 Implementation of sorting algorithms

Sorting algorithms are used in their basic form, except for minor changes needed for their visual-
ization. As for sorting algorithms that use recursion, their iterative versions have been used for better
clarity.

The following functions have been added to each sorting algorithm to provide all the added features
of the application:

1. waitForUserInput(): pauses the sorting algorithm function and waits for a user input

2. swap_bars(): swaps selected chart bars

3. pseudoColours(): colours individual lines of the pseudocode

4. writeVar(): updates the displayed variables

5. setColour(): colours the chart bars

6. writeText(): updates the description of the steps

Sorting algorithms are paused at predetermined places in the code using the
waitForUserInput() function. These places were chosen so that the individual steps made the most
possible sense. For added functions, several conditions that were not in the original code of the given
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sorting algorithms had to be added. These added functions will be explained in detail in Sections 5.4.3
and 5.4.4.

There is a special exception for binary insertion sort. This is due to the need to display arrows to
better understand the binary search. Thus, separate functions are created for the arrows, which change
their position depending on the bars.

5.4.3 User instructions

This function waitForUserInput() always ensures that the user’s instructions are waited for. The
exception, however, is using the play button. This button sets the play_flag variable to true, in which
case the algorithm continues until it ends or the user presses the stop button. This button thus switches
the play_flag variable to false, and the waitForUserInput() function again pauses the algorithm.

This function is implemented as an asynchronous function that returns a promise. Promise is the
object used for these asynchronous operations and can be in three states:

1. Pending – The initial state of the operation.

2. Fulfilled – The operation was successful (resolve() function was called).

3. Rejected – The operation was not successful (reject() function was called).

A promise thus waits in the pending state until it is fulfilled or rejected. The new Promise()
constructor takes a function, referred to as the executor function, as an argument. In the executor func-
tion, event listeners are then added to the individual interactive elements, which, in the event of
interaction, causes (among other things) calling the resolve() method. It should be noted that the
waitForUserInput() function must be called with the await keyword, so it always waits for user
interaction.

5.4.4 Chart handling functions

Bar swap and animation

The swap_bars() function handles swapping the places of two bars. These bars not only need to
override their X and Y values but they also need to change their IDs. The IDs are exchanged because
they must always be in the right order as they are used for selecting the bars. The same applies to their
text assigned. The exception in this regard is merge sort, where it is necessary first to change the position
of all active bars, and only then are the IDs of all these bars changed at once.

First, both the bars and their texts are stored in temporary variables, including their X and ID param-
eters. Furthermore, the following special methods of the D3.js library are used for the animation of bars
and their texts:

1. transition() – it smoothly animates the transition from the current state to the target state of
selected DOM elements. This applies not only to changing the position but also, for example, to
changing the colour [21].

2. duration() – its parameter specifies the animation duration of each selected element in millisec-
onds [22].

3. ease() – its parameter specifies the speed curve of the animation. However, the parameter has to
be an easing function that returns the values in the range [0,1] [20].
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Individual attributes of the bars and texts, such as IDs or X values, are changed using the .attr()
method. The swap_bars() is also an asynchronous function called with the await keyword. This
keyword can also be found inside the function itself and, together with the .end() method, it ensures
that the animation of the bars and texts is not interrupted until it is finished. The .end() method is also
part of the D3.js library. This method returns a promise and will be resolved when transition() ends.

Pseudocode colouring

The pseudoColours() function takes care of colouring individual lines of the pseudocode. The
parameters of the function must be given in order, line number and colour. The function then always
decolours all rows to their base colour and then recolours the specified rows with the specified colour.

Displaying variables

After loading the page or resetting the data, the variables are always shown as undefined. Their values
are changed only when the writeVar() function is called with their exact parameter. The function then
changes the content of the text element. Each of the sorting algorithms has this function adapted to its
variables.

Colouring the chart bars

When going through the individual sorting steps, the individual bars need to be coloured to help the
user better understand the entire process. For this purpose the setColour() function is used. It accepts
two numbers and a string as parameters. The two numbers then represent the columns to be coloured,
and the string represents that particular colour. If only one bar needs to be coloured, the function is
called with the second parameter specified as undefined. If no colour is specified, the colour is set to red
by default. The function itself then just selects a bar based on its ID and changes its colour using the
.attr() method.

Displaying step description

The function for writing out the description of the steps writeText() takes the text string as the
parameter and changes the content of the corresponding text element.

5.4.5 Time comparison data creation

Random and descending data are generated similarly to the visualisation part. However, the differ-
ence occurs for a nearly-sorted array and a few-unique arrays.

An almost sorted array is an array of length n where each element is at most k from its proper position.
Such an array is basically generated again using the Math.random() function, this time multiplied by
ten. Together with the Math.floor() function, which rounds the number down, numbers from 0 to 9
are generated. The sequence of numbers then ensures the addition of the i variable, which is part of the
for loop, in which the given number is generated and simultaneously pushed into the array. Variable i
goes from zero to the size of the array itself. The range of k is then ensured by subtracting the number 5.

A few-unique array is an array that contains a limited number of unique values. In this case, the limit
is set to a third of the size of the entire array. First, these unique values are generated, again using the
Math.random() function. These values are stored in a separate array. Subsequently, additional numbers
are randomly generated within the size of the array of unique values. Each iteration of the second f or
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loop uses a random number to select a unique value from the array, which is then pushed into the final
array.

5.4.6 Workers

The following paragraphs are based on information obtained from [6, 10]. By default, JavaScript is
a single-threaded language. However, there is an option to create separate threads using Web workers.
The worker created then runs separately from the JavaScript code that created it. Moreover, workers can
interact with the JavaScript code that created them.

The worker object is created using the new Worker() keyword, which takes as a parameter a URL
referring to the given worker’s JavaScript file, e.g. new Worker("js/AlgorithmWorkers.js").

The .postMessage() and the .onmessage. are used for two-way communication between the
worker and the thread which created the worker. The .postMessage()method is used to send messages.
The first parameter of this method is the data to be sent. The first parameter is mandatory, but the others
are optional (options and transfer) [18]. The data sent can be any JavaScript object that allows the
creation of a copy [16]. Receiving messages is ensured by the .onmessage event handler, which, when
a message event occurs, executes the function assigned to it [17]. So if one party uses .postMessage()
to send the message, the other party receives the message using .onmessage.

Parallel and sequential sorting

The application allows sorting algorithms to run parallelly and sequentially. After submitting the
form, a function is called, which, based on the selection of the sorting type, calls the function to create
the worker.

For parallel sorting, workers are created for all selected algorithms, and they work in parallel. Cre-
ating and then running all these workers at the same time is ensured using the Promise.all() method.
This method takes an iterable, e.g. an array, as a parameter and returns a promise that is released only
when all promises in the iterable are released [15]. If the stop button is used, all the still-running algo-
rithms are stopped by terminating their workers.

In the case sequential sorting is selected, the function responsible for creating a worker is called
repeatedly after the previous worker is terminated. If the user stops sorting using the stop button, the
running algorithm and all algorithms that have not started yet are automatically interrupted.

Workers creation

The creation of workers is handled by the algorithmWorkers() function, which accepts the algo-
rithm name, the array to be sorted, the array type and the sort type as parameters. This function creates
workers inside a promise, and when the algorithm is finished, or the user stops sorting, the promise is
resolved. The creation of the worker is done with the new keyword, and immediately after creation, the
algorithm and array to be sorted are passed to the worker.

In addition to creating the worker, this function continues to handle the creation of HTML elements
for the log section, the stop button function, and the messages sent by the worker.

All elements are held in an elements array and are created using the Object.assign() method.
This method accepts a target object and one or more source objects as parameters. The method then
returns the target object with the changed properties based on the source objects. These elements are
then added to HTML using the classic method .appendChild().

The stopSorting() function is assigned to the stop button. This function changes the log texts of
any stopped algorithm and terminates the worker immediately using the .terminate() method. This
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method terminates the worker regardless of whether the worker itself has completed its code or not.
Furthermore, the promise is resolved.

The function handling worker messages updates the recorded time text in the logging system. It
only modifies the content of the <p> element using the data sent by the worker. There is also a finished
variable among the data sent by the worker. If this variable is true, the event listener on the stop button
is removed, the text of a particular algorithm in the logging system is marked with a colour indicating its
completion, the worker itself is terminated, and the promise is resolved.

Workers code

The functions contained in the separate AlgorithmWorkers.js file are only individual algorithms and
functions that handle messages. The function that handles receiving the message contains a switch that,
based on the name of the algorithm, starts the given algorithm and passes it the array as a parameter.
The function sending the message back only uses .postMessage(), which sends back the finished
variable and the elapsed time. This function is called after the end of each algorithm or separately in the
messageToSend() function. This function only ensures that messages are not unnecessarily sent too
often, and thus it ensures that a message is sent up to every half a second. Individual algorithms have the
same form as in the visualisation part of the application. The only difference is the addition of timing
and messaging. In this case, the performance.now() method is used to measure the time of execution.
The method returns a timestamp in milliseconds.
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Chapter 6

User testing

This web application was created for educational purposes. Therefore, it was designed to be user-
friendly even for those who have no experience with sorting algorithms. Three people were asked to test
this application. All of these people have different experiences in the field of computer science, therefore,
their expectations for the application itself were also different.

6.1 Testers background

Tester A

Tester A is a person without any education in the field of information technology. Nevertheless, he
pursues this field as a hobby. His knowledge is the result of self-study, mostly using the internet, and
therefore, his comments can be very important. Furthermore, this tester might be most likely to encounter
other web applications similar to this one.

Tester B

Tester B is a person without any background in information technology. She will thus serve as an
example of a user who has never encountered sorting algorithms and has no knowledge about them.
Therefore, her knowledge can be used for future application improvements. These improvements would
then allow easier understanding of the sorting algorithms for other users without any experience.

Tester C

Tester C is a person who has already completed her bachelor’s degree in the field of information
technology and thus completed the subject for which this web application was created. Her experience
should be very beneficial, as she knows first-hand which sorting algorithms can be difficult for students
to understand.

6.2 Testing process

All testers were provided with the web application, including the user manual that is part of the
application itself. Testers were also given enough time to study all parts of the application. The applica-
tion and the testing process were conducted in the Czech language, as the application is aimed at Czech
students.
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6.3 Briefing

Before starting the actual testing, the testers were asked several questions and given a few instruc-
tions:

1. Have you ever come across the term sorting algorithms? If so, how do you rate your knowledge
in this field? Have you ever used a web application that would allow them to be visualised?

2. Use only this web application as a source during testing.

3. Write down any comments on areas of the application that you find unclear or insufficiently
explained.

4. Spend time on each part of the application so that you can tell how useful this app is.

6.4 Debriefing

After the testers studied the application in detail, they were asked a few additional questions:

1. If you had no knowledge of sorting algorithms, was this application able to present information
about the field in a simple enough form so that you could easily understand it?

2. If you already had some knowledge, did the application bring you any new knowledge? Alterna-
tively, do you think it would have been easier for you in the past to learn about sorting algorithms
from this application or from another source?

3. If you have used other visualisation applications, how would you rate them compared to this
application?

4. Was the application sufficiently understandable and intuitive for you?

5. Are there any flaws that made working with the application unpleasant for you?

6. Do you have any other comments on the application?

6.5 Results

Tester A insights

Tester A mainly uses videos and not web applications to learn about sorting algorithms. However,
from the already existing web applications mentioned in the competitive analysis chapter, he knew the
visualgo.net application.

The application itself brought him several new insights, especially regarding algorithms that he him-
self had not explored sufficiently. On the basis of his comments, several modifications have been made
for better navigation in the application, such as a notification of the pop-up menu. As the first tester, he
discovered several minor bugs that could be fixed immediately.

He considered the language to be the biggest drawback of the application. Since he is used to looking
for information primarily by himself, he searches for it in most cases in English. Therefore, the names
of the individual algorithms were an obstacle for him. The application is intended for students learning
in the Czech language, therefore, English versions of all algorithms have been added to their description.
This has been done in case students want to look up more information about a specific algorithm.

35



Overall, apart from a few objections, the application was clear for him. He considers the execution
of the animations and the actual stepping of the algorithm to be done very well. He considered the
missing step time bar, which is available in the visualgo.net application, to be a disadvantage of this
application. Unfortunately, this feature would be too demanding to implement at this point in the project,
considering the remaining time to finish the project. On the other hand, the tester greatly appreciates the
time comparison of individual algorithms.

Tester B insights

Tester B roughly knows what an algorithm is, but she has never directly encountered sorting algo-
rithms. Therefore, she does not know of any other applications similar to this one. The application
seemed simple to her, but she came across several concepts that she did not know before, e.g., recursion
or how for loops work. However, these terms are commonly used in the field of information technology,
and students should encounter them during their studies.

Since she has no programming experience, pseudocode part was almost useless to her. However,
due to the variables and the description of the step, she was able to derive the individual steps. She also
mentioned that for most algorithms, a simple bar chart animation was sufficient to understand how the
algorithm works.

As this tester has not come across any other applications that allow the visualisation of sorting al-
gorithms, it is difficult for her to find the advantages and disadvantages of this application. However,
she indicated that the application was user-friendly, and she could imagine that it would be useful for
students. During the tests, she did not come across any bugs, but, as an expert in the Czech language,
she was able to point out several shortcomings in the algorithm descriptions and the user manual.

Tester C insights

Tester C has already encountered a few visualisation applications. She thinks that this application
explains the sorting algorithms clearly and has everything needed for better understanding. All technical
terms were clear to her, which is to be expected from a person with education in the field of information
technology.

As such, the application did not bring her too much new knowledge, since she passed the Basics of
Algorithmization course and had to acquire all the knowledge about sorting algorithms. However, she
acknowledged that the information available in this application could be a beneficial resource for future
students, as they will have everything in one place.

She considers the time comparison of algorithms as a big advantage of this application, which can
more realistically present students with the time requirements of individual algorithms on arrays of dif-
ferent sizes and initial conditions. She then mentioned the speed of the animation and text changes in
play mode and the strange behaviour of the slider as a disadvantage. Since the play mode is mainly
intended for watching the animation only, its speed has been preserved. As for the slider, its behaviour
has been slightly modified to make it more intuitive for the user.

Overall, tester C was very satisfied with the application and thinks that, compared to other visualisa-
tion web applications, this one is very nicely done and is more suitable for the very course in the Basics
of Algorithmization.

6.5.1 Summary

After the testing was completed, several changes were made. The small animated notification was
added on the main page and on the user manual page to alert the pop-up menu in the upper left corner.
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English names of all the sorting algorithms have been added to the description. Furthermore, for exam-
ple, the behaviour of the slider when setting the number of bars in the visualisation part was modified.
However, some changes, such as the step time bar, were too demanding and would have to make too
much intervention in the application.

In general, it can be said that the testing was successful, and all the testers were satisfied with the
application. It can also be considered a great success that although some testers did not have education
in the field of computer science, they were still able to fully understand almost everything. Due to their
observations, most of the shortcomings were corrected, and the application could then become more
intuitive. It is necessary to emphasize that all the testers indicated that they believe that this application
will help future students easily understand sorting algorithms.

6.6 User manual

The user manual is available as part of the web application itself. As mentioned in the previous
chapter, the manual is written in the Czech language, as the primary users of this application are Czech
students of the Faculty of Nuclear Sciences and Physical Engineering (FNSPE) of the Czech Technical
University in Prague (CTU), or other Czech universities or secondary schools.
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Conclusion

The project was aimed at the creation of an educational tool for the Basics of Algorithmization course.
The application is focused on sorting algorithms, especially their visualisation and time comparison. Its
source code can be downloaded from GitHub1. The web application can also be visited on website2.

As part of the project, an analysis of existing web applications was carried out. Comparing the
strengths and weaknesses of individual applications leads to the inclusion of all the important features
that an application should have. This analysis led to the accurate determination of the requirements for
the newly created application. It is important to note that the resulting web application fulfils the initial
task and, in some respects, even surpasses it. An example can be that, as part of the visualisation, the
application clearly shows the user which parts of the code were executed in each step.

The technologies were chosen with the aim of reducing the overly complex portion of the project.
For example, the D3.js JavaScript library was a suitable choice for creating and handling the bar chart
in the visualisation part of the application as it enabled the simplicity of the entire work process. In
addition, all important functionalities are described in detail in this work.

Due to user testing, most of the shortcomings of the application, which can be easily overlooked by
the developer, have been fine-tuned. The application is stable, and no problems with breaking function-
ality have been detected. This allows the application to be included in the educational process as the
useful material.

This project covers the entire development process and was a useful experience in web application
development. The resulting application is a sufficient tool that can be used in the educational process and
help the next generation of programmers in their understanding of sorting algorithms.

In the future, user data may be analyzed to reveal additional requests and feature enhancements that
could improve the quality of the application. An improvement could be the addition of the ability to go
backward in the visual process or the inclusion of additional languages to extend usability.

1https://github.com/Gatorixx/Bachelors-project
2https://baka.darzy.art/index
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Appendix

A Code examples

Bar chart creation

function createSVG()
{
let width = document.getElementById("chart").offsetWidth;
let height = document.getElementById("chart").offsetHeight;

// ... (Special conditions for merge sort and binary insertion sort)
//ordinal scale
X = d3.scaleBand()

.domain(d3.range(data.length)) //input domain

.range([0,width]) //

.paddingInner(0.05); //5% padding mezi sloupci

Y = d3.scaleLinear()
.domain([0, d3.max(data)])
.range([20, height]);

svg = d3.select("#chart") //přidání svg
.append("svg") //grafický objekt svg
.attr("height", height)
.attr("width", width)

svg.selectAll("rect") //přidání barů
.data(data)
.enter()
.append("rect")
.attr("x", function(d,i){
return X(i);

})
.attr("y", function(d){
return height - Y(d);

})
.attr("width", X.bandwidth())
.attr("height", function(d) {
return Y(d);

})
.attr("fill" ,"teal")
.attr("id",function(d,i){
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return "bar" + i;
});

let text = svg.selectAll("text") //přidání textů barů
text
.data(data)
.enter()
.append("text")
.text(function(d) {
return d;

})
.attr("x", function(d,i){
return X(i) + X.bandwidth() / 2;

})
.attr("y", function(d){
return height - Y(d) + 16;

})
.attr("id",function(d,i){
return "text" + i;

});
}

Handling user input

async function waitForUserInput()
{

return new Promise(resolve =>
{

let stepButton = document.getElementById("step"); //Proměnné pro tlačítka
let playButton = document.getElementById("play");
let slider = document.getElementById("slider");
let randomButton = document.getElementById("random");
let descendingButton = document.getElementById("descending");

stepButton.addEventListener("click", stepHandle);
playButton.addEventListener("click", playHandle);
slider.addEventListener("input", sliderHandle);
randomButton.addEventListener("click", randomButtonHandle);
descendingButton.addEventListener("click", descendingButtonHandle);

if(!play_flag)
{

buttons();
slider.disabled = false;

}

const rightArrow = event =>
{

if (event.key === "ArrowRight")
{

stepButton.click();
}

};
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if(play_flag)
{

cleanHandlers();
resolve();

}
else
{

document.addEventListener("keydown", rightArrow);
}

function stepHandle()
{

buttons("step");
slider.disabled = true;
cleanHandlers();
resolve();

}

function playHandle()
{

play();
cleanHandlers();
resolve();

}

function sliderHandle()
{

dataChange_flag = true;
play_flag = false;
cleanHandlers();
resolve();

}

function randomButtonHandle()
{

dataChange_flag = true;
play_flag = false;
cleanHandlers();
resolve();

}

function descendingButtonHandle()
{

dataChange_flag = true;
play_flag = false;
cleanHandlers();
resolve();

}

function cleanHandlers()
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{
document.removeEventListener("keydown", rightArrow);

stepButton.removeEventListener("click", stepHandle);
playButton.removeEventListener("click", playHandle);

slider.removeEventListener("input", sliderHandle);
randomButton.removeEventListener("click", randomButtonHandle);
descendingButton.removeEventListener("click", descendingButtonHandle);

}
});

}

A demonstration of bubble sort and its embedded functions

async function bubblesort()
{

dataChange_flag = false; //Data zatím nejsou změněna
sort_flag = true; //Začalo řazení

for(i = 0; i < data.length - 1; i++)
{

if(i == 0) {pseudoColours("0","LR","1","LR","2","LR","3","LR");}
else {pseudoColours("0","DR","1","LR","2","LR","3","LR");}
for (j = 0; j < data.length - i - 1; j++)
{

writeText("Vybereme dva sloupce k porovnání.");
writeVar();
if(!(j == 0))pseudoColours("0","DR","1","DR","2","LR","3","LR");
await setColour(j, j + 1);
await waitForUserInput(); if(dataChange_flag) return;
if (data[j] > data[j + 1])
{

writeText("Hodnota ... Proto sloupce jsme vyměnili.");
writeVar();
pseudoColours("0","DR","1","DR","2","DR","3","DR","4","LR")

await swap_bars(j, j + 1);
[data[j], data[j + 1]] = [data[j + 1], data[j]];

await waitForUserInput(); if(dataChange_flag) return;
}
else
{

pseudoColours("0","DR","1","DR","2","DR","3","LR")
writeText("Hodnota ... Sloupce zůstávají na svém místě.");
writeVar();
await waitForUserInput(); if(dataChange_flag) return;

}
}
if(i <= data.length)
{
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writeText("Sloupec ... označíme jako seřazený.");
writeVar();
pseudoColours("0","DR","1","DR","5","LR");
svg.selectAll("rect[fill='red']").attr("fill", "teal");
svg.select("#bar" + String(data.length - i - 1)).attr("fill","orange");
if(play_flag) {await new Promise(r => setTimeout(r, 800));}
await waitForUserInput(); if(dataChange_flag) return;

}
}
writeText("Graf je nyní seřazen.");
writeVar();
pseudoColours("6","LR","7","LR");
play_flag = false;
buttons("finished");
svg.selectAll("rect").attr("fill", "orange");

let slider = document.getElementById("slider");
slider.disabled = false;

}

Workers creation

function algorithmWorkers(algorithm, array, array_selection, sort_type)
{

return new Promise((resolve, reject) =>
{

const worker = new Worker("javaScript/AlgorithmWorkers.js"); //Vytvoření workera
worker.postMessage({algorithm, array}); //pošlu jméno algoritmu a pole workeru

document.getElementById("stopButton").addEventListener("click", stopSorting);

// ... (Creation of elements for the log system)

function stopSorting() //Funkce pro zrušení
{

// ... (Changing elements and their colour, and removing listener)

stopFlag = true; //Flag pro sekvenční spouštění
worker.terminate(); //Ukončení workera
resolve(); //Uvolnění promise

};

function workerMessage(msg) //Zpráva od workera
{

var data = msg.data;
elements[4].innerHTML =

data[1].toFixed(5).toString().padStart(5, " ") + " sekund"; //Výpis času

if(data[0])
{

// ... (Changing the colour of elements and removing listener)
worker.terminate(); //Ukončení workera
resolve();
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}
}

worker.onmessage = workerMessage; //Zpráva workera => funkce workerMessage

worker.onerror = function(error) //v případě chyby
{

worker.terminate();
reject(error);

};
});

}

Handling messages in worker
function sendMessage() //poslání zprávy zpět se stavem sortu a časem
{

postMessage({finished, elapsedTime});
}

function messageToSend()
{

endTime = performance.now();
let lastMessageTime = (endTime - sendTime);

if(lastMessageTime > 500) //posílání zprávy jen každou půl sekundu
{

sendTime = performance.now();
elapsedTime = (endTime - startTime) / 1000;
sendMessage();

}
}
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