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Abstract

This thesis presents several experiments on detecting synthetic face images. We find that a simple classification model of the standard ResNET-50 architecture trained on a specific image generator can achieve near-perfect accuracy in separating synthetic and real images. The model also handles common image distortions (reduced resolution, compression) by using data augmentation. Moreover, partial manipulations, where synthetic images are blended into the real ones, are identified and the area of the manipulation is localized by a simple model of standard YOLO architecture.

However, we also find that the model is vulnerable to adversarial attacks and does not generalize to data from unseen generators. Failure to generalize to detect images produced by a newer generator also occurs for recent state-of-the-art methods, which we tested on Realistic Vision, a fine-tuned version of Stable Diffusion image generator.
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Chapter 1
Introduction

Image synthesis has made significant progress in recent years, thanks to the advances of generative models such as Generative Adversarial Networks (GANs) [33] and Diffusion Models [51]. Synthesized images are becoming increasingly realistic and hardly distinguishable from real ones by an average human and even by an expert with naked eyes. The generation of photorealistic images of people through artificial intelligence poses a dual-edged sword. On one hand, it showcases the impressive strides we have made in technology, offering tools for creativity and innovation across various fields. Creating synthetic data reduces the overall costs of acquiring data, and it is scalable and accurate. One can generate specific corner cases that are otherwise hard to collect. Some relevant application areas of generative models are, for instance:

- **Training and enhancing AI models.** One of the primary challenges in training effective machine learning models is obtaining a sufficiently large and diverse dataset [62]. This can be expensive and time-consuming. Synthetic data generation can fill this gap by creating a wide variety of data instances that might not be readily available or easy to collect, and it can be useful to create samples for underrepresented classes to avoid imbalanced and biased datasets. For instance, in autonomous vehicle technology, it is crucial to expose the AI to a vast range of driving conditions, scenarios, and environments. Creating these scenarios in the real world would be impractical and dangerous, but synthetic data can simulate rare or hazardous conditions such as extreme weather, lighting variations, or unexpected pedestrian behavior without any risk [37].

- **Entertainment and media production.** In the film and gaming industries, synthetic imagery can create realistic characters or environments, reducing production costs and time. It is also used to create special effects and animations. For example, it can help with dubbing movies by altering lip movement to match translated dialogues [67]. In the area of virtual reality, synthetic imagery is crucial for creating immersive and interactive experiences.

- **Educational purposes.** Synthesizing historical footage, images, or figures can be used in documentaries or educational materials to recre-
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Generate scenes or events that were never recorded or have been lost over time \[5\]. Other scenarios include creating realistic training environments for procedures ranging from surgical practices \[63\] to military exercises, providing a safe and controlled learning environment.

- **Fashion industry.** For virtual fashion trials, AI can generate images of models wearing different outfits, helping customers visualize products without the need for physical prototypes \[29\].

- **Medical applications.** One concern related to data collection can be privacy, for example, in fields such as healthcare. Synthetic data allows the training of AI models without compromising patient confidentiality. By generating realistic but artificial medical images or patient records, researchers and developers can work on sensitive applications such as diagnostic tools or treatment planning systems while adhering to privacy regulations \[9\].

On the other hand, this progress also poses serious threats to individuals and society. Synthesized images or videos, a.k.a. ‘deep fakes’ \[45\] can be used for malicious purposes and can lead to potentially undermining public trust in media, invading privacy, or perpetuating misinformation that alters public opinion or affects international relations. Some cases of misuse of synthetic imagery or videos are fake porn \[39\], fake video calls \[6, 61\], fake news \[66\] (see Fig. 1.1 for an example) or fake videos in election campaigns \[49, 42\]. Therefore, it is important to develop effective and robust methods to detect and expose fake images to prevent potential malicious use, especially in the domain of faces, which are often the target of attacks.

In this thesis, we present an experimental study in which we show some key properties of neural fake face detectors. We use a standard classifier, and we do not primarily aim to push accuracy on standard datasets, but rather focus on other aspects of the problem. In particular, we investigate the generalization ability of the detector to unseen generators, the accuracy with respect to different image degradations and input sizes, the vulnerability to adversarial attacks, and the localization of fake regions in the case of partial manipulation of real images.

In addition to detectors that are accurate in spotting images of recent generators (namely, the Stable diffusion \[51\] — Realistic Vision \[12\] checkpoint), our main contribution is a thorough analysis of forgery detectors that revealed many intriguing properties. The contributions are summarized below.

1. **Cross-generator-detector testing.** We show that while it is surprisingly easy to train a detector for a specific synthetic image generator, its accuracy drops dramatically when tested on images produced by a different generator, which was not trained for. This effect is partially reduced by training the detector on images generated by multiple different generators. Then the detector generalizes better to unseen generated images. We quantify this effect and show learning curves that demonstrate the accuracy as a function of a number of training images.
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Figure 1.1: The deepfake with president Zelensky. It appeared on the hacked website of Ukrainian TV network Ukrayina 24 in March 2022. In the video the fake Zelensky called Ukrainians to put down their weapons during an ongoing military conflict. Image source: [72].

2. Robustness to input size and degradations (blur, compression) analysis. We tested the detector against blur, JPEG compression, and shrinking the input patch size by downsizing or masking the input image. The detector is surprisingly robust to the degradations and is even more robust when the degradations are added to the training set as data augmentation. For instance, our detector is able to spot synthetic images from a patch as small as $25 \times 25$ px with an accuracy of about 70%.

3. Adversarial attacks vulnerability checking. We demonstrate that adversarial images can be easily found and are able to fool the detector to classify a synthetic image as a real one. Moreover, we show that residuals found for a particular fake image have an adversarial effect on other images and can also fool a different model of a very different architecture. We tested for convolutional networks and a vision transformer. We also examine some defense mechanisms against these types of attacks.

4. Localizing partial manipulations. A likely scenario of a fraudulent act is to blend synthetic images into real photos. Therefore, we prepared a set of partially manipulated images using state-of-the-art inpainting models replacing key regions of the face (eyes, nose, mouth, etc.). We show that such images are easily spotted despite the manipulated area being small. Moreover, the manipulated area is localized within the image with high accuracy. Furthermore, we measure how varying the size of the manipulated areas affects the model accuracy.
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The remainder of the thesis is structured as follows. Chapter 2 focuses on the related work and current state of the art in the field of synthetic images and their detection. Chapter 3 gives the necessary technical background. In Chapter 4, we experimentally analyze properties of synthetic image detectors, adversarial attacks, and localizing fake parts of images. The thesis is concluded in Chapter 5.
Chapter 2
Related Work

In conjunction with the rapid development of high-quality synthetic image generators, research on the detection of fake images has become very active. For a comprehensive review, we refer to recent surveys [74, 1, 41]. In this section, we review some of the existing methods and challenges for this problem.

Historically, before the boom of deep learning, fake image detection focused on detecting “doctored images” that were manually edited or manipulated from images captured by cameras. These methods relied on various clues, such as steganographic features, compression artifacts, or inconsistencies in lighting or shadows [20, 50]. However, these methods are not effective against synthetic images that are generated from scratch or with minimal human intervention.

Forensic low-level signal detectors are another class of methods that exploit the spectral signatures of synthetic images. Inspiration probably came from the forensic recognition of a camera device [8]. More recently, researchers discovered that the residual spectra of synthetic images contain typical anomalies, which creates a spectral fingerprint of a synthetic generator [68, 14, 13]. Examples of some of the spectra are shown in Fig. 2.1. A simple method based on the spectral fingerprint [17] reports a high detection accuracy. However, these methods may not be robust to image transformations, such as resizing or compression, that can alter the signal characteristics.

In a similar spirit, other more recent methods suggested that the information for fake image detection is deeply embedded in the image signals and can be detected independently of the image context. For example, work [7] proposed a method that uses a convolutional neural network with a narrow receptive field to detect fake images from signal patches and showed that some regions, such as hair, are more discriminative than others.

Another paper [68] has shown that the detection of synthetic images generated by generative adversarial networks (GANs) is relatively easy, as they exhibit certain distinctive features and a standard CNN classifier can be easily trained to capture this difference. The paper even shows a good generalization ability, in case the model is tested on images produced by a generator for which it was not trained for. However, they used only GAN-based generators. In this work, we will show that the generalization of
detectors to unseen generators between recent models (especially of different architectures GANs/diffusion models) is poor. We show that recent state-of-the-art synthetic image detectors fail completely when tested on images produced by novel unseen generators.

Besides detection, some recent works have also addressed the localization of fake images, which aims to segment the manipulated areas of the real images. The problem is challenging considering possibly a small area of manipulation. Some methods do not use any special architecture for localization but rely on post-processing techniques. Recent paper [60] compares a popular Grad-CAM [54] to highlight the regions that contribute to the classification decision and the scanning technique of [7] to localize synthetic regions in partially manipulated images. Other methods use more complex architectures, such as multi-branch network [23], or dense self-attention network [25], to explicitly learn the localization maps. Paper [38] fine-tunes a large segmentation model (SAM) [36] to adapt it to the fake image domain. We show that precise localization results are achieved for relatively small regions using a simple YOLO-based architecture [48], namely YOLOv8 [64], as long as the fake images are composed of images produced by the same generator model that we trained on.

Deep neural networks are known to be vulnerable to adversarial attacks [59], which are small imperceptible perturbations of the input that cause a network to make a wrong prediction. This problem has been extensively studied in various domains, such as image classification [22], object detection [70], or face recognition [16]. In this work, we show that this vulnerability also applies to the fake image detection domain and that a common way of generating adversarial examples can fool the detectors into classifying fake images as real.

For other thoughts on the social impact of deepfakes, we refer to e.g., [24, 34].
Chapter 3
Technical Background

In this chapter, we will introduce key concepts that we worked with during our experiments. Firstly, we will have a closer look at synthetic image generation and its two prominent techniques in recent years – generative adversarial networks and diffusion models. Then, we will describe adversarial attacks – in particular, the fast gradient sign method (FGSM) and Limited-memory BFGS (L-BFGS).

3.1 Generating Synthetic Images

In recent years, the field of synthetic image generation has seen significant advancements, driven by the development of sophisticated algorithms and deep learning techniques. At the core of these developments are two important methods: generative adversarial networks and diffusion models. In this section, we take a closer look at how these methods work internally.

3.1.1 Generative Adversarial Networks (GANs)

Over the past few years, Generative Adversarial Networks (GANs), first introduced by Goodfellow et al. [21], have become increasingly popular in various domains such as image processing, language understanding, semantic segmentation, or creating synthetic time series data [69]. Particularly, for images, GANs have been highly effective, applied in tasks such as image synthesis [31, 75], image-to-image translation [30, 76], face image completion [73], and image super-resolution [40].

A typical GAN setup includes two modules: a discriminator and a generator. Both are neural networks that compete against each other, as illustrated in Fig. 3.1. The generator’s goal is to create images from random noise that look so real, they can fool the discriminator. Meanwhile, the discriminator acts as a binary classifier, trying to distinguish real images and those made by the generator.

The generator $G$ is designed to convert input noise vectors $z \in \mathcal{Z}$, drawn from a distribution $p_z$ (commonly Gaussian), into synthetic images $s \in \mathcal{S}$. The
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Figure 3.1: A typical architecture of a generative adversarial network. In the blue box is the generator $G$ that gets a random vector as an input and generates a synthetic image. The task of the discriminator $D$, given an image as an input, is to distinguish whether it is a real or a synthesized image. The figure is adopted from [55].

generator is parameterized by $\theta_g$, which defines the probability distribution $p_s$ of the generated samples $s \in S$. Formally, this transformation by the generator is defined as

$$G(z; \theta_g) : Z \rightarrow S.$$  \hfill (3.1)

The discriminator $D$ is a binary classifier, parametrized by $\theta_d$ and its task is to distinguish between real and generated images,

$$D(x; \theta_d) : \{X, S\} \rightarrow [0; 1].$$  \hfill (3.2)

where $x$ is an image and $D(x)$ predicts the probability that $x$ came from real data distribution $p_x$ rather than synthetic distribution $p_s$.

The objective of a GAN is to learn the generator distribution $p_s$ to be as close as possible to the distribution $p_x$ of real data, i.e. to transform the latent vectors to a manifold that resembles the real data in the best way possible. This way the generator $G$ would fool the discriminator $D$ by minimizing $\log(1 - D(G(z)))$. At the same time, we want the decisions of the discriminator $D$ to be correct by maximizing $\log(1 - D(G(z)))$. From that follows that $D$ and $G$ play the following two-player minimax game with joint loss function $V(G, D)$:

$$\min_G \max_D V(G, D) = \mathbb{E}_{x \sim p_x} [\log D(x)] + \mathbb{E}_{z \sim p_z} [1 - \log D(G(z))].$$  \hfill (3.3)

Despite their simplicity, training GANs can be challenging. Because $G$ and $D$ update their parameters $\theta_g$ and $\theta_d$ independently of each other, updating the gradient of both models at the same time does not guarantee convergence. Another problem is the vanishing gradient that can appear particularly at
the beginning of the training. Before G learns some distribution resembling of the real data distribution, it generates random images, making decisions of D easy. If the discriminator D always classifies the image correctly, the loss function will have a value of zero and the gradient will be zero-valued too. The next challenge in training GANs is avoiding mode collapse. Mode collapse is a phenomenon that happens when the generator is able to trick the discriminator, but it generates images with low diversity and is not able to represent the real data distribution.

To solve these issues, various techniques like feature matching, minibatch discrimination, and historical averaging have been introduced. Wasserstein GANs [3] mitigated the problem of mode collapse and improved the learning stability of the model.

**Conditional GANs.** Conditional GANs (cGANs) [43] enhance the capabilities of the traditional GAN framework by introducing conditions into the image generation process. These conditions, often in the form of class labels y, allow for more controlled and targeted image synthesis. This is particularly useful in applications where the desired output is specific to certain attributes or categories.

The objective function of a cGAN is modified to incorporate these conditions, which can be formally expressed as:

\[
\min_G \max_D V(G, D) = \mathbb{E}_{x \sim p_x}[\log D(x|y)] + \mathbb{E}_{z \sim p_z}[1 - \log D(G(z|y)|y)]. \quad (3.4)
\]

In this equation, \( D(x|y) \) represents the discriminator’s estimation of the probability that \( x \) is a real image, given the condition \( y \), and \( G(z|y) \) denotes the generator’s output given the noise vector \( z \) and condition \( y \). The incorporation of \( y \) allows the GAN to generate images that are not only realistic but also tailored to specific classes or characteristics dictated by \( y \).

Such a framework expands the utility of GANs in various fields, enabling the generation of context-specific images, which is crucial in scenarios like personalized content creation, targeted data augmentation for machine learning models, and domain-specific image synthesis.

**PG-GAN**

In 2018, Karras et al. [31] introduced progressively growing GANs (PG-GAN). The main idea behind progressively growing GANs is that initially both the generator \( G \) and the discriminator \( D \) have a low spatial resolution of \( 4 \times 4 \) pixels, and during training, the convolutional layers are incrementally added to \( G \) and \( D \), while all existing layers remain trainable. The gradual addition of layers leads to increasing the spatial resolution of the generated images. It also enables the model to efficiently acquire general information at a high level and subsequently acquire more specific details. Another advantage is the reduced training time. This process is visualized in Fig. 3.2.
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Figure 3.2: Training of PG-GAN. At the beginning both $G$ and $D$ have low spatial resolution of $4 \times 4$ pixels. During training additional layers are incrementally added, increasing the spatial resolution of the generated images.

StyleGAN

In March 2019, Karras et al. introduced StyleGAN [32], a novel generator architecture, that was a significant advancement in the field of data-driven unconditional generative image modeling. The new architecture enables one to automatically learn a separation between high-level features such as pose or identity when trained on human faces and stochastic variation such as hair structure or freckles, which allows for meaningful interpolation operations and scale-specific mixing in the image space [46]. It has been observed that when linearly interpolating two latent vectors $z_1$ and $z_2$,

$$z = \alpha z_1 + (1 - \alpha) z_2, \quad 0 \leq \alpha \leq 1,$$

(3.5)

the corresponding generated images $G(z)$ change continuously. That means that the semantics contained in the image also change gradually [32]. An example of this property is shown in Fig. 3.3.

While the objective function and the discriminator of StyleGAN remain consistent with typical unconditional GANs, the StyleGAN generator differs significantly from a traditional generator in its architecture, as shown in Fig. 3.4. It is composed of a mapping network $f$ and a synthesis network $g$. It first transforms a latent code $z \in Z$ into $w \in W$ using the mapping network $f : Z \to W$, where both vectors are 512-dimensional. The advantage of this approach is that $W$, unlike $Z$, is not constrained by any specific probability distribution, which helps in the separation of various features.
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Figure 3.3: Interpolating between latent codes of StyleGAN. The left- and right-most images are randomly generated from StyleGAN. Linear interpolation between their generating latent code changes the images smoothly in the image space as well.

Learned affine transformations then transform \( w \) to styles that control adaptive instance normalization (AdaIN) [28]. To add detailed stochastic features to the images, noise vectors are incorporated at each convolutional layer’s output.

Through this architecture, specific styles can be adjusted at different scales to manipulate the image synthesis process. The combination of the mapping network and affine transformations effectively samples each style from a learned distribution, and the style-based architecture enables to generate an image composed from those styles.

### 3.1.2 Diffusion Models

Diffusion models have emerged as a significant breakthrough in the field of generative models, especially for tasks involving image synthesis. The concept of utilizing diffusion models for image generation first emerged in the literature in 2015 [56], however, five years later, these models experienced a significant surge in popularity and recognition in the field thanks to Ho et al. [27] and the introduction of denoising diffusion probabilistic models (DDPMs). These models represent a distinct approach from traditional generative methods such as GANs. Diffusion models are inspired by the physical process of diffusion, and they have shown remarkable results in generating high-quality, high-fidelity images.

The core principle of diffusion models involves a gradual, stepwise process that transforms a simple distribution (like Gaussian noise) into a complex data distribution (such as natural images). This transformation is achieved through a series of forward and reverse diffusion steps.

In the forward process, the model incrementally adds noise to the data, gradually transforming it into a Gaussian distribution. Conversely, the reverse process involves a neural network learning to reverse these diffusion steps, effectively reconstructing the original data from the noise.

Mathematically, the forward diffusion process can be described as a Markov chain that incrementally adds Gaussian noise to the data at each step. This process is visualized in Fig. 3.5. Given a data point sampled from a real data distribution \( x_0 \sim q(x) \), we define a forward diffusion process in which we add a small amount of Gaussian noise to the sample in \( T \) steps, producing a sequence of noisy samples \( x_1, \ldots, x_T \). The step sizes are controlled by a
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Figure 3.4: Comparison of the traditional generator with a StyleGAN generator. In the traditional generator, the latent code \( z \) is passed directly to the input layer, to the style-based generator. In the style-based generator, the latent vector is first mapped to intermediate latent code \( w \in W \). An affine transformation \( A \) is applied to \( w \) and the result is then forwarded to a convolutional layer with AdaIN. This is done for each convolutional layer separately. Latent code \( w \) is the same, but the affine transformations are different for each convolutional layer. After each convolution and before non-linearity, Gaussian noise is injected to provide additional diversity of the results \[46\]. The figure is adopted from \[32\].

The reverse process, which is of primary interest, is where the model learns to generate data. It involves training a neural network to predict the noise that was added at each step of the forward process, thereby allowing it to reverse these steps and generate samples from the target distribution. This is visualized in Fig. 3.6.

If we can reverse the forward process mentioned previously, and sample from \( q(x_{t-1}|x_t) \), we will be able to recreate the true sample from a Gaussian noise variance schedule \( \{\beta_t \in (0, 1)\}_{t=1}^T \). Then, the forward process is

\[
q(x_{1:T}|x_0) = \prod_{t=1}^T q(x_t|x_{t-1}),
\]

\[
q(x_t|x_{t-1}) = \mathcal{N}(x_t; \sqrt{1 - \beta_t}x_{t-1}, \beta_t I). \quad (3.7)
\]

The reverse process, which is of primary interest, is where the model learns to generate data. It involves training a neural network to predict the noise that was added at each step of the forward process, thereby allowing it to reverse these steps and generate samples from the target distribution. This is visualized in Fig. 3.6.
3.1. Generating Synthetic Images

Figure 3.5: The Markov chain of a forward diffusion process. The original image gradually loses its distinguishable features by slowly adding noise in multiple steps. Image source: [71]

\[ q(x_{t-1} | x_t) = \mathcal{N}(x_{t-1}; \mu_{t}, \sqrt{1 - \beta_t} x_t, \Sigma_t = \beta_t I) \]

\begin{align*}
  \mathbf{x}_0 & \rightarrow \cdots \rightarrow \mathbf{x}_{t-1} \\
  \mathbf{x}_t & \rightarrow \cdots \\
  \mathbf{x}_{T-1} & \rightarrow \rightarrow
\end{align*}

Figure 3.6: Visualization of a reverse diffusion process. The goal is to recreate the true sample from a noisy input in multiple steps. Image source: [71]

\begin{align*}
  \mathbf{x}_0 & \rightarrow \cdots \rightarrow \mathbf{x}_t \\
  \mathbf{x}_t & \rightarrow \cdots \\
  \mathbf{x}_{T-1} & \rightarrow \rightarrow
\end{align*}

\[ p_\theta(x_{T-1} | x_t) \]

\[ q(x_{t-1} | x_t) \]

\[ q(x_{t-1} | x_t) \text{ is unknown} \]

input, \( \mathbf{x}_T \sim \mathcal{N}(\mathbf{0}, \mathbf{I}) \). Unfortunately, we cannot easily estimate \( q(x_{t-1} | x_t) \) and therefore we need to learn a model \( p_\theta \) to approximate these conditional probabilities in order to run the reverse diffusion process

\begin{align*}
  p_\theta(x_{0:T}) &= p(\mathbf{x}_T) \prod_{t=1}^{T} p_\theta(x_{t-1} | x_t), \quad (3.8) \\
  p_\theta(x_{t-1} | x_t) &= \mathcal{N}(x_{t-1}; \mu_\theta(x_t, t), \Sigma_\theta(x_t, t)). \quad (3.9)
\end{align*}

However, the process of generating images with this specific approach takes a long time compared to e.g., GANs. As Song et al. 2020 [58] wrote: “For example, it takes around 20 hours to sample 50k images of size 32 \times 32 from a DDPM, but less than a minute to do so from a GAN on an Nvidia 2080 Ti GPU.” That is when denoising diffusion implicit model (DDIM) [58] comes into play. DDIMs enable to sample only a subset of the diffusion steps during the generation process, making the inference much faster.

### Latent Diffusion Models and Stable Diffusion

The Latent Diffusion Model (LDM) [51] builds on DDIM and also implements the diffusion process in a latent space, rather than a pixel space, as shown in Fig. 3.7. This approach results in more efficient training and faster inference. The rationale behind a latent diffusion model is motivated by the
understanding that while a significant portion of the image data contributes to fine-grained perceptual details, its core semantic and conceptual structure still remains after an aggressive compression. LDMs thus effectively separate perceptual and semantic features in the image generation. This is achieved by initially reducing pixel-level details using an autoencoder. Subsequently, it applies the diffusion process within the resulting latent space to synthesize or modify the semantic content of the image. This two-step approach, focusing first on removing redundancy at the pixel level and then on handling semantic aspects through diffusion, offers a more resource-efficient way to generate high-quality images. This was an important breakthrough because it enabled running of these models on consumer hardware as they are less computationally demanding than the models that operate in the pixel space.

As stated previously, the main difference compared to vanilla diffusion models is that the encoder \( E \) compresses the high-dimensional input image \( \mathbf{x} \in \mathbb{R}^{H \times W \times 3} \) into a reduced 2D latent space \( \mathbf{z} = \mathbf{E}(\mathbf{x}) \in \mathbb{R}^{h \times w \times c} \), where the downscaling factor \( f = H/h = W/w = 2^m, m \in \mathbb{N} \). The decoder \( D \) then aims to reconstruct the image from this latent space representation, \( \hat{\mathbf{x}} = D(\mathbf{z}) \).

The diffusion process is conducted on the latent space vector \( \mathbf{z} \). A temporally conditioned U-Net, which incorporates a cross-attention mechanism, enables flexible and dynamic conditioning for diverse image generation tasks. This is particularly useful for encoding various types of conditioning information, such as class labels, text, layouts, or semantic maps.

Each type of conditioning information is associated with a domain-specific encoder \( \tau_\theta \) which projects the conditioning input \( \mathbf{y} \) onto an intermediate representation \( \tau_\theta(\mathbf{y}) \in \mathbb{R}^{M \times d_\tau} \). This representation is then mapped to the intermediate layers of the U-Net via a cross-attention layer.
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![Diagram of CLIP training process]

**Figure 3.8: Training of CLIP.** During training, CLIP learns to embed an image and its corresponding caption. The goal is that the image embedding and text embedding have high similarity scores. Image source: [2].

Probably the most prominent conditioning is text. CLIP [47] tokenizer is used to create the intermediate representation $\tau_\theta(y)$ of the text prompt. CLIP is trained on a dataset of 400M images and their captions that were obtained by crawling the web along with their “alt” tags. The key idea of CLIP is that it is a combination of an image encoder and a text encoder. The aim is to make the embeddings of the image with the corresponding caption similar to each other. During training, the embeddings are compared, and their similarity score is measured. This process is visualized in Fig. 3.8. Stable Diffusion then uses the CLIP text encoder to obtain the tokenized representation of the text prompt. The representation is limited to 77 tokens where one token is a 768-dimensional vector. These representations are injected into the intermediate layers of U-Net by the cross-attention mechanism [65].

There are many Stable Diffusion checkpoints (or models) available, and every day new ones are appearing. The difference between them is the data on which they were trained. In 2023, Stable Diffusion v2 was introduced. It offers synthesis of higher resolution data and it uses OpenClip [10] text tokenizer instead of CLIP. OpenClip was trained on publicly available dataset and NSFW data samples were filtered out from the dataset. Stable Diffusion community found, that some images look worse in the V2 model and it is harder to generate higher quality results for keywords like celebrity names, and in general, it is easier to synthesize images in artistic style. [44] In our work, we use two checkpoints from Stable Diffusion V1. First is Stable Diffusion V1.4, which is considered to be the first publicly available Stable Diffusion model. The second one is Realistic Vision 5.1, which is a model based on Stable Diffusion V1.5 and focuses on generating photo-realistic images.
3.2 Adversarial Attacks

Adversarial attacks in image classification represent a sophisticated form of interference where images are subtly modified to mislead machine learning models into incorrect predictions. These modifications are usually imperceptible to humans but can cause a model to incorrectly label data with high confidence. This is visualized in Fig. 3.9.

In the context of distinguishing real images from artificially generated images of people, such attacks can have significant implications. They might, for instance, trick a system into accepting a fake image as real, raising concerns in areas like digital security and content authentication. As the field advances, one promising area is the use of artificial intelligence not just to create but also to automatically detect and respond to adversarial attacks. This approach could lead to more dynamic and robust defense mechanisms, adapting in real time to the ever-evolving landscape of adversarial threats in image classification.

The challenge of defending against these attacks is ongoing. One common strategy is to strengthen the model’s resilience by training it with a variety of adversarial examples, a process known as adversarial training. Other defensive measures include introducing an image transformation on inference (e.g. Gaussian blur) in order to mitigate the adversarial pattern. We will study these types of defenses more in Section 4.4.

As mentioned previously, creating adversarial samples typically involves subtly tweaking the image data. The methods that are often used are simple but effective Fast Gradient Sign Method (FGSM) or more elaborate iterative techniques. These methods adjust the image in minimal ways to alter the classification outcome without the changes being noticeable to human viewers. Some particular techniques are for example Jacobian-based Saliency Map Attack (JSMA), Deepfool, or L-BFGS. We will elaborate more on the L-BFGS later in this section.

3.2.1 Fast Gradient Sign Method (FGSM)

The Fast Gradient Sign Method (FGSM) is a simple, yet effective method of creating adversarial samples. It was first introduced by Goodfellow et al. [22]. The core idea behind this method is to exploit the gradients of the neural network to slightly alter the input data in a way that it leads to incorrect output from the network. The authors recognized that neural networks are linear models to a large extent despite the nonlinear activation functions, meaning that overall behavior, especially in deep networks, can be approximated by a linear model. This linearity makes them susceptible to adversarial perturbations [22]. Moreover, they observed that in high-dimensional spaces, even small perturbations can lead to significant changes in the output. This is due to the cumulative effect of small changes across many dimensions, pixels, in our case.

The objective was to find an input change that would maximally increase
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Figure 3.9: An example of an adversarial attack. We take an image of a panda, that was correctly classified by the model with 57.7% confidence. By adding the constructed adversarial residuum, we change the model decision to 'gibbon' with 99.3% confidence. For the human eye, the difference in the image is barely noticeable. Image taken from [22].

the loss of the model, leading to a higher chance of misclassification. The gradient of the loss function with respect to the input image indicates the direction in which a small change would increase the loss. To keep the method efficient, they proposed to use the sign of the gradient, which provides a good approximation and is computationally simple. This whole term is multiplied by a small constant $\epsilon \in (0; 1)$ that determines the strength of the adversarial attack. By tuning this value, one can ensure that the perturbation is small enough to keep the adversarial image visually similar to the original sample $x$, yet sufficiently large to fool the model into the wrong classification. Note, that the input image $x$ is normalized to values between 0 and 1. Then the adversarial sample is obtained as

$$x' = x + \epsilon \cdot \text{sign}(\nabla_x J(\theta, x, y)),$$

where $\theta$ represents the model parameters and $y$ the target class.

FGSM is a straightforward and computationally efficient method for generating adversarial examples and requires only a single step to compute the perturbation. This makes it a widely used technique for testing and enhancing the robustness of neural networks against adversarial attacks.

3.2.2 Limited-memory BFGS (L-BFGS)

L-BFGS (Limited-memory Broyden–Fletcher–Goldfarb–Shanno) is a well-known optimization algorithm in machine learning, particularly suited for problems with large numbers of variables, such as high-dimensional image data. Szegedy et al. [59] utilized this algorithm to optimize the perturbation added to the input image. Precisely, they use box-constrained L-BFGS, which refers to the constraint on pixel values, typically from 0 to 1 for normalized images.

The core idea behind this approach is to find the smallest possible perturbation (also referred to as residuum) $r$ of an original image $x$ that leads to
misclassification as a specific target class $l$. This involves minimizing a loss function that represents the distance between the original and adversarial images, subject to the condition that the adversarial image is misclassified by the classification model $f : \mathbb{R}^m \rightarrow \{1, \ldots, k\}$, where $m$ is the number of pixels in the image, $k$ is the number of classes. The optimization problem can be expressed as

$$\min_r \|r\|_2$$

subject to:

$$\begin{align*}
    x + r &\in [0, 1]^m \\
    f(x + r) &= l. 
\end{align*}$$

However, solving this optimization problem directly can be computationally intensive, especially for high-dimensional data like images, and this is where L-BFGS comes into play. It is used to iteratively approximate the perturbation $r$ that will lead to misclassification, changing the objective to

$$\min_r c\|r\|_2 + \text{loss}_f(x + r, l)$$

subject to:

$$\begin{align*}
    x + r &\in [0, 1]^m, 
\end{align*}$$

where $\text{loss}_f : \mathbb{R}^m \times \{1, \ldots, k\} \rightarrow \mathbb{R}^+$ is a continuous loss function associated with the model $f$. Here, a line search is performed to find a minimum $c > 0$ for which the minimizer $r$ of the mentioned problem satisfies $f(x + r) = l$ [59].

This method for finding adversarial samples creates higher quality samples in a sense that they are closer to the original image, yet misclassified, but is more time-consuming and has much higher computational demands than the previously mentioned FGSM, even though it applies an approximation to the original problem of finding a minimal distortion.
Chapter 4
Experimental Analysis

This chapter introduces an in-depth examination of synthetic image detection. We present a comprehensive exploration of the methodologies, datasets, and experiments conducted to detect synthetic images. The main focus of our investigation was evaluating how well these models can generalize when presented with new previously unseen data, a critical factor in the robustness and reliability of any detection system. In addition, we studied how the degradation of the input images impacts the detection accuracy. Another key area of investigation was the efficiency of adversarial attacks in confusing classification models. Lastly, we dive into the challenging task of localizing fake segments within partially manipulated images.

4.1 Dataset

Our dataset consists of face images produced by five generators; see Fig. 4.1. We use two Stable Diffusion checkpoints: Realistic Vision V5.1 [12] (RV5.1), which is fine-tuned Stable Diffusion V1.5, and official StabilityAI’s Stable Diffusion V1.4 [31] (SD1.4). Then three synthetic image sets that are part of the DFFD corpus [15]: FaceApp [19] (FA), which are images produced by a popular commercial mobile phone application with undisclosed technology, and GANs PG-GAN2 [31] (PG), and StyleGAN [32] (SG). Examples produced by the mentioned generators can be seen in Fig. 4.1.

For creating our samples with Stable Diffusion checkpoints, we utilized an open-source project Stable Diffusion Web UI [4], which is a browser interface for Stable Diffusion. There are numerous extensions that can be accessed, including SD Dynamic Prompts extension [18]. This extension implements an expressive template language for the generation of random or combinatorial prompts. In particular, we used the following prompt to increase diversity in our dataset: “RAW photo, {older | younger} {man | woman | lady | girl | boy} { smiling | staring } | with glasses | with hat | with {brown | blonde | dark} { straight | curly | short } hair }, high quality portrait taken with Nikon camera, in { nature | a city | a room | an office | a park | a street | a forest }”. That enabled us to quickly generate diverse images. With different random seeds, we generated almost 1.7k images for both Stable Diffusion checkpoint, RV5.1 and SD1.4. The other generators consist of 2k images for each of FA,
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4.1 Samples of the dataset produced by five generators.

- RV5.1
- SD1.4
- FA
- PG
- SG

Figure 4.1: Samples of the dataset produced by five generators. Two diffusion models – Realistic Vision 5.1 [12] (RV5.1) and Stable Diffusion 1.4 [51] (SD1.4), one commercial app – FaceApp [19] (FA), two GANs – Progressive GAN [31] (PG) and StyleGAN [32] (SG).

For the negative class of real images, we use images from the FFHQ dataset [32]. All synthetic and real images underwent the same preprocessing procedure, cropping with the same margin, aligning using facial landmarks, and resampling to $224 \times 224$ px.

4.2 Cross-generator Testing

In this experiment, we trained the ResNET-50 backbone binary classifier [26] to distinguish between synthetic and real samples. The dataset was always split to 80-10-10% for disjoint training-validation-test sets, respectively. The ratio between synthetic and real classes was always 50-50%. We used Adam optimizer with default settings and horizontal flipping as data augmentation. We always selected the model that achieved the best accuracy on the validation set.

We performed the following cross-generator experiment. We first trained on single generator images and tested on all in the set, see Tab. 4.1. Then, the other way around, we trained on all generators with one left out and...
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<table>
<thead>
<tr>
<th></th>
<th>RV5.1</th>
<th>SD1.4</th>
<th>FA</th>
<th>PG</th>
<th>SG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing set</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training set</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RV5.1</td>
<td>100</td>
<td>58</td>
<td>49</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>SD1.4</td>
<td>51</td>
<td>100</td>
<td>50</td>
<td>54</td>
<td>49</td>
</tr>
<tr>
<td>FA</td>
<td>53</td>
<td>50</td>
<td>80</td>
<td>87</td>
<td>60</td>
</tr>
<tr>
<td>PG</td>
<td>49</td>
<td>61</td>
<td>54</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>SG</td>
<td>48</td>
<td>48</td>
<td>54</td>
<td>66</td>
<td>94</td>
</tr>
</tbody>
</table>

Table 4.1: Cross-generator testing – training on a single generator. Each cell \((row, col)\) shows test accuracy in percent of the models trained on data from generator \(row\), tested on data from generator \(col\).

<table>
<thead>
<tr>
<th></th>
<th>RV5.1</th>
<th>SD1.4</th>
<th>FA</th>
<th>PG</th>
<th>SG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing set</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-RV5.1</td>
<td>58</td>
<td>92</td>
<td>80</td>
<td>94</td>
<td>91</td>
</tr>
<tr>
<td>-SD1.4</td>
<td>91</td>
<td>84</td>
<td>85</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>-FA</td>
<td>95</td>
<td>94</td>
<td>55</td>
<td>94</td>
<td>89</td>
</tr>
<tr>
<td>-PG</td>
<td>93</td>
<td>92</td>
<td>77</td>
<td>79</td>
<td>85</td>
</tr>
<tr>
<td>-SG</td>
<td>95</td>
<td>95</td>
<td>80</td>
<td>94</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 4.2: Cross-generator testing – leave one out training. Each cell \((row, col)\) shows test accuracy in percent of models trained on the whole training set except the data from generator \(row\), tested on data from generator \(col\).

tested again on all, see Tab. 4.2.

We can observe in Tab. 4.1 that if the detector is trained on the same model as it is tested (diagonal of the table), the accuracy is perfect for RV5.1, SD 1.4, PG, and very high for SG. The accuracy is only 80% for FA. FaceApp [19], a commercial app with unknown technology behind, probably blends the real face with some manipulations, making it harder to identify. However, we can clearly see that accuracy drops close to chance when we test on images produced by generators the detector was not trained on (off the diagonal). Interestingly, this is not the case for FA, which achieves even higher accuracy on PG, which might indicate similar technology, but the converse is not true. The generalization does not occur for even very similar models; the diffusion models RV5.1 and SD 1.4 share the same architecture. The first is a fine-tuned version of the latter.

In Tab. 4.2, when the detector is trained on data multiple generators, a certain level of generalization to unseen generators is achieved for some models, as seen in the diagonal now. SD1.4 seems to generalize well while it was not trained on it. However, RV5.1 is very close to SD1.4, but the generalization is not reciprocal. PG seems to generalize too, and the rest is close to chance.

4.2.1 Adapting to New Generators

We see that detector generalization to an unseen model is a problem. Therefore, in the following experiment, we measure how many samples from the
new generator are needed for fine-tuning. We always start from the model that is trained on all the generators of our set except one (i.e., the rows of Tab. 4.2), so its initial accuracy is on the diagonal of Tab. 4.2. Then we successively add training samples of the new generator (0, 5, 10, 50, 100, 500, 1000, 1666) samples and measure the accuracy on the test set. The results are shown as learning curves in Fig. 4.2. Note that the plot has a logarithmic horizontal axis. Interestingly, for some generators, only units or small tens of training samples are needed to significantly improve detection accuracy.

4.2.2 Comparison with the State of the Art

We evaluate recent fake image detectors on our test set produced by the RV5.1 generator. We tested Wang 2020 [68], HiFi 2023 [23] which both provide pre-trained models, and Durrall 2019 [17] which we trained on the independent training split of the RV5.1 dataset by using the training script provided by the authors. Our ResNET-50 was trained on the same set.

The results are shown in Tab. 4.3. Although Wang 2020 [68] claimed to generalize to unseen generators, it no longer holds with novel generators. The model achieved accuracy close to chance. It was trained on GAN-based generators which does not provide any generalization to the recent diffusion RV5.1 generator. Moreover, the recent HiFi 2023 [23] also failed, despite being trained on diffusion models. It achieves low accuracy of 44.2%, as it
4.3 Robustness to Image Degradations

We have seen that the discriminator can be trained well to distinguish between real and fake images, given that the generator (or at least its class) is known. In this series of experiments, we studied how various degradations of the input images affect the classification accuracy. Namely, we tested Gaussian blur, JPEG compression, patch size, and downsizing.

We conducted two distinct evaluations. Initially, we assessed the model that had been trained exclusively on undistorted images. Subsequently, to address image degradation, we implemented a second scenario where the detector was trained anew, this time incorporating image degradation into the training process as a form of data augmentation. To ensure significance and avoid results based on a single, potentially anomalous model, we repeated this training process ten times, each time creating a separate model. In the following figures, this is denoted by the error bars that represent the standard deviation.

### 4.3.1 Gaussian Blur

In this experiment, our aim was to investigate how image blur affects the performance of our classification model. We began with a pre-trained ResNET-50 model, initially trained for clear, unaltered images. To assess the model’s resilience to image quality degradation, we subjected our test image set to blurring at ten different intensity levels. Examples can be seen in Fig. 4.3.

Each level of blurring represented a distinct degree of image distortion, ranging from minimal to severe. This gradation allowed us to systematically explore the model’s response to progressively degraded images. After applying

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang 2020 [68]</td>
<td>48.3</td>
</tr>
<tr>
<td>HiFi 2023 [23]</td>
<td>44.2</td>
</tr>
<tr>
<td>Durall 2019 [17]</td>
<td>87.7</td>
</tr>
<tr>
<td>ResNET-50 (ours)</td>
<td>99.5</td>
</tr>
</tbody>
</table>

Table 4.3: Comparison with the state of the art. Accuracy on test set produced by RV5.1 generator. The last two models were trained on an independent split of the RV5.1 dataset.

confused almost all RV5.1 images with real ones while classifying some of the real images as synthetic. This generalization failure is particularly striking since this method presented in the last CVPR conference is supposed to be the state of the art. This finding reveals the difficulty of the problem of detecting unseen generators.

Durral 2019 [17] resulted in an inferior accuracy compared to our model. The reason is probably that it uses very simple features, magnitude spectrum radius, and logistic regression.
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Figure 4.3: Examples showing the Gaussian blur strength. The numbers indicate kernel size $\sigma$.

each level of blurring to the test images, we then evaluated the model’s classification accuracy.

In the second scenario, instead of applying blur solely to the test images, we introduced blurring as a part of the data augmentation strategy during the model’s training. We used the same range of ten blur intensity levels, applying these transformations to the training images. This approach was designed to expose the model to a variety of blurred images during its learning phase, with the intention of enhancing its ability to generalize and maintain accuracy when encountering blurred images during testing.

The results of all the values tested are visible in Fig. 4.4. Interestingly, the model that was pre-trained with blurred images was able to achieve 70% accuracy even if the Gaussian blur was as strong as $\sigma = 21$px. Without pretraining, a similar result was achieved with $\sigma = 9$px.

**4.3.2 JPEG Compression**

In the following experiment, we investigate the effect of JPEG compression on the accuracy of our real/fake image classification model. JPEG compression
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Figure 4.4: Effect of increasing the intensity of the Gaussian blur on the classification accuracy.

introduces artifacts and reduces image quality, a factor that could obscure the subtle distinctions between real photographs and synthetic images of people.

We applied different levels of JPEG compression to both real and artificially generated images, altering the compression quality from high (minimal compression, preserving more detail) to low (maximum compression, with significant loss of detail and introduction of artifacts). See Fig. 4.5 for examples. The objective was to assess whether compression could ‘equalize’ the visual fidelity between the two sets of images, thereby making it more difficult for the model to classify them correctly. The experiment was designed to simulate conditions where images might be compressed to meet storage or bandwidth constraints, a common occurrence in digital media. The results would indicate how such real-world conditions might influence the performance of models designed to distinguish real images from synthetic ones.

In Fig. 4.6 we can observe that the model is robust against JPEG compression. With JPEG-compressed samples in the training set, it achieves an accuracy about 88% even if the JPEG compression quality is as low as 10. The model’s ability to maintain high accuracy under these conditions suggests that it has successfully learned to identify deep, discriminative features that are less sensitive to the kinds of distortions introduced by JPEG compression.
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Figure 4.5: Examples showing various levels of JPEG compression quality. Numbers indicate the JPEG quality setting.

Figure 4.6: Effect of increasing the intensity of the JPEG compression on the classification accuracy.
4.3.3 **Patch Size**

In this experiment, our primary objective was to determine the minimum portion of an image necessary for an accurate classification by our model. We employed a method in which parts of each image were obscured with black pixels, leaving only a randomly placed square patch visible. This approach was aimed at simulating scenarios where image visibility is inherently limited.

Our images were initially $224 \times 224$ pixels in size. We started with the entire image visible and progressively decreased the size of the unmasked, visible patch. See Fig. 4.7 for examples. This gradual reduction allowed us to systematically study how the diminishing field of view affects the model’s image classification capabilities.

![Figure 4.7: Examples showing visible patch sizes.](image)

Each step involved a specific patch size, decreasing incrementally to represent various levels of visibility. By doing so, we could accurately measure the impact of decreasing visibility on the accuracy of the model. This approach was critical in understanding at what point the reduction in the visible area began to significantly hinder the model’s ability to classify the images correctly. The results for all the values tested are visible in Fig. 4.8. With the re-trained model, the $70\%$ classification accuracy was achieved with visible patches as small as $25 \times 25$ px.
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4.3.4 Downsizing

In a series of experiments aimed at testing the resilience of our image classification model, we introduced downsizing as a means to challenge the model’s ability to discern real from artificially generated images. The motivation for this type of experiment was that oftentimes the images have the resizing step as one of the input transformations. Therefore, we wanted to simulate a scenario where an image with a smaller resolution than what the model was trained for is passed into the model.

The original size of the images is $224 \times 224$ pixels, which is an input receptive field of our model. We resize the image down to a smaller resolution and then resize it back to $224 \times 224$ pixels again. The default anti-aliasing filter was used before subsampling and the default bilinear interpolation was used for both downsampling and upsampling. Examples are shown in Fig. 4.9.

The results of the experiment can be seen in Fig. 4.10. More than 80% of the accuracy is preserved when the face image is of $50 \times 50$ px resolution.

4.3.5 Conclusion

The experiments conducted within this chapter have yielded insightful revelations about the robustness of our image classification model in the context of distinguishing real from synthetic images. Across a series of systematic tests, applying Gaussian blur, adjusting JPEG compression, varying patch visibility and input resolution, the classification model has demonstrated a
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Figure 4.9: Examples showing how downsizing affects image appearance.

Figure 4.10: Effect of downsizing the image on the classification accuracy.
remarkable degree of resilience to various types of image degradations.

In scenarios where the model was re-trained with degradation as part of the data augmentation, its robustness was enhanced. For example, it maintained an accuracy rate of 80% even with a substantial Gaussian blur ($\sigma = 17$ px), a compelling 90% accuracy with JPEG images of quality as low as 10, and a commendable 70% accuracy when only a small $25 \times 25$ pixel patch of the image was visible. These results were not just affirmations of the model’s initial robustness, but also that incorporating transformed images into the training data improves the robustness against the degradations.

### 4.4 Adversarial Attacks

In this section, we study the vulnerability of our fake image detector to adversarial attacks. As described in Sec 3.2, an adversarial attack means performing a hardly perceptible modification of an image (residuum) that causes a change in the classification of the detector, namely, a synthetic image were classified as real. The two methods that we used to obtain the residua, FGSM and L-BFGS, were described in Section 3.2.1 and Section 3.2.2, respectively. We study how adversarial attacks can generalize among training data and model architectures and whether there is an effective defense against it. For this series of experiments, we trained ResNET-50, Xception [11] (another convolutional neural network), and ViT-tiny [63] (visual transformer) on a dataset containing real images and generated images from Realistic Vision 5.1. We then tested whether the residua found for a specific image and a specific detector act adversarially on another image for the same or a different detector model.

We measured the success of attacks by the confusion rate, which depicts a percentage of test cases when the model switched the classification due to the attack from “fake” to “real” over the number of “fake” decisions prior to the attack.

In the end, we used only FGSM adversarial attacks, because the L-BFGS method was too time-consuming and with FGSM we could carry out large-scale tests and compare various strengths of attacks by modifying the parameter $\epsilon$. Visual examples of these two methods can be seen in Fig. 4.11 and Fig. 4.12, respectively. The effect of the parameter $\epsilon$ on the visual result is shown in Fig. 4.13.

#### 4.4.1 Adversarial Attacks Generalization

Szegedy et al. [59] already study whether adversarial samples are universal – either for different subsets of the training data or among different model architectures. We study similar scenarios with novel model architectures and our data.
Cross-sample Generalization

Firstly, we wanted to know whether the perturbations (residua) are universal among particular samples. In other words, we found a perturbation for one image that would fool the classifier and apply it to all different images. We used FGSM again due to its speed and performed three experiments with different $\epsilon$ settings, as can be seen in Table 4.4. We can observe that the Xception model is the most prone to attacks, as already with $\epsilon = 0.02$ almost all samples are classified incorrectly with the same perturbation. On the other hand, ViT-tiny is more robust against that type of attack if $\epsilon$ is low.
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We show this experiment as an interesting insight, although this scenario is not so relevant practically, since an attacker would prepare an optimal residuum right for his fake image.

**Cross-training-set Generalization**

In this scenario, we trained two neural networks on disjoint training sets from the same domain of real and fake images. The fake images were created with the Realistic Vision 5.1 checkpoint. We used classical ResNET-50 and split...
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<table>
<thead>
<tr>
<th></th>
<th>$\epsilon = 0.01$</th>
<th>$\epsilon = 0.02$</th>
<th>$\epsilon = 0.05$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNET-50</td>
<td>2.20</td>
<td>67.40</td>
<td>100.00</td>
</tr>
<tr>
<td>Xception</td>
<td>96.34</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>ViT-tiny</td>
<td>8.63</td>
<td>25.88</td>
<td>97.25</td>
</tr>
</tbody>
</table>

Table 4.4: Cross-sample adversarial attacks. Adversarial residuals found for a given image were tested on different images. The table shows confusion rate for increasing strength of residual $\epsilon$. The experiment was done separately for three model architectures.

<table>
<thead>
<tr>
<th></th>
<th>ResNET-50+</th>
<th>ResNET-50-</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNET-50+</td>
<td>100%</td>
<td>80%</td>
</tr>
<tr>
<td>ResNET-50-</td>
<td>84%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 4.5: Cross training-set adversarial attacks. The attacks were tailored for a model (column) that was trained on a different dataset subset than the predicting model (row). The table shows confusion rates.

The training data into two disjoint, equally sized subsets. The same testing data are used for both models and the adversarial examples were created with FGSM ($\epsilon = 0.025$). So, referring to Table 4.5, we created the adversarial sample with a model in the column and classified the created sample with a model in the row. We can observe, that a large fraction of examples will be indeed misclassified by the other network, that was trained on a different data. This suggests, that even in a black-box scenario when we do not have access to the weights of the model, we can train a “mirror” model and still have a high confusion rate of adversarial attacks. By the “mirror” model, we mean a model of the same architecture but trained on different data samples.

## Cross-architecture Generalization

The most important question that we posed was the following. If we create adversarial samples with one model, are they effective for an adversarial attack on a model with a different architecture? For this experiment, we used two convolutional neural networks – ResNET-50 [26] and Xception [11], and one visual transformer – ViT-tiny [63]. Again, we used FGSM, with three different $\epsilon$ values (0.01, 0.02, 0.05). For these three values, we trained each model on the whole Realistic Vision 5.1 dataset and created adversarial samples for these models. Then we run the inference on these perturbed data samples with the other models. The results can be seen in Table 4.6. On the diagonals, there are results of the vanilla adversarial attack, where the adversarial samples were tailored for the model with which the inference was performed. Interestingly, the strength of the FGSM attack quite noticeably altered the results for different architectures. For example, we can see that the FGSM adversarial attack with $\epsilon = 0.01$ is enough for ResNET-50 and Xception, but for ViT-tiny, the attack must be stronger in order to fool the model in all cases. Off the diagonals, we can observe how we can fool the
Figure 4.13: Adversarial images crafted to confuse the classification model. They are created by summing the original (top left) image with an adversarial residuum (top row) scaled by $\epsilon$. Results are shown for three models (ResNET-50, Xception, ViT-tiny) with increasing strength $\epsilon$. 
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model, even if we trained the 'mirror' model with a different architecture. As we can see, even these attacks were usually successful.

<table>
<thead>
<tr>
<th>FGSM $\epsilon = 0.01$</th>
<th>ResNET-50</th>
<th>Xception</th>
<th>ViT-tiny</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNET-50</td>
<td>100.00</td>
<td>67.15</td>
<td>7.30</td>
</tr>
<tr>
<td>Xception</td>
<td>2.55</td>
<td>100.00</td>
<td>6.93</td>
</tr>
<tr>
<td>ViT-tiny</td>
<td>0.39</td>
<td>6.64</td>
<td>59.77</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FGSM $\epsilon = 0.02$</th>
<th>ResNET-50</th>
<th>Xception</th>
<th>ViT-tiny</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNET-50</td>
<td>100.00</td>
<td>100.00</td>
<td>8.76</td>
</tr>
<tr>
<td>Xception</td>
<td>48.54</td>
<td>100.00</td>
<td>8.39</td>
</tr>
<tr>
<td>ViT-tiny</td>
<td>16.80</td>
<td>89.06</td>
<td>92.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FGSM $\epsilon = 0.05$</th>
<th>ResNET-50</th>
<th>Xception</th>
<th>ViT-tiny</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNET-50</td>
<td>100.00</td>
<td>100.00</td>
<td>15.69</td>
</tr>
<tr>
<td>Xception</td>
<td>100.00</td>
<td>100.00</td>
<td>10.22</td>
</tr>
<tr>
<td>ViT-tiny</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Table 4.6: Cross-architecture adversarial attacks for increasing strength of the residua $\epsilon$. Each cell (row, col) corresponds to confusion rate in percent. The attack was targeted against a model of architecture in row and tested against the model of architecture in col.

4.4.2 Adversarial Training

Adversarial training is a defense technique used in machine learning, particularly in the context of deep learning, to improve the robustness of models against adversarial attacks. The core idea behind adversarial training is to expose the model to adversarial examples during the training process so that it learns to correctly classify not only clean, unaltered examples but also those that have been intentionally perturbed by adversarial attacks.

For each image, we created an adversarial sample with FGSM with 6 different strength values $\epsilon$ (0.05, 0.1, 0.15, 0.2, 0.25, 0.3) and trained a new ResNET-50 model on this dataset. In the first scenario, we created adversarial attacks for the original model and observed, whether the model trained with the adversarial samples in the training set is more resilient to the attacks. In the second scenario, we created adversarial attacks for the resilient model and observed, whether the adversarial training prevents the adversarial attack. The result of adversarial attacks is depicted in Fig. 4.14.

We tried several strengths of FGSM attacks on the resilient model, namely $\epsilon \in (0.01, 0.25, 0.05, 0.075, 0.1, 0.15, 0.175, 0.2, 0.225, 0.25, 0.275, 0.3)$, so also strengths of adversarial attacks that were not present in the training data.
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(a) Adversarial samples were created for the original model

(b) Adversarial samples were created for the resilient model

Figure 4.14: Adversarial training. Plots showing how the adversarial attacks were successful. For $\epsilon$ value 0, we get a confusion rate of 0, because those are the original images. In scenario (a) the adversarial samples were created for the original model and in scenario (b) for the resilient model. Then we used both the original and the resilient model for predictions.
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<table>
<thead>
<tr>
<th></th>
<th>Base</th>
<th>Blurred original images</th>
<th>Basic adv. attack</th>
<th>Blurring adv. samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy [%]</td>
<td>99</td>
<td>95</td>
<td>3.2</td>
<td>78</td>
</tr>
<tr>
<td>Confusion rate [%]</td>
<td>-</td>
<td>-</td>
<td>96</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 4.7: Results of using Gaussian blur ($\sigma = 5$) to mitigate effects of an adversarial attacks. We had a pre-trained ResNET-50 classification and measured accuracy on original unaltered images, blurred images, adversarial samples, and blurred adversarial samples, respectively.

are included. We can observe in Fig. 4.14a that the resilient model that was trained on the adversarial samples is not much vulnerable to attacks anymore. In image Fig. 4.14b, we can see that adversarial training considerably decreases the confusion rate of adversarial attacks, because adversarial samples that were created for the resilient model are only partially successful.

### 4.4.3 Defense via Input Transformation

Another means of defense against adversarial attacks is somehow modifying the input data, for example by blurring. Many adversarial attacks rely on precise, small changes, usually of a high-frequency nature in the input image, to fool the classifier. By applying low-pass filtration like Gaussian blurring, these crafted perturbations can be disrupted. This can reduce or even nullify the effectiveness of the adversarial attack.

In this experiment, we performed adversarial attacks with FGSM with $\epsilon = 0.05$ on 274 fake images created with Realistic Vision 5.1. As a means of defense, we tested simple Gaussian blur with $\sigma = 5$. In this scenario, we suggest that the attacker does not know about the defense mechanism used, therefore they cannot take that into account. The result can be seen in Table 4.7. The model reached 99% accuracy on the original, unchanged images. When we used a Gaussian blur on the images and then we ran inference on them, the accuracy dropped slightly, to 95%. Adversarial attacks on the original images were successful most of the time, lowering the accuracy of the classification model to 3.2%. Blurring these adversarial samples results in a classification accuracy of 78%, dropping the confusion rate of the adversarial attacks from 96% to 18%. These results indicate that carefully transforming the predicted images can help to protect the model from adversarial attacks without considerably hurting the model performance on the unaltered images.

### 4.4.4 Conclusion

In summary, the explorations into the sensitivity of fake image detectors to adversarial attacks, as presented in this section, provide interesting insights. Our experimentation with adversarial attacks underscores a critical vulnerability in machine learning models. The fragility of these systems is evident in the high confusion rates of transfer attacks, which demonstrate the ability of adversarial attacks to generalize across different training data and model
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This highlights the inherent vulnerability of these systems. The experiments demonstrate that adversarial samples crafted with one architecture can compromise the integrity of others, even those with different structural designs. This phenomenon is further complicated by the fact that adversarial perturbations tailored to one sample can affect others, revealing a startling degree of universality among these deceptive inputs.

Adversarial training, while an effective countermeasure in certain contexts, does not offer complete immunity to these attacks. The finding that adversarial examples with perturbation strengths (both below and above the range used in training) can successfully deceive the model suggests that this defense mechanism has limitations. Particularly concerning is the observation that more subtle, and thus less detectable, attacks remain effective, while more pronounced attacks are perceptible but still potentially misleading.

Based on these discoveries, defensive techniques like Gaussian blurring hold potential as input transformation strategies, effectively hindering the effectiveness of adversarial manipulations to a notable extent. Nonetheless, the enduring vulnerability that remains despite these changes suggests that a comprehensive strategy for protection may be required to enhance the robustness of classification models against the ever-changing menace of adversarial attacks.

Moving forward, it is important to continue the development of robust defense mechanisms. This includes not only refining existing strategies but also innovating new methodologies that can adapt to the sophistication of adversarial tactics. Ensuring the reliability and security of image classification models in the context of adversarial challenges remains an important objective for the field of machine learning.

4.5 Localizing Partial Manipulations

In this section, we will look at partial image manipulation, a sophisticated and increasingly prevalent form of image tampering where only a specific region of an image is altered or fabricated. In the following experiment, we will show that these partial manipulations are easy to identify together with localizing the area of the manipulations.

We first prepared a dataset of partially manipulated face images. We randomly sampled real faces from the FFHQ dataset [32] and, for each image, uniformly changed either the eyes, eyebrows, nose, mouth, or whole face. These regions were detected using facial landmarks [35], and the modifications were implemented using state-of-the-art inpainting techniques provided by Stable Diffusion inpainting [51]. This way we produced a dataset of 3.2k partially manipulated images that were mixed with 540 real images.

The data set was divided into training, validation, and test subsets with proportions of 80%, 16%, and 4%, respectively.

Firstly, we tried to localize the inpainted areas with a simple U-Net [52] model. Quantitatively, it has achieved a test dice score of 58%. Visual results can be seen in Fig. 4.15. The results we obtained with this model were not
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Figure 4.15: Results of localization of fake areas in the images with U-Net model. The red areas are incorrect predictions of the fake areas (false positives), green areas are ground truth fake areas undetected by our model (false negatives), and yellow areas are where our model correctly localized the fake areas (true positives).

sufficient. One idea, of why that happened might be that we trained the model on binary masks where the foreground corresponds to the manipulated area, so it was a semantic segmentation task. This labeling does not force the area to be compact. Then, we trained YOLOv8s-seg [64] on the same dataset, which is a YOLO-based architecture [48] with a segmentation head. This was an instance segmentation task, where we converted the binary masks into a list of polygons in YOLO annotations format by finding the contours of the foreground areas in the binary masks.

Qualitative results on the test set are shown in Fig. 4.16. It can be seen that detected regions are found precisely, despite the fact that the manipulated (synthetic region) is sometimes fairly small with respect to the entire (real) image and no obvious artifacts are visible in the images.

Quantitatively, the detector achieved mAP50 98% (mean average precision for 50% prediction/ground-truth detection overlap by intersection over the union). Pixelwise recall and precision were 95% and 91%, respectively.

We compared the detector with HiFi [23] which is supposed to provide localization of the manipulation. However, this detector failed completely and always recognized all our partially manipulated images as real. This again confirms, similarly to our findings in Sec. 4.2 that generalization to localize partial manipulations when using unseen generator models is very challenging.
Figure 4.16: Localizing partial image manipulations perpetrated by inpainting of the ground-truth (GT) regions for examples of the test set. Localization predictions were found by our YOLOv8-based model.
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<table>
<thead>
<tr>
<th>All</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.72</td>
<td>0.24</td>
<td>0.74</td>
<td>0.90</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 4.8: Localization accuracy as a function of manipulated area size – mAP50 on the test images. Overall mAP50 is 72% on this dataset, but we can observe, that the model has more trouble localizing the smaller areas (Q1) compared to the larger ones (Q4).

4.5.1 Effects of Manipulated Area Size on Classification Accuracy

Secondly, we quantify how the size of the manipulated area affects the performance of our YOLOv8-seg segmentation model. Smaller manipulations might be more challenging to detect, posing a greater threat to the integrity of visual information.

We created a dataset consisting of 4.5k images with partial manipulations. The manipulated areas were generated by randomly placed, rotated, and cropped ellipse in each image and then we used Stable Diffusion’s inpainting to modify the images in these areas. Several examples can be seen in Fig. 4.18. The model was trained on 2.7k of the 4.5k images, 1.8k were used for validation and testing. Firstly, we converted the binary masks to YOLO format annotations, and then we trained YOLOv8 to localize the modified areas. We wanted to demonstrate, that it is more difficult to localize smaller areas. We divided the test data into four equally sized sets based on the areas of the manipulated images: 'Q1': (0, 0.08), 'Q2': (0.08, 0.16), 'Q3': (0.16, 0.25), 'Q4': (0.25, 0.36), where the numbers denote a ratio of the mask areas of the generated parts with respect to the total area. The distribution is denoted in Fig. 4.17. The results are shown in Table 4.8. We can see that it is easier to localize larger areas for the model. Unlike in previous experiments, where we modified facial features (face, eyes, eyebrows, nose, mouth), here we chose the unpainted regions completely randomly. It happens that especially small regions are located in flat areas without texture. These regions do not manifest much of a usable signal for identification, whereas larger inpainted areas are more likely to exploit the natural face symmetry. This can be one of the reasons why the smaller modified areas are harder to localize by the model.
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Figure 4.17: Distribution of the test images based on the size of the manipulated area.

Figure 4.18: Examples of partial image manipulations with random masks. The regions of the ground-truth masks were modified by inpainting. One image from each size quartile is shown. The left-most column has the smallest inpainted region, while the right-most one has the largest one.
Chapter 5
Conclusion

In this work, we studied the detection of synthetic face images and performed several experiments with the following results and conclusions.

The good news is that it is possible to train a simple model with an off-the-shelf architecture, which has almost perfect accuracy in distinguishing between synthetic and real images in case the generator of synthetic images is known and available. This holds also for high-quality generators such as StyleGAN or Stable Diffusion and their improved variations, which are hardly distinguishable for a human observer. The accuracy achieved far outperforms human abilities [57]. Another positive aspect is that the detector can be trained with data augmentation, to make it robust to common image distortions (blur, compression, downsizing), and it can achieve good accuracy with only a small input patch from the face. Moreover, it is easy to detect the case of partial manipulations, where a collage of real and synthetic images is made. The manipulated area is automatically localized by training a standard YOLO [64] model.

However, there are also bad news. It is easy to prepare an adversarial attack even with a simple method like FGSM. It turns out that the residua found for a target model act adversarially on a model with the same architecture trained on different datasets and even on other models of different architectures. We showed that adversarial images found for vision transformers often confuse convolutional networks. There are some methods that mitigate adversarial attack effectiveness, but if the attacker knows about them, they can take a step ahead and create new adversarial samples. Another bad news is that the detectors do not generalize well to generators they were not trained on. This is not just the case of our simple detector, but we showed that two tested state-of-the-art detectors failed completely and could not detect synthetic images generated by a newer generator, which they were not trained on. This bad news demonstrates that universal detection of synthetic/fake images is a very tough problem, which is far from being solved despite active research in recent times.
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