
Czech Technical University in Prague
Faculty of Electrical Engineering

Department of Cybernetics

Automatic Determination of Knosp Score Based
on Segmentation of Anatomical Structures

Master’s thesis

Bc. Filip Oplt

Study program: Medical Electronics and Bioinformatics
Specialisation: Image processing
Supervisor: MUDr. Martin Černý
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Abstract

This thesis deals with the automatic determination of Knosp scores in magnetic resonance
imaging brain scans and their segmentation masks. Knosp score is a grade in a widely used
classification system for pituitary adenoma severity assessment. Its correct determination
can help to stratify the risks in neurosurgical treatment. A geometric rule-based model and
deep learning models are presented as a solution to this task. The available data comprise
394 training subjects and 99 test subjects. On the test dataset, the geometric model
correctly classifies 79.80% of the problem’s instances, and the best deep learning model
exhibits an accuracy of 73.74%. Both models show a good agreement with the expert
annotation with a Spearman correlation coefficient of 0.86, respectively 0.84, which is
better than a previously reported inter-rater reliability of the Knosp classification system.

Keywords: image classification, medical image analysis, Knosp score, rule-based model,
convolutional neural networks, deep learning
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Abstrakt

Tato práce se zabývá automatickým určováńım Knosp skóre ze sńımk̊u magnetické rezo-
nance mozku a jejich segmentačńıch masek. Knosp skóre je stupeň na škále rozš́ı̌reného
klasifikačńıho systému pro hodnoceńı závažnosti adenomu hypofýzy. Určeńı tohoto skóre
může pomoci stratifikovat rizika při neurochirurgické léčbě. Prezentované řešeńı zahrnuje
geometrický model založený na pravidlech a modely využ́ıvaj́ıćı metod hlubokého učeńı.
Poskytnutá vstupńı data obsahuj́ı 394 trénovaćıch subjekt̊u a 99 testovaćıch subjekt̊u.
Na testovaćım souboru geometrický model správně klasifikuje 79,80 % př́ıpad̊u problému
a nejlepš́ı model hlubokého učeńı vykazuje přesnost 73,74 %. Spearman̊uv korelačńı ko-
eficient 0,86, respektive 0,84 ukazuje u obou model̊u ve vzathu k expertńı anotaci lepš́ı
shodu, než byla u této klasifikačńı stupnice dř́ıve zjǐstěna mezi odbornými hodnotiteli.

Kĺıčová slova: klasifikace obrazu, analýza medićınských obraz̊u, Knosp skóre, model
založený na pravidlech, konvolučńı neuronové śıtě, hluboké učeńı
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Chapter 1

Motivation

The diagnostic and therapeutic methods in medicine keep evolving, and the imaging

domain can offer many examples of the increasing availability of diagnostic data. However,

as the amount of data increases, so does the time it takes to evaluate it. Especially

3-dimensional (3D) imaging techniques require a more thorough examination to deliver

insights. While the complexity of tasks in healthcare grows, the workforce remains limited,

which naturally raises the demand for more automation in both data acquisition workflows

and subsequent analyses.

With medicine being a rather conservative discipline, it can be problematic to incorpo-

rate automated actions among standard procedures. Despite this, suitably designed tools

can advance the efficiency of work done by medical doctors and other staff in healthcare,

support their decisions, reduce the time they spend on auxiliary tasks, and offer them

more time for the patients.

In pituitary adenoma (PA) surgery, there are multiple tasks that require expert diag-

nostics. Acquiring 3D brain scans to analyse the tumours has become a common procedure

in modern medicine. The analysis of the tumour includes marking it in the scan (creating

a segmentation mask) and evaluating its severity. An undesirable property, which can

be detected from the segmentation mask, is the tumour’s invasion in the neighbouring

anatomical structures. Extracting such information from the image data by automated

tools can serve to provide medical doctors with aid in diagnostics.

This work contributes to the effort of creating such tools and bringing more automation

to the diagnostics of PAs, with a connection to broader research. The thesis supervisors

have published a paper on fully automatic segmentation of PAs and arteries of interest

in their vicinity from brain scans. This thesis follows the research and explores the

possibilities of using the segmentation masks (both manually and automatically created)

and raw brain scans to assess the tumours’ invasiveness by predicting their Knosp score:

a grade in a widely used classification system for PAs.

1



2 CHAPTER 1. MOTIVATION

The goal of this thesis is to develop a rule-based model implementing the Knosp classi-

fication system criteria and a model based on deep learning techniques. The performance

of these models should be evaluated and compared using the available data. The proposed

models can act as a proof of concept for an auxiliary diagnostic tool and can help further

research in this area.



Chapter 2

Theoretical introduction

This work is dedicated to a problem from the medical domain solved by computer science

methods. To overcome the gap between the two parts of this interdisciplinary task, this

chapter covers the fundamentals of the related topics and should equip the reader with the

required knowledge. The necessary theoretical background in both areas will be explained.

2.1 Pituitary gland

The pituitary gland, also called hypophysis, is a small endocrine organ located at the

base of the brain [1], with its size being compared to a pea [2]. It is connected to the

hypothalamus by the pituitary stalk (infundibulum) and lies in sella turcica, which is a

saddle-shaped structure in the sphenoid bone. The surrounding space is mainly filled with

the cavernous sinus (CS), a part of the venous system that serves for the outflow of blood

from this brain region. Inside the CS is the cavernous part of the internal carotid artery

(ICA). The ICA is a paired artery and forms a curvature within the CS. Therefore, the

imaging techniques can capture up to 4 cross-sections of the ICA (two on the right and

two on the left side) in some slices of this area in the coronal plane (see 2.5 for examples).

(A coronal plane is a plane dividing the space of the head to the front and back half-space.

This plane is orthogonal to an imaginary line running from the front of the head to the

back, which is called the rostro-caudal axis.) The anatomy of this region is depicted in

figure 2.1, and the anatomical planes are illustrated in figure 2.2.

There are two parts of the pituitary gland, differing in their origin and function:

adenohypophysis (anterior pituitary, i.e. front lobe) and neurohypophysis (posterior pi-

tuitary, i.e. back lobe). As an endocrine organ, the pituitary gland is responsible for the

production of multiple hormones. The hormones produced by adenohypophysis are [2]:

3



4 CHAPTER 2. THEORETICAL INTRODUCTION

Figure 2.1:
Anatomy of the sella turcica region. Source: [3], modified

Figure 2.2:
Anatomical planes and rostro-caudal axis. Source: [4]
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• adrenocorticotropic hormone (ACTH),

• follicle-stimulating hormone (FSH) and luteinizing hormone (LH), together called

gonadotropins,

• growth hormone (GH),

• prolactin (PRL),

• thyroid-stimulating hormone (TSH).

The neurohypophysis produces vasopressin and oxytocin [2]. Each hormone serves as

a signalling molecule, and in this way, it controls a specific bodily function or another

organ’s function or activity. Hence, this enumeration exhibits how vital the pituitary

gland’s role is. The activity of the pituitary gland itself is regulated by hormones produced

in the thalamus.

2.2 Pituitary adenomas

PAs are the most frequent type of pituitary gland tumours [5], and they account for 10-15

% of all intracranial tumours [6]. Adenomas, in general, are benign tumours of glands’

epitheliums: they form an abnormal mass of cells but are not malignant, and do not create

metastases. The prevalence of the PAs is reported to be 37 to 116 cases in a population

of 100,000 inhabitants [7][8][9][10]. In the span of a lifetime, about 10 % of people can

develop a PA [11][12].

2.2.1 Classification of pituitary adenomas

The PAs can be categorized by their size into microadenomas (smaller than 1 centime-

tre) and macroadenomas (larger than 1 centimetre) [13][14], and each group represents

approximately half of the cases [9]. Another division is to functioning and nonfunctioning

adenomas, based on whether or not the adenomas release hormones [11][15][6]. The func-

tioning PAs can be further classified into types according to the hormones they produce

[14]:

• somatotroph adenomas produce GH,

• prolactinomas (also lactotroph adenomas) produce PRL,

• corticotroph adenomas produce ACTH,

• thyrotroph adenomas produce TSH,

• and gonadotroph adenomas produce FSH, LH or both.

The most often types of diagnosed PAs are non-functioning adenomas (43.0%) and pro-

lactinomas (39.9%) [7]. Recently, prolactinomas became the most prevalent type [8][13].

The classification of pituitary tumours is regularly evaluated and updated by the

World Health Organization (WHO) [16][17]. The most recent WHO classification suggests
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a change in nomenclature, including a new designation for PAs: now called pituitary

neuroendocrine tumour (PitNET) because some of the tumours can be more harmful than

the term “adenoma” indicates [17][18]. Nevertheless, for consistency with the previous

research and cited sources, this text continues to use the term “pituitary adenoma”.

2.2.2 Symptoms and diagnosis

The PAs can be asymptomatic, and especially microadenomas and non-functioning ade-

nomas can often be discovered by chance during an unrelated examination [19][11]. Man-

ifested PAs exhibit symptoms caused by [19]:

• the enlargement of the adenoma

• or changed hormonal production.

The enlarged PAs can cause compression of neighbouring structures and lead to headaches,

visual impairment (due to optic chiasm compression) and other problems [11][19].

In functioning PAs, the symptoms are determined by the hormone production. Pro-

lactinoma may cause abnormal breast milk production, infertility, erectile dysfunction or

gynecomastia (in men), amenorrhea (in women) or a decrease in libido [19][2]. Soma-

totroph adenomas can manifest with acromegaly or gigantism (excessive growth, illus-

trated in figure 2.3) together with hypertension and other problems [19][2]. Corticotroph

adenomas are responsible for Cushing’s disease and are its most frequent cause [20]. De-

pending on the mechanism of the disorder, there may be also many other symptoms and

effects present [9][12][6][21].

Figure 2.3:
Signs of acromegaly. Source: [22]
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Diagnostic methods capable of detecting PAs include various biological tests (blood

tests, urine tests), imaging techniques and physical examinations (typically vision testing)

[23]. The tests can indicate changes caused by abnormal hormonal activity, while the

imaging techniques aim at displaying anatomical changes in the affected structures. For

imaging, magnetic resonance imaging (MRI), computed tomography (CT) or positron

emission tomography (PET) are usually used [24][25][23], with MRI providing a better

sensitivity, which is helpful for detecting microadenomas [26].

2.3 Pituitary adenoma imaging

The 5th edition of the WHO classifications [24] identifies the MRI as the most useful

modality for PA diagnosis. It offers recommended strategies for specific PA types and also

explains advanced MRI techniques. However, the imaging protocols are also influenced by

custom procedures in hospitals, settings of medical devices, habits of the staff and other

factors. Therefore, such specifics have to be taken into account, and diagnostic processes

need to be aligned with the characteristics of the data used, which also holds for the

design of automated tools. In this work, contrast-enhanced (CE) T1-weighted scans are

used.

MRI is an imaging technique that enables acquisition of 3D scans. It utilises the

magnetic properties of certain atomic nuclei in the human body. First, the patient is

placed inside a strong external magnetic field, which makes the nuclei align their magnetic

axis parallel or antiparallel to it. Then a radiofrequency (RF) pulse excites the nuclei:

more of them move to the antiparallel state, and the nuclei align their precession spin

in phase. These processes affect the measured net magnetization, which is flipped to the

transversal plane and starts to rotate. Its relaxation after the RF pulse to the original

state is characterized by two times, also shown in figure 2.4:

• T1 relaxation time, related to the recovery of the longitudinal magnetization,

• and T2 relaxation time, related to the time of dephasing of the spins.

To translate the measured magnetization into an image, slices in the body are selected by

adding a magnetic gradient to the external magnetic field along a selected axis. A position

in the slice is encoded in the frequency and phase of short signals applied between the

RF pulse and the measurement of the signal [27].

There are multiple possible output images of the MRI, depending on which signal is

measured. Besides the T1-weighted image (representing the T1 relaxation times), T2-

weighted image and other possible sequences, there is also the option to use a contrast

agent to highlight the object of interest (the lesion). In MRI, gadolinium contrast agents

are used [29], which increase the intensity of the signal [30].
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Figure 2.4:
MRI: Relaxation times. B0 is the external magnetic field, M is the measured
magnetization, decomposed into vectors along individual axes. Source: [28]

Each point in the resulting image has an intensity proportional to the intensity of the

signal from the corresponding physical position. The elements of a 3D image (scan) are

called voxels, similar to pixels in a 2-dimensional (2D) image.

2.3.1 Treatment

The primary treatment for most functioning PAs is surgical [15][19]. The first-line therapy

is trans-sphenoidal surgery (endoscopic transnasal approach), but other options, including

medication or radiation therapy (e.g., Leksell’s gamma knife), are also feasible [15][31].

Medical therapy can be preferred for prolactinomas [15][19]. Asymptomatic PAs can

be observed. The treatment can involve multiple modalities (pharmacotherapy, surgery,

radiotherapy) and is selected in order to be most beneficial to the patient [15].

Although endoscopic trans-sphenoidal surgery is the preferred way of treatment for

most functional PAs, it is still connected with possible postoperative complications and

side effects, including cerebrospinal fluid leak, diabetes insipidus, postoperative nausea,

bleeding, meningitis and others [32][6]. For this reason, an effort is made to predict

the treatment outcomes and anticipate possible complications based on the pre-operative

examinations [33][34][35].

There are multiple characteristics examined to predict the outcomes of the surgery



2.4. KNOSP CLASSIFICATION SYSTEM 9

[34][36][37][38], but their design reflects the common goal of stratifying the risks of the

treatment. Multiple classification systems have been developed to describe the PAs. The

first such classification system was devised in 1976 by Hardy et al. and later modified

by Wilson [34]. In 1993, Knosp et al. presented a new classification system based on the

comparison of MRI images and surgical results.

2.4 Knosp classification system

The Knosp score is a number on a classification scale of 0-4 describing the PA’s invasion

to the CS. It describes how far the adenoma extends with respect to the neighbouring

structures [39]. The classification is related to the cross-sections of the intra- and supra-

cavernous ICA visible in the image. First, the four cross sections are identified in the

image (two on the left and two on the right side). These cross-sections are then connected

with a medial tangent, intercarotid line (connecting their centres), and a lateral tangent.

These lines are determined separately on the left and right sides. The Knosp score is then

evaluated in the following way:

• grade 0: the tumour does not cross any of the lines under the intracavernous ICA,

• grade 1: the tumour crosses the medial tangent but not the intercarotid line,

• grade 2: the tumour crosses the intercarotid line but not the lateral tangent,

• grade 3: the tumour crosses the lateral tangent but does not encapsulate the ICA,

• grade 4: the ICA is fully encased in the tumour.

The score is evaluated independently on the left and right sides. To capture the 3D

nature of the problem, the overall score is the maximum among scores measured in all

coronal slices of the scan. Grade 3 was later divided into grades 3A and 3B by Micko et

al. [40] based on the position of the PA’s tissue extending above (3A) or below (3B) the

intracavernous ICA. The Knosp classification system is depicted in figure 2.5.

The determination of the Knosp score is usually based on a segmented MRI scan. The

segmentation can be performed manually by an expert, using semi-automatic tools [41]

or automatic segmentation methods. These include graph-based algorithms [42] or deep

learning methods, which are actively researched (as mentioned below in section 2.6).

The disadvantage of the Knosp classification system is that it may have weak interrater

reliability [43]. Recently, a new classification system, called Zurich pituitary score, was

introduced [36][44]. This classification system has a better interrater agreement and can

be also used for predictions of the surgery [45], but its role is not to replace the Knosp

classification system. It should rather provide additional information, and both systems

can be combined to achieve more accurate predictions [45], or they can be used specifically

in cases where one or another performs better [36].
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Figure 2.5:
Knosp classification system shown in examples from the input dataset.

2.5 Convolutional neural networks

Artificial neural networks (ANNs) designate complex computational models comprising

individual units called neurons. Their fundamentals were established decades ago [46][47].

However, it is mainly with the massive increase in computing power that they have proved

their performance in a wide range of problems and have become state-of-the-art solutions

for many of them over the last decade [48]. Convolutional neural networks (CNNs) rep-

resent a specific type of ANNs with convolutional layers [49]. They allow efficient image

processing, which makes them suitable for many tasks in computer vision, including image

classification and segmentation. A more detailed description of CNNs will follow in the

subsequent sections.

2.5.1 Evolution and general concepts

The basic concept behind ANNs can be represented by a perceptron: a linear classifier

which combines multiple inputs to produce its output (figure 2.6) [46]. The inputs are

weighted and summed, and the result is compared to a threshold (that can be replaced
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by a bias term added to the result, followed by a comparison to 0). This creates a binary

decision criterion, which can be used to classify linearly separable data points. The

criterion can be expressed by the following equations 2.1 and 2.2:

f(x) =
∑
i

wi · xi + b (2.1)

y(x) =

1 if f(x) ≥ 0,

0 otherwise
(2.2)

where x are the inputs, w are their weights, b stands for the bias term (which shifts

the decision threshold towards more positive or negative values), and y represents the

classification.

Figure 2.6:
Perceptron. Source: [50]

The inputs can be coordinates of one data point in a multidimensional space, but

perceptrons can also be organized in multiple layers and outputs of one layer can be fed

as inputs to the next layers. Such a structure (displayed in figure 2.7) is called a multilayer

perceptron (MLP) and is a specific case of an ANN [46]. More generally, the terms “deep

neural network” or “deep learning” refer to an artificial neural network (ANN) having

multiple intermediate (often called hidden) layers.

The ANNs for image classification have images on their input. The image is repre-

sented by storing colour intensity values in each of its elements: pixels. Should the model

learn the weights for every pixel separately, it could easily get too complex. Moreover,

this representation would be prohibitive in extracting the spatial context between images’

pixels.
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Figure 2.7:
Multilayer perceptron. Source: [51]

A convolutional neural network (CNN) employs the idea of weight sharing to reduce

the computational complexity of the model. In image processing, it is common to use

various filters (also called kernels) to emphasize certain structures in the images [52]. As

an example, the Gaussian filter smoothens the images, and the Sobel filter is used to

accentuate the edges. CNNs learn the filters that operate on the whole image (or its

latent representations in the hidden layers), applying convolution as follows in equation

2.3 taken from [53] and modified:

Inew[i, j] = I ∗W =
∑
k

∑
l

I[i− k, j − l]W [k, l] (2.3)

where I is the input image, W is the filter, Inew is the output image after convolution,

and i, j, k, l stand for the vertical and horizontal indices of the pixels in the images and

in the convolution filter. The asterisk operator (*) denotes the convolution.

Note: For convenience, the convolution filters are often chosen with odd width and

height and the middle pixel is assigned the coordinates [0, 0]. An example of such an

application of the convolution operation can be seen in figure 2.8. The visualizations of

convolution often simplify the representation of the filter by first flipping it both hori-

zontally and vertically. Then, the result of the convolution is given by the sum of the

element-wise multiplication of the filter values and the relevant patch of the image, as

shown in figure 2.9.

On the edges of the image, the filter could extend behind the valid region of the image.

This is handled by padding the area around the image (usually with 0 intensity or with

some extrapolation of the image behind its edges: reflection, nearest neighbouring pixel’s
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value, etc.) or by using only the part of the image where all the indices used in the

convolution will be valid.

An image passed through a CNN is modified by the filters in subsequent layers, which

creates intermediate latent representations of the input image. The shared weights (using

the same filter for the whole image) ensure the efficiency of the model [54]. To allow more

flexibility in the learning process, each convolutional layer can learn multiple (typically

tens or hundreds) filters in parallel, similar to the MLP, which has multiple neurons in

one layer.

2.5.2 Building blocks

The typical architecture of a CNN for image classification consists of a convolutional part

and a classification head. The convolutional part usually includes multiple convolution

blocks composed of convolution layers followed by non-linear activations and finished by

a pooling layer:

• Convolution layers learn a specified number of filters of specified size, can use

stride to move the filter by more than one pixel each step when applied, and is

usually followed by a non-linear activation function.

• Activation functions bring non-linearity to the intermediate functions applied

to the image passed through the CNN. This can be thought of as thresholding the

output of the operation. Commonly used activation functions include rectified linear

unit (ReLU), leaky ReLU, sigmoid or softmax.

• Pooling layers reduce the spatial dimensions of the (latent) images by pooling

multiple values together. The most common pooling layers are maximum pooling

(shown in figure 2.10) or average pooling.

The convolutional part of the CNN is used to extract useful features from the input

image. To classify the image, the outputs of the last convolution block are flattened

and handled by the classification head. There are, again, typical layers involved in this

process:

• Flattening layer reorganizes the outputs of the convolutional part to one long

sequence.

• Global pooling layer can be used instead of the flattening one. It works in the

same ways as a pooling layer but returns only one output for each channel of the

latent image.

• Dense layers are layers with multiple computational units as in the MLP. It is

usually followed by a non-linear activation function. The last dense layer has an

output size appropriate for the classification problem. E.g., binary classification

CNN can output a single output that can be thresholded to get the output class.
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Figure 2.8:
Example of convolution in a 2D image. Source: [55]

Figure 2.9:
Convolution with flipped filter. Source: [56]

Figure 2.10:
Maximum pooling. Source: [57]



2.5. CONVOLUTIONAL NEURAL NETWORKS 15

The output can also list probabilities for all classes or use the one-hot encoding.

• Dropout layers randomly turn off a specified fraction of its inputs during the

training phase. This allows the CNN to learn more reliable features because it

adapts to possible missing inputs.

2.5.3 Training of convolutional neural networks

It was explained how the inputs can pass through a CNN. Passing the input through the

network is called a forward pass and can be used to obtain a prediction from a trained

model. However, the weights for the model are not known apriori and have to be learned

in the training process. The weights are learned in the training phase from the observed

data by the backpropagation algorithm.

Backpropagation updates the weights in the backward pass with respect to the error

seen on the output after the forward pass during training. A loss function has to be

specified according to the task performed by the model (e.g., binary classification, mul-

ticlass classification, image segmentation). Then, the gradient of the loss function can

be computed on the output with respect to its inputs. It is used to update each input’s

parameters in order to minimize the loss function, as shown in 2.4.

θt+1 = θt − l
∂L

∂θt
(2.4)

where θt represents the parameters at iteration point t, l denotes the learning rate (a mul-

tiplicative factor of the update term), and L stands for the loss function. The chain rule

can be used to sequentially propagate the gradient to the previous layers and also update

their weights [58].

The training happens sequentially in epochs. The training dataset is divided into two

splits: training and validation. The inputs of the training split are grouped into batches.

After the passing of one batch, the weights are updated. When all of the batches from the

training split are exhausted, the validation split is used to estimate the accuracy of the

intermediate state of the model without updating the weights. This step concludes one

epoch [59]. The batch size affects the memory requirements and the speed of the training.

It also affects the accuracy of the resulting model, but it is not clear in advance which

batch size will be optimal for a given dataset and task. Usually, the training is executed

multiple times with different values for batch size [60].

In the later epochs, the weights are obtained from the previous one. In the first epoch,

they have to be initialized. This initialization can be random or it can use prior knowledge

useful for the specific task. Symmetric initialization of the weights is undesirable because

it would make all the units learn the same weights [58].
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2.5.4 Overfitting

One of the common issues encountered when training the CNNs is overfitting: a situation

when the model adheres to the training data and does not generalize well to new inputs.

A typical sign of overfitting is good performance on the training dataset combined with

poor performance on the test dataset.

There are multiple strategies to mitigate the chance of overfitting the model during

training. The most popular methods to address overfitting include [61]:

• reducing the model complexity,

• using more training data or augmenting the available ones,

• applying a penalty to large weights (regularization),

• using dropout layers,

• early stopping the training.

The augmentation of an image dataset may be done by random transformations of

the existing images, either in shape (zoom, rotation, flipping, shifts, perspective transfor-

mations) or intensity (brightness, contrast) [62]. The transformations need to be chosen

appropriately so that they do not change the meaning of the image with respect to the

task performed (e.g., counting objects and cropping one out).

2.5.5 Architectures for image classification

Image classification is a common task in computer vision. Therefore, there is a lot of re-

search focused on this topic in deep learning, which brought great advancement, especially

in the recent decade. As a result, there are many successful CNN architectures, useful for

classification tasks, publicly available. Besides that, there are also datasets created for

training such models (ImageNet, CIFAR-10 and more). The models can be trained on

these datasets, and the weights obtained for the model can be stored and later re-used.

The performance of the CNNs is often measured with certain benchmarks. A lot

of attention is also drawn to prestigious challenges, where models from various research

groups compete. Results in the ImageNet Large Scale Visual Recognition Challenge

(ILSVRC) represent a possible benchmark for image classification. Some of the widely

adapted ideas and most popular image classification CNN architectures were presented

in this challenge [63]:

• In 2012, the challenge was won by Alex Krizhevsky et al. with the so-called AlexNet

CNN [64]. Their solution benefited from a graphics processing unit (GPU) imple-

mentation, which made the training much faster. [65]

• In the 2014 edition, GoogLeNet and Visual Geometry Group (VGG) [66] were among
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the most successful entries [67]. The VGG’s model became very popular. The

VGG16 and VGG19 architectures belong to the most widespread models (being

offered in many commonly used tools and frameworks such as PyTorch [68], Tensor-

Flow [69], Keras [70] or MATLAB’s Deep Learning toolbox [71]). The disadvantage

of the VGG models is the large number of parameters used and consequently their

large size.

• In 2015, ResNet [72] was introduced and achieved great success [73]. This archi-

tecture started using skip connections, which combine the outputs of some layers

with their inputs by summation. This approach is efficient against the vanishing

gradient problem. This problem occurs in very deep networks when the gradient is

diminished in the backward pass during backpropagation, which makes the training

less efficient. The skip connection increases the efficiency of training for models with

a large number of layers. There are multiple varieties of the ResNet with 18 to 152

layers involved. A scheme of ResNet18 is shown in figure 2.11.

A comparison of the size and performance of selected popular CNN architectures is

shown in figure 2.12.

Figure 2.11:
ResNet18 architecture. Source: [74]

2.5.6 Transfer learning and fine-tuning

The practice of using a pre-trained model on a new classification task is called transfer

learning. Alternatively, only the convolutional part of the CNN can be used for feature

extraction, and a custom classification head can be appended. When using a pre-trained

model, it can be adjusted to the new dataset by re-training it (keeping its weight for

initialization) with a smaller learning rate. This approach is called fine-tuning. [76]
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Figure 2.12:
Comparison of size and performance of popular CNN architectures. Source: [75]

Transfer learning usually helps to reduce the training times compared to training the

models from scratch with random initialization. Usually, the most popular architectures

are implemented in deep learning libraries and toolboxes, and their weights can be loaded,

too.

2.6 Deep learning and pituitary adenoma disgnostics

In the area of PA surgery, deep learning has been applied to multiple tasks. Multiple

deep-learning solutions for predicting the outcomes of surgical treatment were proposed

[34][36][37][38]. The possibility of automatically segmenting the tumour in MRI was also

researched.

He Wang, Wentai Zhang et al. describe a method that automatically segments the

sellar region in MRI scans [77]. They also report feature extraction tools capable of pre-
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dicting PA-related features, including Knosp score. These tools should be based on a deep

learning model, but the authors do not specify details, as the focus of this publication is

in PA segmentation. In a test dataset of 32 images with rather higher Knosp grades, they

report an accuracy of 81.25%.

The thesis supervisors, MUDR. Martin Černý and prof. Dr. Ing. Jan Kybic, have

published a study on another automated segmentation model in his previous research

with a team of collaborators [78]. It uses a CNN-based model to automatically create

segmentation masks from input MRI scans. The dataset used in this study is shared with

the work presented in this thesis. The outputs of the automatic segmentation are used as

a possible input dataset for the models developed in this work.

In research for available methods to automatically predict the Knosp grades, a publi-

cation by Yi Fang and He Wang was found [79]. They utilize transfer learning to classify

PAs’ invasiveness by the ResNet50 pre-trained model. However, while the Knosp grades

are involved in the annotations, they are not the goal of the predictions. The model

performs a binary classification of the PAs captured in MRI scans into the invasive and

non-invasive groups.

The work of Staartjes, Serra et al. presents a deep learning model for predicting the

gross total resection (defined as “the removal of all tumours” [80]) after trans-sphenoidal

surgery directly, and they show that it can outperform predictors based on Knosp score

and other classifications [81] in this application.

As of now, the author is not aware of any publicly available models capable of classi-

fying Knosp grades of PAs from MRI scans or other image modalities.
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Chapter 3

Data and methods

The goal of this work is to develop models for predicting Knosp scores from MRI scans.

These models need to be adjusted to the formats and properties of the scans and their

annotations. This chapter provides information about both the data and the developed

models.

3.1 Image dataset

The dataset used for this work comes from the previous research (introduced in section

2.6). It consists of CE T1-weighted MRI brain scans annotated by subject matter experts.

A total number of 493 patients’ brain scans were included, with 394 of them coming from

the years 2007-2018, collected retrospectively and used as a training dataset, and 99

acquired in the first half of 2022, serving as a test dataset. More detailed characteristics

of the involved patients and their scans are listed in table 3.1 taken from [78]. The

distribution of involved PA Knosp scores is in table 3.2. For each patient, the following

files are available:

• the brain scan: a volumetric image centred on the sella turcica region,

• a manually created segmentation mask: a volumetric image of the same di-

mensions that assigns each voxel to one of the objects of interest (tumour, ICA) or

to the background with a distinct label (number),

• an automatically created segmentation mask: a segmentation mask predicted

by the model from the previous research,

• annotations: a file listing the Knosp grades for individual coronal slices of the

brain scan, left and right side separately.

The volumetric images are stored in the Neuroimaging Informatics Technology Initiative

(NIfTI) format.

21
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Table 3.1: Characteristics of the available datasets. Age in years, SD = standard devia-
tion, n = number, % = percentage.

Training dataset Test dataset
subjects, n (%) 394 (80) 99 (20)
age (mean ±SD) 53.2 ±15.6 54.2 ±14.8
male sex (%) 179 (45.4) 57 (57.6)
tumour type, n (%)
non-functioning 242 (61.4) 59 (59.6)
GH-secreting 99 (25.1) 21 (21.2)
PRL-secreting 12 (3.0) 5 (5.1)
ACTH-secreting 39 (9.9) 14 (14.1)
plurihormonal 2 (0.5) 0 (0.0)

Table 3.2: Distribution of Knosp scores in datasets.

dataset side grade 0 grade 1 grade 2 grade 3A grade 3B grade 4
training left 130 130 70 39 4 21
training right 156 101 54 49 10 24
test left 37 32 13 7 2 8
test right 41 25 16 10 1 6

Figure 3.1:
Normalized histogram of input scans’ number of slices in available datasets;

x axis (number of slices) limited to test dataset range.
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As explained in section 2.4, the assignment of the Knosp grade to a tumour is based

on the image view in the coronal plane. In the context of the methods used in this work, it

means the following approach (if not directly stated otherwise): the scans were processed

by extracting one slice in the coronal plane (a 2D grayscale image) at a time and then

aggregating the results for each patient. To distinguish the whole 3D volumetric MRI

image and its 2D slice in the coronal plane, the terms scan and slice will be used in the

following text.

The individual brain scans were acquired by multiple devices, and therefore, also some

of the scans’ properties differ. Most notably, it is the spatial resolution which leads to

the fact that there was a different number of slices in each scan. The distribution of

the number of slices per scan is shown in figure 3.1. The spatial axes of the images will

be called as depth for the axis orthogonal to the slices (i.e., going in the rostrocaudal

direction), the terms height and width are used in the unchanged sense, referring to the

vertical and horizontal axis in the slices.

3.2 Rule-based geometric model

With the segmentation masks available in the dataset, a rule-based model can be imple-

mented to classify them, following the decision criteria specified in the Knosp classifica-

tion system (2.4). Based on the geometric relationships of the objects in the segmentation

mask, the appropriate scores can be devised. The following sections describe the proce-

dure of classifying the segmentation masks with the geometric model.

3.2.1 Representation of individual objects

The segmentation masks contain dedicated labels for the PA and for the ICA cross-

sections. The model uses these annotations to understand the relative positions of these

objects in space to classify the score of the PA. This classification is first performed

individually in each slice of the input 3D segmentation mask, and only later, the scores

from all slices are aggregated to decide on the overall classification of the scan.

3.2.2 Distinguishing the arteries

In the segmentation mask (example in figure 3.2 b), we need to distinguish individual

cross-sections of the ICAs. They form similarly sized, roughly circular groups of points,

usually well divided in space, but they can touch each other in pairs sometimes. For this

reason, pixels representing the arteries are clustered into four groups using the k-means

algorithm. The clustering takes the coordinates of the pixels as its input. K-means++
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initialization with 10 repetitions of the clustering procedure is used to mitigate the risk

of ending up in a local minimum, not dividing the clusters (individual cross-sections)

correctly.

The arteries are then assigned to the left and right intra- and supracavernous ICA

based on their relative positions. For each detected cross-section, the centre of mass

(COM) is computed. The COMs’ coordinates are then compared, and the arteries’ cross-

sections are correspondingly assigned to the left and right sides and intra- and supracav-

ernous ICA. An example of separated cross-sections of the ICA is in figure 3.2 c.

3.2.3 Determination of the critical lines

Knowing all the cross-sections of the arteries, the critical lines for the Knosp score eval-

uation can be determined. The following steps are performed both on the left and right

sides:

1. The intercarotid line connects the COMs of the intra- and supracavernous ICA.

2. The tangents are obtained from the convex hull of both parts of the ICA.

Both cross-sections of the ICA on one side are encapsulated in a convex hull. The

vertices of the convex hull form a polygon (the convex hull). On this polygon, we can

check each pair of subsequent vertices. If they come from different cross-sections of the

ICA (intra- versus supracavernous), the line segment between them lies on a tangent

connecting the two cross-sections of the ICA. There are two such pairs of vertices, one

defining the medial and one defining the lateral tangent. Which tangent is medial or

lateral can be determined by the line’s relative position to the COMs of the ICA.

A visualization of a convex hull of two ICA cross-sections is in figure 3.2 d, and the

resulting lines found in that image are shown in figure 3.2 e.

3.2.4 Determination of the Knosp score

The next step is to identify the relative position of the adenoma to the selected lines. The

score is computed separately for the left and right sides. First, every pixel’s (represented

by its coordinates) oriented distance from the critical lines is computed. The polarity

of the computed distance determines if the pixel lies behind the line (further from the

line than the centre of the PA) or not. A distance of up to 0.5 pixels behind the line is

tolerated because the points lying up to 0.5 pixels far from the line are considered to be

on the line, not behind.

This computation identifies definitively the points belonging to grades 0, 1 and 2.

Points lying behind the lateral tangent are then further examined. If there is a hole in the
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Figure 3.2:
Pipeline of the geometric model: determination of critical lines.

a) input slice, b) segmentation mask, c) separated ICAs, d) convex hull
of ICAs on one side, e) critical lines determined.

Figure 3.3:
Visualization of the output classification for a slice.



26 CHAPTER 3. DATA AND METHODS

PA’s body and one of the ICA’s cross-sections lies in it, the PA is classified with grade 4

directly. If not, the subtypes of grade 3 are decided. If the grade 3 pixels connect with

the rest of the PA above the intracavernous ICA, the score is 3A; if under, it is 3B. An

example visualization of the classification is in figure 3.3.

The final score for the respective side is given by a pixel with the maximal grade on that

side. The left and right scores are also stored for each slice. After processing all of them,

the overall score for the patient is the maximal grade among all layers, independently for

the left and right sides.

3.3 Deep learning models

In contrast with the geometry-based model, which relies on pre-set rules, the deep learning

models gather and learn the decision criteria through observations of labelled data in

the training phase, as explained in section 2.5.3. The available dataset for this task is

relatively small (compared to general computer vision tasks), and data from individual

patients differ in some parameters, which makes the development of the deep learning

model challenging. To overcome these issues, the design of the proposed deep learning

models starts with pre-processing the dataset to standardize the inputs. It also aims to

utilise architectures that were successful in other image classification applications.

Indeed can the previously proven architectures help to reach better results, but they

do not guarantee the performance of the resulting models. For this reason, the models

were built in an iterative process, starting from a simpler solution and building up on

top of it based on the intermediate results. The iterative enhancements led to multiple

divergent strategies, out of which the most promising ones were further developed and

used for the final training and evaluation.

3.3.1 Preprocessing of the dataset

The design of the methods, described in the following sections, requires a specific organi-

zation and representation of the input images, mostly in the form of slices. It is also more

convenient to work with standard formats of the image files supported by commonly used

image processing libraries than with the raw NIfTI format specific for medical imaging. In

order to avoid preprocessing the scans repeatedly, modified versions of the input dataset

were created, including:
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• Dataset of grayscale images: Every 3D image (scans and also segmentation

masks) was converted to a set of slices for each patient. The slices of scans were

normalized to ensure good contrast in the images, while the segmentation masks’

values were retained to keep the appropriate labels.

• Dataset of 3-channel images: Colourful images are commonly stored in a format

that decomposes each pixel’s colour to three channels: red, green and blue (RGB).

Many image datasets used for training of CNNs comprise colourful images, and the

architecture of such CNNs is designed to load 3-channel images on the input. The

MRI images are grayscale, so the 3-channel representation of the slices was gained

by also including the neighbouring slices (one from each side). This introduces more

information from the spatial context, too.

• Dataset of 3-channel slices of predicted probability segmentation objects:

The previously implemented and trained segmentation and slice selection models

were used to create a 3-channel representation of each slice. The segmentation

model predicts the segmentation mask as its output, but to do this, it predicts the

probability of each object’s label in each pixel in the previous layer of the model.

The predicted probabilities of the tumour, the ICA cross-section and the normal

pituitary gland in each pixel were extracted and saved as a 3-channel image. (The

background probabilities were omitted.) The slices predicted as irrelevant were

replaced with empty channels. In this way, another dataset was introduced, with

each slice representing the predicted probability of the corresponding object in each

channel.

• Dataset of 3D images with standardized shape: The scans did not have

a unique depth, which introduces difficulties to the design of a suitable 3D deep

learning model. A dataset with a standardized depth of the 3D images was created

by interpolating the images to the common depth of 28 slices (taking into account

the most common values of the number of slices – see in table 3.2).

These datasets store the 2D images in the Portable Network Graphics (PNG) format and

the 3D images in Tagged Image File Format (TIFF). Because the scans were centred to the

sella turcica region during the acquisition, all of the above datasets were also cropped in

height and width to the area known to include all the important structures (194×194 pixels

around the centre of each slice). Every image is also stored in “right” mode (original) and

“left” mode, flipping the image horizontally. Thanks to this modification, each sample

considers only one classification problem (now always on the right side of the image),

which is easier for the model to learn.



28 CHAPTER 3. DATA AND METHODS

3.3.2 Imbalanced dataset handling

With respect to the datasets’ imbalance, the classes were weighted for the training, as

mentioned above. Besides that, another modification of the training procedure used

resampling of the classes either by sampling a specific number of images from each class,

which serves to reduce the number of samples from the overrepresented classes or to

oversample the other classes with fewer images than the required number. Eventually,

the classes for grades 3A and 3B were merged before oversampling because grade 3B

was the least represented one with approximately 3× fewer images than grade 4 (second

smallest class, see 3.2). The following datasets were used as the input for the training:

• 1-channel grayscale slices,

• 3-channel modification of the slices,

• 3-channel slices of predicted segmentation probabilities,

• 1-channel mask slices,

• 3-channel modification of the mask slices.,

each used for training with the modifications described (remaining imbalanced, oversam-

pling, merging 3A and 3B).

To avoid overfitting (especially when oversampling is used and the oversampled images

can be seen multiple times), data augmentation was incorporated, too. It is desirable to

use diverse images in the training phase so that the model can generalize more to unseen

data. At the same time, it is important not to leave out any important parts of the images

or to distort the images in such a way that they would lose the properties characteristic

for the individual classes. To achieve this, the images were augmented using random

rotation with the range of -15 to 15 degrees, random horizontal and vertical shifts up to

10% of the images’ dimensions, and random zoom in/out up to 15%. The missing parts

of the image after the transformation were filled with the nearest values from the edges

of that image. Example images after data augmentation can be seen in figure 3.4.

Figure 3.4:
Example of augmented images. Note that the images are slightly rotated (the vertical
axis of the brain is not upright), and in the second image, the bottom part is filled with

the repeated lower margin of the original image.
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3.3.3 General concepts for the deep learning model

Contrary to the geometry-based model implementing the system of rules, the deep learning

approach relies on inferring the patterns of correct classification from observations of the

labelled training data. To offer a suitable solution to this problem, the decision for the

model architecture was based on the exploration of the datasets’ properties and interactive

testing of potential solutions.

The most challenging aspects of the problem were given mainly by the specific nature

of the datasets: The size of the dataset is rather small compared to typical deep learning

applications. Moreover, the classes of the sliced datasets were heavily imbalanced. Even

if the tumour in a particular scan is of grade 4, most of the slices will belong to lower

grades or will not capture the tumour at all (assigned to grade 0 class, too). The higher

grades were, therefore, underrepresented in the sliced datasets.

To address these challenges and avoid overfitting, the following measures were incor-

porated and tested:

• reducing the model size,

• using regularization techniques,

• weighing the classes and eventually resampling the dataset,

• initializing the model with pre-trained weights,

• augmenting the images,

3.3.4 Model architecture

In the effort to find a suitable model, multiple commonly used image classification models

were interactively tested with the use of different modifications of the image dataset

(including both 2D and 3D versions). Due to the limited size of the dataset, a rather small

model was desirable: deeper models and the more complex ones with a large number of

parameters tended to overfit quickly with fast improvement in accuracy on the split test

of training data but no generalization on the validation split. Based on this experience,

the ResNet18 architecture was selected as the base model because it offers good accuracy

in image classification tasks with a lower number of parameters to be trained.

The convolutional blocks were taken, and the classification head was replaced with

a custom one. On the input, an additional layer was used in the case of the grayscale

dataset to convert the image to RGB format (replicating the grayscale channel). The

resulting model was composed of the following parts:

1. an input lambda layer to convert the image from grayscale to RGB format (when

appropriate),
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2. layers of the ResNet18 network without the classification head,

3. a global average pooling layer to reduce the height and width dimensions from the

convolution blocks,

4. a dense layer with 1000 units, an L2 kernel regularizer (to suppress overfitting) and

ReLu activation function,

5. a dropout layer with 50% drop rate to suppress overfitting,

6. a dense layer with the number of units set to the number of classes in the dataset

(i.e., typically 6, but also a variation of a dataset that merged grades 3A and 3B

was tested) and softmax activation function.

Using the softmax activation function on the output, the model returns the predicted

probability that a sample belongs to the corresponding classes. The class (grade) with

the maximal probability was selected as the resulting prediction.

3.3.5 Training of the models

After the preparation of the datasets and classification model, the training could be

performed. Still, there were many different variants of the datasets used for the training,

corresponding modifications of the classification model and its settings. In the search

for optimal configuration, the training of the models was automated and executed on

a large scale in a parallelized fashion on a high performance computing (HPC) cluster,

tracking the quality of the results by also automatically evaluating the accuracy on the

test dataset. The jobs executed on the cluster differed in the image dataset used, batch

size, the use of oversampling, and eventually merging grades 3A and 3B.

Following the initialization of the environment, the training dataset was loaded (with

eventual modifications) and split into the training and validation parts. To avoid leaking

from the training split to the validation split by using similar images, the split was per-

formed by keeping all the images from one patient in the same split. Otherwise, similar

slices (e.g., neighbouring ones with the same grades captured) could seemingly improve

the perceived accuracy in the validation dataset being already observed in the training

split. However, such behaviour would covertly overfit the training split, it would not

generalize well, and the results on the test dataset could be much worse.

In the next step, a generator is created to load the images in batches and feed them

to the model in the training phase. It includes sample normalization to set each sample’s

mean to 0 and standard deviation to 1. (This step is skipped in the datasets of masks

because the image values in them do not represent intensity but labels.) The generator
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also applies the data augmentation on the training split (not on the validation split)

and resizing of the images to match the expected input dimensions of the model (from

194×194 px to 224×224 px). The resizing is done so that the pre-trained weights from

the ImageNet dataset can be used for the initialization of the model.

Then, the model is initialized using the selected architecture. The ImageNet weights

are used for the initialization, and all the layers are set as trainable. The model is compiled

with the Adam optimizer, an initial learning rate of 0.001 and categorical cross-entropy

loss. Callbacks are prepared to save the model’s state at the end of every epoch if the

validation loss is improved, another one to reduce the learning rate by a factor of 10 if

there is no improvement in the last 10 epochs and finally, an early stopping callback with

the patience set to 20 epochs. The total number is set to 250 epochs, expecting that no

training will take so long to converge and most of them will be finished much earlier. The

training is then started, saving the history continuously.

In the case of the datasets with masks, where both the manually created and the

predicted ones are available, the model is first trained on the manually created ones and

then fine-tuned with the automatically predicted masks. The settings remain the same;

only the initial learning rate for fine-tuning is set lower to 10-4. With this approach,

one trained model is saved after the first phase of the training and one after the fine-

tuning. A report with information about the model used and the training’s progression

is automatically generated and stored for faster orientation in the results.

To evaluate the performance of every model, the training is followed by loading the

testing dataset (in the same modification that was used for the training), and the classes

of its images are predicted. The generator used for feeding the test images to the trained

model uses neither data augmentation nor resampling.

3.4 Statistical evaluation

Statistical evaluation of the developed models is performed after the predictions are ob-

tained. The evaluation methods are designed to compare the performance among different

deep learning models and the rule-based geometric model, too. The following metrics were

selected for the comparison:

• per-slice accuracy of the predictions,

• per-slice accuracy with the tolerance of ±1 grade,

• accuracy of predictions per patient,

• accuracy of predictions per patient with the tolerance of ±1 grade.

All of these metrics expect that the classification is independently done for the left and

right sides, so there are two independent classification problems in each sample. The
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per-patient metrics are obtained after aggregating classification from all of the patient’s

slices. The resulting classification is the maximum grade encountered among them.

For the geometric model and the best deep learning model, a deeper analysis of the

performance includes the following metrics and visualizations:

• sensitivity and specificity of the binarized classification of invasiveness (grades ≥ 3),

• Cohen’s kappa score of interrater reliability,

• Spearman correlation coefficient of the predicted labels and ground truth,

• confusion matrix of the true and predicted labels.



Chapter 4

Results

This chapter summarises the performance of the developed models and provides more

insights into the classification results obtained from them. The interpretation of the

results is further discussed and explained with more context in chapter 5.

4.1 Functionality of the geometric model

The implemented program with the geometric model encapsulates the whole pipeline from

the loading of the scans in the NIfTI format to generating predictions with supporting

visualizations and annotation files. The user can control the amount of produced outputs.

If the visualizations are saved, they show the segmentation masks coloured with respect

to the tumour’s predicted grade as an overlay on top of a grayscale slice of the scan. The

borderlines are shown, too. The source codes and example outputs compose a part of the

attachments.

4.2 Performance of the geometric model

The geometric model predicted the correct grade in 96.75% of the slices, and the accuracy

increased to 99.10% with the tolerance of ±1 grade. Evaluating its accuracy for the

aggregated scores in individual patients, the model predicted the correct grade in 158 out

of 198 cases, which is 79.80%, and the prediction matched the ground truth ±1 grade in

95.45%.

The sensitivity of the geometric model on the binarized predictions of tumour inva-

siveness is 98.78%, while its specificity is 82.35%. Computing the interrater reliability

between the geometric model and the ground truth labels, Cohen’s kappa is 0.73, and the

Spearman correlation coefficient is 0.86.
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4.3 Training of the deep learning models

The jobs for models’ training were performed on the HPC of the Research Center for

Informatics of the Czech Technical University (RCI) with the search for the optimal pre-

diction model. Table 4.1 shows the top 5 models predicting the scores from the manually

created segmentation masks, and table 4.2 selects the best model for every dataset. The

criterion used for the ranking of the models was the accuracy of predictions per patient;

the secondary criterion in case of a match was the accuracy per patient with the ±1-grade

tolerance.

The best model’s training was finished after 52 epochs, which took only 6 minutes 13

seconds on a GPU computation node of the RCI cluster with NVIDIA Tesla V100 GPU.

It was also the model that used the most epochs before finishing. The slowest training

lasted 36 minutes and 45 seconds, and the slowest fine-tuning was finished in 9 minutes

and 11 seconds.

The trained models, stored in the Hierarchical Data Format (HDF) format, including

the model architecture and trained weights, are too large to be directly attached to the

thesis but can be accessed from the author’s online storage: [82]. The scripts for training,

as well as loading the trained models and making a prediction are attached to the thesis.

4.4 Performance of the best deep learning model

The best deep learning model was the one taking 1-channel manually created segmentation

masks as its input, did not used oversampling or merging of the grades 3A and 3B, and

was trained with the batch size of 32 samples.

It predicted the correct grade in 95.22% of the slices, and the accuracy increased to

99.10% with the tolerance of ±1 grade. In the case of the scores aggregated for individual

patients, the exact match in the ground truth and predicted grade was observed in 146 out

of 198 cases, which is 73.74%, and with the relaxation of ±1-grade mismatch tolerated,

the prediction matched the ground truth label in 95.45% cases.

The sensitivity of this deep learning model is 96.34%, and its specificity is 76.47%.

The scores for interrater reliability between the deep learning model and the ground truth

labels are 0.64 (Cohen’s kappa) respectively 0.84 (Spearman correlation coefficient).

The comparison of the geometric and deep learning models is summarized in table 4.3.

The confusion matrices of both models are depicted in figure 4.1.
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Table 4.1: Top 5 deep learning models. DM = dataset modification, ch = number of
channels of the used images, BS = batch size, epoch = epoch of the model with the
smallest loss, D = duration of its training on the HPCcluster, APP = accuracy per
patients, APP±1 = APP with ±1 grade tolerance, APS = accuracy per slices, APS±1
= APS with ±1 grade tolerance; accuracies shown in percent. The rows are sorted by
APP in descending order.

DM ch BS epoch D (mm:ss) APP APP±1 APS APS±1
none 1 32 52 06:13 73.74 95.45 95.22 99.10
none 3 32 29 15:46 68.18 90,40 93.14 98.93
oversampling 1 16 23 06:51 67.68 94.95 94.52 99.07
merging 3A+3B 1 32 26 05:43 66.16 94.44 93.66 99.04
oversampling 3 64 18 31:50 63.13 92.93 92.47 98.66

Table 4.2: The best performing deep learning model for every dataset. DS = dataset
used, ch = number of image channels in the dataset, BS = batch size, epoch = epoch of
the model with the smallest loss, D = duration of its training on the HPCcluster, APP
= accuracy per patients, APP±1 = APP with ±1 grade tolerance, APS = accuracy per
slices, APS±1 = APS with ±1 grade tolerance; accuracies shown in percent. The rows
are sorted by APP in descending order. All of these models used the imbalanced datasets
(no merging, no oversampling).

DS ch BS epoch D (mm:ss) APP APP±1 APS APS±1
mask 1 32 52 06:13 73.74 95.45 95.22 99.10
mask 3 32 29 15:46 68.18 90.40 93.14 98.93
auto. mask 1 32 18 02:01 55.67 86.08 69.79 88.64
auto mask. 3 16 26 09:10 53.61 83.51 71.78 90.16
seg. prob. 3 32 42 18:47 46.39 82.47 66.98 88.64
raw 1 64 31 08:06 45.45 80.81 86.82 95.68

Table 4.3: Metrics compared for the geometric and the best deep learning model. APP
= accuracy per patients, APP±1 = APP with ±1 grade tolerance, APS = accuracy
per slices, APS±1 = APS with ±1 grade tolerance, Spearman = Spearman correlation
coefficient, Cohen = Cohen’s kappa; accuracies shown in percent; Spearman and Cohen
measure the agreement with ground truth annotations.

model APP APP±1 APS APS±1 Spearman Cohen
geometric 79.80 95.45 96.75 99.10 0.86 0.73

deep learning 73.74 95.45 95.22 99.10 0.84 0.64
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Figure 4.1:
Confusion matrices for the classification provided by the geometric model (A)

and the deep learning model (B).



Chapter 5

Discussion

Models based on the implementation of geometric relationships or on learning from an-

notated observations and inference were introduced in chapter 3, and their performance

was evaluated and stated in 4. This chapter serves to interpret the results and verify their

validity, explain the inaccurate classifications, and identify the issues and open problems.

5.1 Geometry-based model

Based on the proposed metrics, the geometric model shows the best performance, clas-

sifying 79.80% of the patients’ tumours correctly. The agreement with the ground truth

labels (Spearman correlation coefficient: 0.86) is better than the inter-rater reliability

observed in the aforementioned study (0.73) [43].

There is a remarkable difference between the percentage of correctly classified slices

(96.75%) and aggregated scores for patients from the whole scans (79.80%). This is given

by the fact that the grade of the tumour is evaluated as the maximal observed grade on the

respective side among all slices. This means that one slice wrongly classified by a higher

grade corrupts the classification of the scan as a whole, which can contain up to tens of

slices. This difficulty is hard to overcome because, contrary to such a misclassification,

there are also cases where the correct grade is only observed in one slice, and all the

other slices capture a less invasive part of the tumour. For this reason, the selection of

the maximal grade cannot be simply replaced by, for example, the average grade and is

correct with respect to the definition of the classification system (section 2.4).

To confirm the classification capability of the model and explain the misclassification,

a sample of wrongly classified slices was examined, with an emphasis on the most different

grades and also the nearest ones. It seems that the nearest grades are usually classified

differently from the ground truth because the tumour touches the borderline between two

grades, as shown in figure 5.1. Based on the confusion matrix (figure 4.1 A), the most
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common case of misclassification is that a tumour with a ground truth label 0 is assigned

to the grade 1 class. The most concerning, however, are the cases where the predicted

label differs from the ground truth by multiple grades. In this case, it seems that the

disagreement might be caused by an incorrect annotation. Examples of such cases are

displayed in figures 5.2 and 5.3. In the large amount of slices that had to be annotated,

some imprecision caused by a human factor could be expected.

An advantage of this model is that it provides, alongside the predictions, also a graphic

visualization of the classification problem. This allows the user to inspect the underlying

materials quickly and supports the decision if the prediction is trustworthy. Following

the exploration of the edge cases leading to misclassification of neighbouring grades, an

additional parameter of extent threshold was introduced to the program, too. It enables

the user to adjust the condition on how far the tumour has to extend behind the critical

line to be assigned to the higher grade. It can be used to relax the strictness and let more

of the borderline tumours be classified to a lower grade.

Figure 5.1:
PA with a ground truth grade 0 on the right side, classified as a grade 1.

The model detected pixels behind the critical line.
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Figure 5.2:
PA with a ground truth grade 3A on the left side, classified as a grade 4.

The model detected a full encapsulation of the ICA.

Figure 5.3:
PA with a ground truth grade 4 on the right side, classified as a grade 1.
This might be an example of a wrong label in the ground truth annotation.
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5.2 Deep learning models

The deep learning approach led to a varied set of trained models enabling predictions from

different modifications of the input dataset, including both manually created masks and

raw scans (eventually converted to segmentation masks automatically by the available

segmentation model).

The results do not reveal a predominantly more successful strategy for the training:

the top-ranked models were trained with different batch size values; they also involved

the imbalanced datasets alongside the oversampled ones and those with merged grades

3A and 3B.

However, the selection of the dataset modality proved to be important: the models

using the manually created segmentation masks achieved results comparable to the ge-

ometric model (which uses the same modality): the best one was accurate in 73.74% of

per-patient grade predictions respectively in 95.22% per-slice predictions. Also in this

case, the agreement with the ground truth exhibits a better Spearman correlation coeffi-

cient (0.84) than in the mentioned study [43].

The models inferring from (either raw or automatically segmented) scans remain less

successful. The most accurate one out of these predicted the correct grade in 55.67%

of patient-wide classification and 69.79% of per-slice classification. This model used the

segmentation masks automatically generated from the scans by the segmentation model,

i.e., using only input scans and trained models.

5.2.1 Other examined approaches

Other approaches examined in this work involve an effort to predict the grades from

the 3D images (described in section 3.1). This approach was particularly challenging for

multiple reasons: The 3D classification is far less common than its 2D counterpart, so

there are much fewer established and proven architectures, as well as datasets that would

enable pre-training such models on a large scale. Likewise, the base of appropriate tools

and techniques in general is less developed. The attempts to build and train a 3D CNN

to classify the scans of standardized shape also demonstrated that such an approach

imposes considerably higher demands on memory. The 3D nature of the images only

allowed a small batch size to fit into the available random-access memory (RAM) and did

not enable good enough learning. Moreover, the size of a trained model grows faster with

the size of the CNN. Finally, the size of the dataset was even more limited (compared to

extracting slices from the scans), which does not add to expectations of good results. For

these reasons, the effort to develop a model suitable for the 3D images was discontinued.

Referring to the 2D models developed to predict the grades from raw input scans, the
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geometric model was also adjusted to accept them from the preprocessed datasets (section

3.1), including the masks automatically predicted from the MRI scans. This approach

had a better per-slice accuracy of 88.48% (for the deep learning model predicting from

the automatically generated masks, it was 69.79%) but only 38.89% accuracy on the

per-patient aggregations (55.67% for the deep learning model). This shows that the deep

learning model is more suitable for use with the automatically generated masks because it

learns from the observations and is not bound by the rules. The geometric model assumes

some characteristics that can be simply violated in these predicted masks. For example,

the number and the relative positions of the ICAs are important for the geometric model,

but it is a common case that there is a wrong number of ICAs present in a slice of

a predicted mask or that they are inconsistent in shape. Examples of classifications for

such slices are shown in figures 5.4 and 5.5.

5.3 Value proposition

The value of the developed methods and models is currently mainly in the research area,

with this work being a part of ongoing research of automatic assessment of PAs, intending

to publish the findings. The code will also be shared as an open-source project. The use

in the clinical field is limited by multiple factors: First, data sharing in clinical use is

restricted and specific to each hospital’s infrastructure. The handling of patients’ data

is also determined by the devices used, which makes general use difficult. Finally, there

are more field-specific file formats, and the codebase would need further adjustments to

become compatible and fulfil relevant requirements.

In a broader sense, leaving out the emphasis on specific requirements imposed by

the environment of hospitals and their information systems, the proposed solutions offer

a great speed-up of the scans’ evaluation. While the current diagnosis requires a trained

radiologist, who needs to analyze the whole volume of the scan, one patient at a time,

the models can process images from tens or hundreds of patients in seconds or minutes

(depending on the computational power and if visualizations are generated).

This can also make such analysis accessible to interested non-expert users (e.g., pa-

tients) and provide a visual explanation with the plots generated by the geometric model.

The models can also help standardize the form of the analysis outcomes and eliminate

human-induced errors.
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5.4 Comparison with other works

The results of the geometric model and the best deep learning model are comparable

to the accuracy of the model mentioned in a publication by He Wang, Wentai Zwang

et al. (and listed in section 2.6), which was 81.25%. The advantage of their model is

that it is capable of reliably predicting the Knosp grades from the automatically created

segmentation masks. However, that model lacks any closer description and is not pub-

licly available. Also, their test dataset only involved 32 subjects, with only one of them

belonging to grade 0 and two of them to grades 1 and 2. That makes their dataset’s

population skewed towards the higher grades, contrary to the dataset in this work. These

factors make it difficult to compare the performance of the models in a general case of

automatic Knosp grade classification.

5.5 Current issues and open problems

Based on the observations in the results, the space for improvement could lie in the

curation of the dataset. As discussed, some of the slices might have been annotated

imperfectly. The correction of such annotations could reveal a better accuracy of the

geometric model, and the use of refined labels in training could also lead to improvements

in the resulting deep learning models. The problem is that any such curation needs

expert intervention and is time-consuming. The same holds for the eventual extension of

the current dataset, which would be beneficial to the deep learning models. Compared

to other classification tasks in general cases, which can use commonly available images,

medical applications require specialized imaging devices and specific health conditions of

the patients. This makes the medical image datasets usually rather limited.

The problem of image labelling could be partially overcome by training the deep learn-

ing models with labels provided by the geometric model, which shows good consistency.

Similarly, in the joint effort of the rule-based methods and learning from observation,

a more complex classifier could be designed on top of combined outputs.

In the context of the research conducted alongside this work, the segmentation model

had been developed earlier and focused on the generation of segmentation masks. Fu-

ture work could include extracting more information from the predictions of this model,

extending the idea of the 3-channels dataset based on predicted probabilities in the seg-

mented objects.
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Figure 5.4:
Classification based on a predicted mask: In this case, there is a wrong number of ICA

cross-sections, but it does not affect the quality of the classification thanks to the
placement of the incorrectly segmented cross-sections.
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Figure 5.5:
Classification based on a predicted mask: This time, the classification fails

because the assumptions of correctly segmented ICAs are not fulfilled.
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Conclusions

The geometric and deep learning models have been designed and implemented. The

geometric model performs the best out of the proposed solutions, classifying 79.80% of

whole PAs correctly (or 95.45% within the tolerance of ±1 grade) with respect to expert

annotation. The best deep learning model offers an accuracy of 73.74% (95.45%). Both

of these models operate on manually created segmentation masks, and both show a good

agreement with the expert annotator with a Spearman correlation coefficient of 0.86,

respectively 0.84. The best deep learning model capable of predicting the scores from

automatically created segmentation masks was correct in 55.67 (69.79%) of cases.

Considering that there are no publicly available tools for automatic Knosp score pre-

dictions, the presented solutions can serve as proof of concept for this task. Besides the

classification capability, the geometric model also offers the option to visualize the results

of the classification, which demonstrates its utility as a supportive diagnostic tool, so its

use is not limited to predictive tasks in research. Automated tools in medicine can provide

aid with diagnostics and bring considerable time savings.

While the predictions based on the manually created masks are reliable, the models

capable of predicting the scores from automatic segmentations or raw MRI brain scans will

need further improvement to achieve similar accuracy. The proposed approach to reach

this goal includes revising the training dataset and eventually extending it, although it is

acknowledged that some of the necessary steps are not easily feasible. The data availability

in the medical domain is generally more limited compared to some other areas. Other

possible future steps were listed, too.
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Appendix A

Attachments provided

The thesis was submitted together with the code implemented as a solution to the assign-

ment and other files. The attached archive contains the following files and directories:

• geom - source code of the geometric model

– src - modules

– main.py - main script

– README.md - instructions

– requirements.txt - list of required libraries

– statistics.py - postprocessing of the results

• nn - source codes for the deep learning approach

– preprocessing - scripts for preprocessing of the dataset

– training - scripts for automated training and evaluation

• output - example output data

– geom - from the geometric model

– nn - from the best deep learning model

The input dataset and trained models are too large for the attachment but can be

requested from the author. Some of the best-performing models are stored in the HDF

format on the author’s cloud storage [82] and can be freely downloaded.
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Appendix B

Technologies used

All of the presented code was developed in Python programming language with the use

of various libraries for image processing (scikit-image, SciPy), mathematics (numpy),

statistics (scikit-learn, pandas) and other disciplines. Handling of NIfTI files was

provided by the NiBabel library. The deep learning models were built in TensorFlow and

Keras frameworks with some pre-trained models imported from the image-classifiers

library. The visualizations were prepared with Matplotlib. Other libraries were used for

auxiliary tasks (pathlib, tqdm, Python standard libraries).

The geometric model was developed locally on a personal computer without any special

characteristics. The deep learning models were first iteratively developed and tested in the

Google Colaboratory environment with Tesla T4 tensor processing units (TPU). Later,

the models were trained on a larger scale on the RCI clusters’ GPU computation nodes

with Tesla V100 GPU.
Other software used includes programs ITK-SNAP and 3D Slicer for the visualization

of medical images.
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