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Abstract

This doctoral thesis focuses on the development of novel techniques for investigating the coherence characteristics of laser-driven short-wavelength radiation. Additionally, the thesis is devoted to the application of this radiation in the field of coherent diffractive imaging.

One of the laser-driven sources of coherent soft X-rays is a plasma-based X-ray laser, operating on the principle of amplified spontaneous emission (ASE) at transitions of multiply ionized atoms. However, the radiation emitted by such a source possesses only partial coherence, emphasizing the significance of characterizing its coherence for further applications.

Within this work, a study of the far-field intensity profile of a molybdenum plasma-based X-ray laser was performed. By employing a statistical analysis of the intensity pattern, which allows the estimation of the number of longitudinal coherence modes, and utilizing prior knowledge of the spectral profile of the radiation, we successfully estimated the duration of the X-ray laser pulse.

A novel method was also developed to characterize the spatial coherence of a plasma-based X-ray laser. This method relies on diffraction through a non-redundant mask of simple apertures. By designing the mask appropriately, the spatial coherence function of each laser pulse can be measured. Our method was experimentally verified using the plasma-based Zn X-ray laser.

An alternative source of short-wavelength radiation, utilized for experimental investigation in this study, involves high-order harmonic generation. Using an appropriate monochromatizing device, a single harmonic frequency can be isolated from the generated radiation and utilized for monochromatic coherent diffractive microscopy. The successful image reconstruction of a binary sample was demonstrated using the 21-st high harmonic frequency.

Another lensless imaging method is ptychographic coherent diffractive imaging, which offers greater universality. This technique is demonstrated in the work with a variant utilizing a beam composed of all high harmonics, eliminating the need for monochromatization and considerably simplifying the experimental setup. In this configuration, monochromatization is substituted by an algorithm capable of reconstructing information from the recorded diffraction pattern formed by multiple harmonic frequencies.
Abstrakt

Tato disertační práce se zabývá návrhem nových metod pro studium koherentních vlastností laserem čerpaných zdrojů krátkovlnného záření a jejich aplikací v oblasti koherentního difraktivního zobrazení.

Jedním z laserem čerpaných zdrojů koherentního měkkého rentgenového záření je plazmový rentgenový laser, který využívá zesílené spontánní emise (ASE) na přechodech energetických hladin mnohonásobně ionizovaných atomů. Záření emitované takovýmto zdrojem je však pouze částečně koherentní, a proto je znalost jeho koherence důležitá s ohledem na další aplikaci.

V první části této práce byl zkoumán intenzitní profil molybdenového plazmového rentgenového laseru ve vzdálené zóně, kde bylo ukázáno, že pomocí intenzitní statistické analýzy lze nalézt odhad délky laserového impulzu za předpokladu znalosti jeho spektrálního profilu.

Rovněž byla navržena nová metoda zkoumající prostorovou koherenci plazmového rentgenového laseru, která je založená na difrakci na neredundantní masce složené z jednoduchých apertur. Pomocí vhodného návrhu masky může být prostorová koherentní funkce změřena během jednoho laserového impulzu. Metoda byla úspěšně otestována na změřených experimentálních datech plazmového zinkového rentgenového laseru.

Alternativním zdrojem krátkovlnného záření, který byl rovněž použit v této práci, je generace vysokých harmonických frekvencí. Vhodným monochromatizačním zařízením lze zvolit pouze jedinou harmonickou frekvenci a realizovat koherentní difraktivní mikroskopii (CDI) s monochromatickým svazkem. Úspěšná rekonstrukce binárního testovacího vzorku je demonstrována s 21. harmonickou frekvencí.

Další metodou bezčočkového zobrazení je takzvaná ptychografie, která je mnohem univerzálnější a je schopna překonat některá omezení předchozí (CDI) metody. Tato technika je v práci demonstrována ve spojení se svazkem vysokých harmonických bez nutnosti monochromatizace, čímž se značně zjednodušuje celá experimentální sestava. Monochromatizace je v tomto případě nahrazena algoritmem, který je schopen rekonstruoj ze záznamu difrakčního obrazce vytvořeného z více harmonických frekvencí.
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1 Introduction

A significant advancement in extreme ultraviolet (EUV/XUV) radiation sources has been achieved over the past few decades [1], driven by the demand for novel scientific and semiconductor industry applications [2]. Short pulses of short-wavelength radiation are required to study the nature on smaller spatial scales and shorter timescales, as well as to investigate the atomic physics of inner-shell electrons. Initially, incoherent sources suitable for EUV lithography were developed [3]. Subsequently, as applications expanded from visible light to the EUV spectral region, the requirement for coherent sources gained significance. Currently, a unique source of EUV radiation, X-ray free electron lasers (XFELs) [4], provides high-flux ultrashort pulses, which can be fully coherent. However, due to their high cost and limited availability, smaller laboratory sources such as high-harmonic generation or plasma-based X-ray lasers [5,6] are gaining importance.

The main goals of this thesis include coherence studies of particular laser-driven EUV sources using newly proposed techniques. Additionally, the thesis also focuses on the application of EUV radiation in the field of coherent diffractive imaging (CDI) which offers a lensless approach to imaging, eliminating the need for conventional imaging optics. This not only avoids optical aberrations and reduces the necessity for expensive EUV optics but also simplifies the experimental setup.

In the introductory sections of this doctoral thesis, we briefly discuss the most commonly used partially coherent EUV sources relevant to research involving short-wavelength light-matter interactions. Additionally, we introduce the theory of coherence of electromagnetic radiation, the free-space propagation of both fully and partially coherent light, and the theory of coherent diffractive imaging. These theoretical concepts were essential for evaluating the experimental results presented in this thesis and for developing algorithms for partially and fully coherent field propagation.

Next, in this work, we introduce a novel approach to estimating the pulse duration of partially coherent soft X-ray pulses, utilizing information obtained from a far-field intensity pattern. The method, which was published in [7], is based on the analysis of intensity statistics at a single point in space and time. This method was applied to estimate the pulse duration of the laser-driven nickel-like molybdenum soft X-ray laser, which relies on amplified spontaneous emission from a narrow plasma column and emits at a wavelength of 18.9 nm.
We also introduce another novel method for single-shot spatial coherence measurement, with results that were submitted for publication at the time when this thesis was finalized. The method has been successfully demonstrated within the soft X-ray spectral range. Our approach is based on a far-field diffraction pattern obtained from a binary transmission mask containing a well-defined non-redundant array of elementary apertures. The coherence function is then retrieved through an iterative algorithm similar to the one employed in [8], and coherent diffractive imaging techniques [9–11]. This algorithm, optimized for our specific conditions, was developed by the author of this thesis, tested through simulations, and utilized to evaluate the experimental results of a laser-driven zinc plasma soft X-ray laser.

The final objective of this doctoral thesis is to experimentally realize EUV coherent diffractive imaging and multi-color ptychography on the HHG beamline at the ELI Beamlines\(^1\), thereby validating its feasibility for future advanced diffraction-based imaging techniques. In the context of CDI, a phase retrieval algorithm based on Fienup’s Hybrid Input Output approach was implemented by the author of this thesis and successfully tested through experimental measurements. Moreover, successful demonstration of multi-color ptychography was achieved using an algorithm developed at the University of California [12,13].

\(^1\)ELI Beamlines Facility is a laser research center and part of The Extreme Light Infrastructure ERIC, a pan-European research Infrastructure
2 Overview of current partially coherent EUV sources

There are numerous methods available for generating EUV radiation based on various physical principles. This chapter provides a brief overview of the most commonly used partially coherent EUV sources. The radiation emitted from these sources possesses different properties, which are briefly discussed as well.

2.1 Synchrotron radiation

In modern scientific research, synchrotron radiation plays a crucial role as it provides electromagnetic radiation in a wide range of wavelengths, from terahertz to X-rays \[1, 14\]. This radiation is produced when charged particles, typically electrons, are accelerated to nearly the speed of light and forced to travel in curved trajectories (are accelerating) by strong magnetic fields.

In principle, synchrotron radiation is produced by three types of commonly used magnetic structures \[1, 15\]: bending magnets, undulators, and wigglers. Bending magnets guide accelerated particles along a single curved trajectory, while undulators and wigglers have periodic magnetic fields, causing particles to oscillate. The main difference between undulators and wigglers lies in the strength of their magnetic fields. Wigglers have stronger magnetic fields, leading to larger amplitude oscillations. As a consequence, the resulting spectrum is similar to bending magnets but shows a larger photon flux and is shifted towards shorter wavelengths.

In the case of the bending magnet, we can estimate the divergence of the emitted radiation of relativistic charged particles by considering Lorentz transformations \[1\]. The upper limit of the half-cone divergence angle \( \theta \) is given by the following equation

\[
\tan \theta \approx \theta \approx \frac{1}{2\gamma},
\]

(2.1)

where \( \gamma \) is the relativistic Lorentz factor. Next, it is possible to approximately determine the wavelength of the radiation based on Heisenberg’s uncertainty principle. It can be shown \[1\] that the inaccuracy of the measured photon energy must satisfy the
2.1 Synchrotron radiation

relation

\[ \Delta E \geq \frac{2e \hbar B \gamma^2}{m_e}, \tag{2.2} \]

where \( e \) is the charge of the electron, \( m_e \) is the mass of the electron, \( B \) is the magnetic field of the bending magnet, and \( \hbar \) is reduced Planck’s constant. By substituting typical values where \( \gamma \) reaches several thousand and \( B \geq 1 \) T, we can obtain that emitted photons energy is in the order of keV (nanometer wavelengths).

The schematic diagram illustrating the evolution from the first synchrotron radiation devices to modern ones is shown in Fig. 2.1. Initially, electrons are accelerated by a linear accelerator (linac), and then their energy is further increased by a circular accelerator (booster) to a speed close to the speed of light. In the last segment (storage ring), the energy of the particles is maintained constant, and the emitted radiation (when particles lose energy) is distributed to individual laboratories. The acceleration of the particles is achieved using strong electric fields, while a system of magnets controls their trajectory.

![Schematic diagram of synchrotron radiation devices](image)

Fig. 2.1: The schematic shows the evolution from the first synchrotron radiation devices to modern ones. In the past, radiation was mainly generated by bending magnets in circular storage rings. In modern devices, storage rings consist of many straight sections with undulators and wigglers.

To date, storage rings (SRs) have made significant progress and have advanced to their fourth generation, known as diffraction-limited SRs [16, 17]. Third-generation storage rings (3GSRs) are commonly based on lattice\(^1\) designs with either double-bend

---

\(^1\)The lattice is the system of magnetic lenses responsible for guiding and focusing an electron beam.
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achromat (DBA) or triple-bend achromat (TBA). On the other hand, fourth-generation storage rings (4GSRs) utilize multi-bend achromat (MBA) lattices, enabling the production of X-ray radiation with high brilliance and flux [17]. The X-ray beams generated in these advanced storage rings exhibit remarkable spatial coherence. Additionally, they possess a narrow energy spread of the electron bunches, leading to exceptional spectral resolution.

The main advantages of synchrotron radiation include its high average brightness, which is challenging to achieve using other methods, and the small divergence of the beam. The generated pulses typically have lengths in the order of tens of picoseconds. However, synchrotrons have some main disadvantages, such as their high cost and large size, with dimensions in the order of hundreds of meters.

2.1.1 Free electron laser (FEL)

The operation of a free electron laser involves the acceleration of electrons, similar to synchrotron radiation devices and many other particle accelerators [1, 18, 19]. These accelerated electrons then enter an undulator, where they follow oscillations within a periodic magnetic field. As a result of these oscillations, electron microbunches are formed. Thus the radiation is amplified by the self-amplified spontaneous emission (SASE) and all created microbunches emit correlated radiation. Output radiation power for SASE is scaled as squared number of emitting electrons $N_e^2$. The undulator is a device composed from magnets with an alternating magnetic field described by the undulator period $\lambda_u$. The FEL scheme is shown in Fig. 2.2.

![Fig. 2.2: The schematic of the FEL, where electrons are accelerated by a conventional way and then undergo oscillations in the undulator section inducing an X-ray pulse to build up. (Adapted from [20])](image)

The resulting emitted spectrum is primarily influenced by two significant effects: the relativistic shift of the wavelength and the Doppler effect. The wavelength of the
2.2 High harmonic generation (HHG)

Undulator radiation can be determined using the undulator equation [1,19], which takes into account the harmonic frequencies of the n-th order. By considering these effects, the wavelength of the undulator radiation can be derived as

\[
\lambda_n = \frac{\lambda_u}{2\gamma_n^2} \left( 1 + \frac{K^2}{2} + \gamma^2 \theta^2 \right),
\]

where \( \theta \) is the off-axis angle of the observation measured from direction of the beam propagation, and \( K \) is the magnetic strength parameter. In the case of undulator \((K < 1)\), the spectral linewidth [1] is narrowing with number of magnetic periods \( N \) according

\[
\frac{\Delta \lambda_n}{\lambda_n} = \frac{1}{nN},
\]

which implies a very narrow spectral line as the number of periods increases. The main advantage of FELs are a high beam brightness, small beam divergence, short pulse duration, and tunability [1,4,21].

Coherence properties generally depend on a process of generation. While spatial coherence is very high, the temporal coherence for the free electron laser is not high, mainly due to a startup amplification from a stochastic origin known as self-amplified spontaneous emission. However, this temporal coherence can be significantly improved by using seeding radiation tuned to the resonance FEL frequency [22], resulting in full coherence (both spatial and temporal).

2.2 High harmonic generation (HHG)

One currently very promising approach to a compact coherent EUV source is a process of the high harmonic generation. This kind of source is based on a nonlinear interaction between a linearly polarized strong laser field and a gas medium. Although the technique of the HHG in solids was published during last years [23], the HHG generation is usually performed in a gas cell or gas jet which is placed inside a vacuum chamber. An appropriate nonlinear gas medium typically consists of inert gases such as Ar, Ne or He with a pressure of the order of tens of mbar. Noble gases are particularly suitable because of their high ionization potential that enables presence of non-ionized atoms in high laser intensities.

The generation of EUV radiation is well described by the three step model in the semi-classical approximation of the interaction of a strong laser field with an atom [24]. This model is illustrated in Fig. 2.3. In the first step, the most weakly bound electron of the atom is released by tunnel ionization. Next, the laser field accelerates the free electron. At the end of the process, when the laser field change its polarity, the electron is returning back and recombines with the parent ion. During this recombination, the sum of the excessive kinetic energy \( E_{\text{kin}} \) and the ionization energy is radiated in the
form of electromagnetic radiation

\[ h\nu = E_{\text{kin}} + W_p , \]  

(2.5)

where \( W_p \) is the ionization potential, \( h \) is Planck’s constant and \( \nu \) is the frequency of the emitted radiation.

Fig. 2.3: The semi-classical three step model describing the process of the high harmonic generation, where solid lines depict the Coulomb potential of an atom that is disturbed by electric field of the laser.

The region of such high intensities is inevitably accompanied by other nonlinear processes and different ionization mechanisms. These ionization mechanisms can be classified according to the Keldysh parameter \[ K_p = \frac{W_p^2}{U_p} , \]  

(2.6)

When \( K_p \gg 1 \), multi-photon ionization dominates, whereas \( K_p \ll 1 \) ionization is mainly achieved through tunneling.

The typical spectrum of HHG is shown in Fig. 2.4, where harmonics with characteristic plateau distribution and sharp cutoff can be seen. It is noteworthy that only odd harmonics are generated due to the centrosymmetry of atoms. The frequency at which the highest harmonic (cutoff harmonic) occurs \[ \nu_{\text{max}} = 3.17U_p + W_p , \]  

(2.7)

where \( U_p \) is the ponderomotive potential (the mean electron kinetic energy in an oscillating laser field).

The ponderomotive potential for an external electric field with an amplitude \( E_0 \) and angular frequency \( \omega \) is given by \[ U_p = \frac{e^2E_0^2}{4m_\epsilon\omega^2} . \]  

(2.8)
The relation (2.8) can be rearranged into a more practical form

$$U_p[eV] = 0.933 \cdot 10^{-13} I \left[ \frac{W}{cm^2} \right] \lambda^2 [\mu m^2] ,$$

(2.9)

where amplitude of linearly polarized electric field is expressed using the vacuum impedance $Z_0 = \sqrt{\mu_0 / \epsilon_0} = 377 \Omega$ and the equation

$$E_0 = \sqrt{2IZ_0} ,$$

(2.10)

where $I$ is the intensity of the electric field, $\epsilon_0$ and $\mu_0$ are the vacuum permittivity and permeability, respectively.

For many applications, the HHG beam is a very interesting EUV source of radiation because of the high spatial and temporal coherence. However, the main disadvantages are the low conversion efficiency and polychromatic spectrum which is generally not suitable for many applications. To overcome these challenges, current investigations are focused on developing advanced techniques such as quasi-phase matching [29–31], which intends to enhance the conversion efficiency.

### 2.3 Plasma-based soft X-Ray lasers (SXRLs)

The continuous development of laser technology, initiated by the first demonstration of the ruby laser [32] in 1960, achieved significant advancements towards shorter wavelengths. This progress ultimately led to the first demonstration of an X-ray laser nearly thirty years later [33].

The active medium of SXRLs is a highly ionized plasma with electron temperature of several hundreds eV and the very short lifetime of the population inversion from
picosecond to nanosecond (depending on material of the target and pumping scheme) [5, 6, 34, 35]. This short lifetime duration allows radiation to be amplified only in one or two passes through the active medium. Thus, the EUV beam is generated by the amplified spontaneous emission (ASE) [34] in the direction of a plasma column axis which is illustrated in Fig. 2.5. Such plasma active medium can be created by pinching discharge or high-intensity laser pulse. Currently, the most successful scheme is based on achieving the population inversion by the electron collisional excitation [35]. This process can be described by kinetics with quasi-steady state approximation when using longer (approximately ns) pumping, or by transient collisional excitation in the case of approximately (sub-)ps pumping.

As in most lasers, the generated radiation is highly monochromatic with $\Delta \lambda / \lambda \approx 10^{-4}$ and Doppler effect being the dominant spectral broadening mechanism [34]. Therefore, the temporal coherence of SXRLs is rather high, while their spatial coherence is relatively low [1]. Another disadvantage of SXRLs is the presence of a highly inhomogeneous far-field intensity pattern, which exhibits numerous speckles. The specific characteristics of these speckles depend on the chosen pumping scheme, as mentioned in [36]. Despite these limitations, SXRLs remain well-suited for many applications due to their high pulse energy ranging from a $\mu$J to mJ.

![Fig. 2.5: The EUV beam generated by the amplified spontaneous emission (ASE) in a plasma column. It can be observed generation from both sides of the plasma column.](image)

### 2.3.1 Quasi-steady state pumping

For long pumping with pulses typically of the order of ns, the quasi-steady state approximation is employed [5, 6]. The ionization level in a plasma approaches steady state while population inversion follows fast changes. Pumping can be performed just with one or more pulses, the process of ionization and population inversion is generally achieved within one intense laser pulse. This pumping scheme can be implemented either by pinching capillary discharge or by pumping the laser pulse with energies in...
the range of hundreds of joules.

### 2.3.2 Transient pumping

For many years after the first successful demonstration of the lasing, the great interest was devoted to the sophisticated pumping schemes and recently the transient pumping has been firstly proposed [37] and experimentally demonstrated [38,39]. This pumping scheme separates the process of ionization and achieving population inversion. First a plasma is created with a long pulse in order of a ns and immediately after the long pulse follows a main pumping pulse which rapidly heats the plasma and induces the population inversion. In this pumping scheme, both ions concentration and population inversion are strongly non-stationary (transient). The transient pumping scheme significantly reduces the pumping requirements from kJ to the order of J.

### 2.3.3 SXRLs seeding

Currently, there is one very interesting possibility for the improvement of SXRLs output beam properties. Instead of the radiation originating from amplified spontaneous emission, the SXRL can serve as an amplifier for EUV beam with very good spatial and temporal properties [40]. For example, the HHG source is very suitable to generate a seed beam so that the main disadvantage of a low output energy can be significantly enhanced. On the other hand, there are many difficulties related to an experimental implementation such as precise timing, EUV beam alignment to the plasma amplifier (typically a few tens of micrometers in diameter), and spectral overlap of the seed with the lasing transition of the amplifier.

![Diagram of SXRL seeding chain with a beam injected from the high harmonic generation.](image_url)

Fig. 2.6: The experimental setup of SXRL seeding chain with a beam injected from the high harmonic generation.
3 Coherence of electromagnetic radiation and free-space propagation of fully and partially coherent light

The main characteristics of coherent waves are their deterministic behavior during propagation and hence a relatively simple mathematical description. The coherence of electromagnetic radiation is, therefore, one of its crucial characteristics that has a significant impact on various applications based on imaging, holography, interferometry, diffraction, etc. The coherent properties are typically quantified using the mutual coherence function, which reflects the statistical properties of light.

In this section, we briefly describe coherence theory of optical fields, covering both temporal and spatial coherence. We also discuss the free-space propagation of fully and partially coherent beams, with a main focus on spatial coherence.

3.1 Mutual coherence function and complex degree of coherence

In this paragraph, we present a summary of the general outcomes from the theory of coherence introduced in [41]. For stationary field\(^1\), the radiation properties are typically described by the mutual coherence function (cross-correlation function)

\[
\Gamma(x_1, x_2, \tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} E(x_1, t)E^*(x_2, t - \tau)dt
\]

\[
= \langle E(x_1, t)E^*(x_2, t - \tau) \rangle .
\]

This function is the time average\(^2\) of a product of an optical field \(E(x_1, t)\) and its complex conjugate \(E^*(x_2, t - \tau)\) at two spatial points, \(x_1, x_2\), and two temporal points.

\(^1\)In the case of stationary fields, the character of the fluctuations does not change over time.

\(^2\)In practice, there are stationary processes where the time average can be replaced by the ensemble average. Such processes are then referred as ergodic processes. All the fields will be considered stationary and ergodic throughout this thesis.
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points, \( t, (t - \tau) \) (which is the complex cross-correlation of two fields). It is suitable to normalize (3.2) and define the complex degree of coherence given by the relation

\[
\mu(x_1, x_2, \tau) = \frac{\Gamma(x_1, x_2, \tau)}{\sqrt{I(x_1)I(x_2)}} ,
\]

where intensity, according to (3.2), is given by

\[
I(x_i) = \Gamma(x_i, x_i, 0) .
\]

By the normalization, the complex degree of coherence satisfies the following inequality

\[
0 \leq |\mu(x_1, x_2, \tau)| \leq 1 .
\]

Frequently, under certain circumstances (cross-spectrally pure light)\(^3\) function (3.3) can be factorized [41] and then the temporal (longitudinal) and spatial (transverse) coherence are separated of each other

\[
\mu(x_1, x_2, \tau) = \mu(x_1, x_2, 0)\mu(x_1, x_1, \tau) .
\]

There are several definitions for the coherence time \( \tau_{coh} \) and spatial coherence length \( l_{coh} \). The most frequent definition is the point at which the absolute value of the complex degree of coherence drops to the specified value, such as \( \sqrt{2/2} \) or \( e^{-1} \). Additionally, it is worth mentioning another formula defined in terms of the normalized root-mean square by the relation

\[
\tau_{coh}^2 = \frac{\int_{-\infty}^{\infty} |\Gamma(x_1, x_1, \tau)|^2 d\tau}{\int_{-\infty}^{\infty} \frac{|\Gamma(x_1, x_1, \tau)|^2 d\tau}{|\Gamma(x_1, x_1, \tau)|^2}} .
\]

Equivalently, the normalized root-mean square can be used to define spatial coherence length for special types of beams (assuming 1D Schell beams) where the mutual coherence function is spatially-shift invariant and rotational symmetric (the mutual coherence is a function of a single spatial variable). These sources are described in the following paragraphs.

3.1.1 Temporal coherence function and complex degree of temporal coherence

The temporal coherence function (sometimes referred to as the self-coherence function), is understood as the mutual coherence function evaluated at equal-space points

\[
\Gamma(\tau) \equiv \Gamma(x_1, x_1, \tau) ,
\]

where the dependence on spatial coordinate can be omitted. Equivalently, by the complex degree of temporal coherence is meant

\[
\mu(\tau) \equiv \mu(x_1, x_1, \tau) .
\]

\(^3\)All the fields will be considered as cross-spectrally pure light throughout this thesis. More information regarding the concept of cross-spectrally pure light can be found in [41].
3.1.2 Spatial coherence function and complex degree of spatial coherence

Analogically, the spatial coherence function (sometimes referred to as the equal-time correlation function or the mutual intensity), is understood the mutual coherence function evaluated at equal-time

$$\Gamma(x_1, x_2) \equiv \Gamma(x_1, x_2, 0),$$

(3.10)

where the dependence on time can be omitted. Similarly, by the complex degree of spatial coherence is meant

$$\mu(x_1, x_2) \equiv \mu(x_1, x_2, 0).$$

(3.11)

3.1.3 Conventional measurement of temporal coherence by Michelson interferometer

The well-known method for measuring the temporal coherence is based on experiments using the Michelson interferometer. In this method, an input beam is divided into two arms of the interferometer, and a delay $\tau$ is introduced in one arm due to a difference in their optical paths. The two delayed optical fields overlap and form interference fringes. To characterize the function $\mu(\tau)$, a visibility scan must be performed by varying the difference in arm lengths. The absolute value of the complex degree of coherence $\mu(\tau)$ can be determined from the interference pattern using the following formula

$$|\mu(\tau)| = \frac{1}{2} \frac{I_1 + I_2}{\sqrt{I_1 I_2}} V(\tau),$$

(3.12)

where $I_1, I_2$ are intensities of each beams with time delay $\tau$ and $V$ is the visibility of the interference pattern defined as

$$V = \frac{I_{\max} - I_{\min}}{I_{\max} + I_{\min}}.$$

(3.13)

The $I_{\max}$ and $I_{\min}$ are maximal and minimal intensity of the interference fringes. Obviously, it can be easily found by using (3.12) and (3.5) that $V \in [0, 1]$.

The method based on the Michelson interferometer cannot be directly used for EUV radiation due to the absence of suitable EUV optical elements. Therefore, an alternative approach employing wavefront division interferometry was developed.

3.1.3.1 Wavefront-division variable path difference interferometer for EUV

In the last decade, the EUV interferometer was designed and successfully employed for the temporal coherence measurement [42]. This interferometer consists of two dihedral mirrors in a grazing incidence geometry where one is fixed and the second one
is mobile so that a difference path is introduced (Fig. 3.1). The main idea is to split the beam spatially into two halves and then overlap them, resulting in the formation of an interference fringe pattern.

![Interference field diagram](image)

**Fig. 3.1:** The path difference interferometer for an EUV beam consists of two dihedral mirrors. One mirror is fixed, while the second can change the beam path of the spatially split beam. (Adapted from [43])

### 3.1.4 Conventional measurement of spatial coherence by Young’s double-slit experiment

Similarly to the temporal coherence, the method for the determination spatial coherence can be based on the traditional Young’s double slit experiment. The interference pattern is created by a radiation emitted from spatially separated slits and observed on the output screen. Equivalently, the absolute value of the complex degree of coherence \( \mu(x_1, x_1 + \Delta x) \) is measured by a varying distance \( \Delta x \) between slits and can be obtained from the interference pattern by the following formula [41]

\[
|\mu(x_1, x_1 + \Delta x)| = \frac{1}{2} \frac{I_1 + I_2}{\sqrt{I_1 I_2}} V(\Delta x),
\]

(3.14)

where \( I_1, I_2 \) are intensities on slits with positions vectors \( x_1 \) resp. \( x_1 + \Delta x \) and \( V \) is the visibility of the interference pattern.
3.2 Free-space propagation of spatially coherent monochromatic beams

The most general description of electromagnetic waves is provided by the well-known free-space Maxwell’s equations. However, directly solving these equations using any state-of-the-art numerical method demands a significant amount of computation time. This system of vector partial differential equations (PDEs) describes the evolution of the electric field vector $E(x, t)$ and the magnetic field vector $B(x, t)$ and is expressed as

\begin{align*}
\nabla E(x, t) &= 0 \quad (3.15) \\
\nabla B(x, t) &= 0 \quad (3.16) \\
\n\nabla \times E(x, t) &= -\frac{\partial}{\partial t} B(x, t) \quad (3.17) \\
\n\nabla \times B(x, t) &= \frac{1}{c^2} \frac{\partial^2}{\partial t^2} E(x, t) \quad , \quad (3.18)
\end{align*}

where $c = \frac{1}{\sqrt{\epsilon_0 \mu_0}}$ is the vacuum speed of light. Fortunately, there is no need to solve this system of vector PDEs, and for our purposes, it will be sufficient to use approximate methods.

Furthermore, in the next paragraphs of this thesis, we do not need to deal with fully vector wavefields, and we can restrict ourselves to selected scalar approximate methods for free-space propagation, such as angular spectrum propagation, Fresnel diffraction integral, and Fraunhofer diffraction integral [44–46]. These methods and their main outputs are briefly introduced in the following paragraphs.
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3.2.1 Fresnel number and approximations in regions of light propagation

Firstly, it is very important to choose the optimal scalar method of propagation for an optical field due to its validity in different regions depending on propagation distance and border conditions. The Fresnel number \([44–47]\) is used to distinguish between these regions, depending on the propagation distance, wavelength and the specific size of an aperture. This number is defined as

\[
N_F = \frac{a_{\text{max}}^2}{\lambda z},
\]

where \(z\) is the propagation distance, \(\lambda\) is the diffracted radiation wavelength and \(a_{\text{max}}\) is the maximal aperture size. The field propagation characteristics, based on the Fresnel number, can be categorized into three specific regions:

1. **Near field**, where \(N_F \gg 1\)
   The near field is a region of geometric shadow where the field intensity exhibits significant oscillating microstructure within the overall object envelope.

2. **Fresnel region**, where \(N_F \approx 1\)
   This region is a transitional zone where signs of diffraction can be observed behind an opaque aperture, and the optical field intensity begins to smooth out.

3. **Fraunhofer region**, where \(N_F \ll 1\)
   The Fraunhofer region, also known as the far-field, is characterized by the dominance of the full wave behavior of electromagnetic waves. In this region, radiation is diffracted behind the geometrical shadow of the aperture, resulting in a smoothed-out optical field intensity.

3.2.2 Field propagation by angular spectrum method

The propagation of the field using the angular spectrum method is carried out through the principles of Fourier optics. Let us assume that \(A(\xi, \eta, z)\) represents the angular spectrum at a distance \(z\), obtained by performing a Fourier transform of the optical field \(A(x, y, z)\). The propagation of the angular spectrum along the \(z\) axis, originating from the angular spectrum \(A(\xi, \eta, 0)\), is described by

\[
A(\xi, \eta, z) = A(\xi, \eta, 0)H_0(\xi, \eta, z),
\]

where the free-space optical transfer function is

\[
H_0(\xi, \eta, z) = \begin{cases} 
  e^{-ikz\sqrt{1-\lambda^2\xi^2-\lambda^2\eta^2}}, & \text{if } \sqrt{\eta^2 + \xi^2} < \frac{1}{\lambda} \\
  0, & \text{if } \sqrt{\eta^2 + \xi^2} \geq \frac{1}{\lambda}
\end{cases}.
\]

(3.21)
3.3 Free-space propagation of partially coherent light

The optical field after propagation can be simply obtained by applying the inverse Fourier transform to equation (3.20). This method is mainly suitable for the near field and Fresnel region. While propagation across the Fraunhofer region is feasible, it may lead to significant computational load when utilizing the fast Fourier transform algorithm. This is due to the requirement of a wide computational window, resulting from the identical sampling used for both the small object and the diffracted field at wide angles. For instance, enhanced angular spectrum methods capable of handling propagation across both near field and far-field regions have been proposed in the following studies [48, 49].

3.2.3 Field propagation by Fresnel diffraction integral

The Fresnel diffraction integral, which is only valid in Fresnel region, can be expressed via Fourier transform by relation

\[
A(x, y, z) = \frac{i}{\lambda z} e^{-\frac{2\pi i}{\lambda z} (x^2 + y^2)} \tilde{A}(\xi, \eta),
\]

where spatial frequencies are evaluated at \( \xi = \frac{x}{\lambda z}, \eta = \frac{y}{\lambda z} \) and \( \tilde{A}(\xi, \eta) \) is Fourier transform of the modified input field \( A(x_0, y_0, 0) \) given by

\[
\tilde{A}(\xi, \eta) = \mathcal{F}\{A(x_0, y_0, 0)e^{-\frac{2\pi i}{\lambda z} (x_0^2 + y_0^2)}\}(\xi, \eta).
\]

Note that the input field is modified only by a quadratic phase term, which approaches a value of one as the radiation propagates to the Fraunhofer region.

3.2.4 Field propagation by Fraunhofer diffraction integral

The propagation in the case of Fraunhofer diffraction is realized only by Fourier transform, as quadratic phase term in (3.23) becomes negligible in the Fraunhofer region. As a result, the diffracted field is given by

\[
A(x, y, z) = \frac{i}{\lambda z} e^{-\frac{2\pi i}{\lambda z} (x^2 + y^2)} A(\xi, \eta),
\]

where spatial frequencies are evaluated at \( \xi = \frac{x}{\lambda z}, \eta = \frac{y}{\lambda z} \) and \( A(\xi, \eta) \) is Fourier transform of the input field

\[
A(\xi, \eta) = \mathcal{F}\{A(x, y, 0)\}(\xi, \eta).
\]

3.3 Free-space propagation of partially coherent light

Propagation of a partially coherent light can be generally treated by a three different methods [41, 50]: solving Helmholtz equation for the mutual coherence function, modal...
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expansion of the mutual coherence function or propagation of Wigner function in a phase space. In this thesis, we will discussed only first two methods since propagation of coherence function by modal expansion was further considered in the following chapters.

3.3.1 Propagation of the mutual coherence function by wave equations

In this paragraph, we will introduce the general free-space propagation of the mutual coherence function. It can be easily found, by deriving from the free-space wave equation [41], that such propagation is expressed by following wave equations for the mutual coherence function

\[ \nabla_{x_1} \Gamma(x_1, x_2, \tau) = \frac{1}{c^2} \frac{\partial^2}{\partial \tau^2} \Gamma(x_1, x_2, \tau) \] (3.26)

\[ \nabla_{x_2} \Gamma(x_1, x_2, \tau) = \frac{1}{c^2} \frac{\partial^2}{\partial \tau^2} \Gamma(x_1, x_2, \tau) \] (3.27)

Next, we can apply the Fourier transform to equations (3.26) and (3.27) which results in time-independent wave equations known as the free-space Helmholtz equations

\[ \nabla_{x_1} W(x_1, x_2, \omega) + k_0^2 W(x_1, x_2, \omega) = 0 \] (3.28)

\[ \nabla_{x_2} W(x_1, x_2, \omega) + k_0^2 W(x_1, x_2, \omega) = 0 \] (3.29)

where \( W(x_1, x_2, \omega) \) is the cross-spectral density given by the Fourier transform of the mutual coherence function as

\[ W(x_1, x_2, \omega) = \mathcal{F}\{\Gamma(x_1, x_2, \tau)\}(x_1, x_2, \omega) \] (3.30)

and \( k_0 = \frac{\omega}{c} \) is the vacuum wavenumber.

Directly solving such a system of equations is computationally very demanding, again making it inconvenient for practical purposes. Therefore, additional techniques are necessary to simplify the propagation of mutual coherence function.

3.3.2 Propagation of the spatial coherence function by modal expansion

Let assume that spatial coherence function belongs to the class of functions fulfilling a square-integrability

\[ \iint |\Gamma(x_1, x_2, z)|^2 dx_1 dx_2 < \infty \] (3.31)

It can be shown from the previous equation (3.31) and (3.2) that function \( \Gamma(x_1, x_2, z) \) is a Hilbert-Schmidt kernel and the kernel is Hermitian and non-negative definite [41].
Thus the spatial coherence function can be written, according to the Mercer’s theorem, in the following expansion

\[
\Gamma(x_1, x_2, z) = \sum_{n=1}^{+\infty} \alpha_n \phi_n^*(x_1, z) \phi_n(x_2, z) = \sum_{n} f_n^*(x_1, z) f_n(x_2, z),
\]

(3.32)

where the symbol * denotes the complex conjugate, \( f_n(x, z) = \sqrt{\alpha_n} \phi_n(x, z) \) and \( \alpha_n, \phi_n \) are eigenvalues and eigenfunctions of the integral equation

\[
\int_{-\infty}^{+\infty} \Gamma(x_1, x_2, z) \phi_n(x_1, z) dx_1 = \alpha_n \phi_n(x_2, z).
\]

(3.33)

In other words, the light in certain plane \( z \) can be described as an incoherent sum of coherent fields (modes) \( f_n \), so knowing these fields in one plane, we can solve their propagation to another plane by well-known scalar field methods using e.g. Fresnel approximation of the diffraction integral [44–47]. Therefore, the relation (3.32) allows us to propagate the spatial coherence function by independent propagation of multiple coherent modes \( f_n \).

### 3.3.3 Schell beams

One of the common classes of partially coherent sources are called Schell beams where the mutual coherence function depends only on spatial coordination difference

\[
\Gamma(x_1, x_2, \tau) = f(x_1 - x_2, \tau),
\]

(3.34)

these type of sources are usually called shift-invariant.

### 3.3.4 Gaussian Schell-model beams

As a further specification of Schell beams, it can be assumed that both the beam intensity and coherence function follow a Gaussian profile. In this case, we can refer such beams as a Gaussian Schell-model beam. For the sake of simplicity, we can consider one-dimensional case, which is represented by following equation

\[
\Gamma(x_1, x_2) = A^2 e^{-\frac{x_1^2 + x_2^2}{4w_0^2}} e^{-\frac{(x_2-x_1)^2}{2l_{coh}^2}},
\]

(3.35)

where \( A \) is amplitude, \( l_{coh} \) is the spatial coherence length and \( w_0 \) is the intensity beam waist. If we express Gaussian Schell-model beam according to modal expansion (3.32), it can be found that the integral equation (3.33) can be analytically solved [51,52]. We
can obtain the following eigenvalues and eigenfunctions from the analytical solution

\[
f_n = \left( \frac{2c_0}{\pi} \right)^{\frac{1}{4}} \frac{1}{\sqrt{2^n n!}} H_n(x \sqrt{2c_0}) e^{-c_0 x^2}
\]

\[
\alpha_n = A^2 \left( \frac{\pi}{a_0 + b_0 + c_0} \right)^{\frac{1}{2}} \left( \frac{b_0}{a_0 + b_0 + c_0} \right)^n,
\]

where \( H_n(x) \) are Hermite polynomials and the corresponding coefficients are

\[
a_0 = \frac{1}{4w_0^2}
\]

\[
b_0 = \frac{1}{2l_{coh}^2}
\]

\[
c_0 = \sqrt{a_0^2 + 2a_0b_0}
\]

Next, we can easily find the contribution of different modes to the modal expansion of the Gaussian Schell-model beam by evaluating the ratio \( \alpha_n / \alpha_0 \), that can be expressed as

\[
\frac{\alpha_n}{\alpha_0} = \left( \frac{b}{a + b + c} \right)^n
\]

This equation can be rearranged to a more understandable form

\[
\frac{\alpha_n}{\alpha_0} = \left( \frac{1}{\frac{q^2}{2} + 1 + q \sqrt{(\frac{q}{2})^2 + 1}} \right)^n,
\]

where

\[
q = \frac{l_{coh}}{w_0}
\]

represents the ratio of two Gaussian profiles, determined by the parameters of the coherence length and the beam waist. The equation (3.42), as a function of the \( q \), is depicted in Fig. 3.3. By assessing the value of \( q \), we can determine the number of modes needed to represent partially coherent light according to the Gaussian Schell-model. Sources with \( q \gg 1 \) are nearly fully spatially coherent, and only one or a few modes are required to adequately describe them. On the other hand, sources with \( q \ll 1 \) are considered nearly incoherent, requiring a large number of modes for their representation.
Fig. 3.3: The eigenvalues ratio $q = \frac{\alpha_n}{\alpha_0}$ of the Gaussian Schell-model beam. Sources with $q \gg 1$ can be considered as spatially coherent, while sources with $q \ll 1$ can be considered as incoherent.
4 Pulse duration of SXRL based on temporal coherence influencing the speckle intensity pattern

In this chapter, a novel method for estimating the pulse duration of partially coherent soft X-ray pulses from a far-field intensity pattern is presented. These results were already published in [7]. The method is based on intensity statistics at a single point in space and time, which allows the number of coherent longitudinal modes to be measured. Utilizing the knowledge of the coherence time of the radiation, either from measurement of the spectral bandwidth or from numerical simulations, the duration of each individual pulse can be evaluated. This method was used to estimate the pulse duration of the laser-driven nickel-like molybdenum soft X-ray laser that is based on amplified spontaneous emission from a narrow plasma column and emits at wavelength of 18.9 nm. By varying the length of the gain medium a clear dependence of number of modes caused mainly by the spectral line narrowing was observed.

4.1 Method of far-field intensity analysis from SXRL

Our method is based on statistical analysis of the far-field intensity pattern consisting of many speckles, which are either naturally present in the beam or can be produced by inserting a suitable scatterer into a highly transversally coherent beam [53]. Such a scattering mask can be designed for each particular experimental configuration following the theory of the Speckle statistics [44,54]. The origin of these intensity fluctuations in the far-field can be explained through the interference of elementary coherent components of the radiation with random phase change. In the case of ASE based SXRLs these random phase changes result from propagation of the radiation through the amplifying plasma gain medium with inhomogeneities in the refractive index causing optical path differences shorter than the coherent length that is determined by the coherence time $\tau_{coh}$ [36]. From the theory of first order speckle statistics [44,55,56], which is the intensity statistics at a single point in space and time, the sum of $N$ independent speckle patterns each with mean intensity $I_0$ follows the probability distribution $p$ of
4.2 Experimental setup of Ni-like Mo SXRL

intensities \( I \) given by

\[
p(I) = \frac{I_{N-1}}{\Gamma_f(N) I_0^N} \exp\left(-\frac{I}{I_0}\right),
\]

where \( \Gamma_f(N) \) is the gamma function. The number \( N \) corresponds to an effective number of longitudinal coherence modes for a single polarization. Thus, the measured number of modes needs to be corrected in dependence on the polarization state of the detected radiation. Evaluating \( N \) by fitting the histogram of the far-field intensity pattern with (4.1) and having prior knowledge of the spectrum of the pulse one can estimate the duration (here defined as two times the root mean square) of the pulse as [57]

\[
\tau_{\text{pulse}}^{2\text{RMS}} = N \tau_{\text{FL}}^{2\text{RMS}},
\]

where \( \tau_{\text{FL}}^{2\text{RMS}} \) is the Fourier limited pulse duration (two times the root mean square). For completeness, the relation between the duration of the Gaussian pulse at the full width at half-maximum (FWHM) and \( \tau_{\text{FL}}^{2\text{RMS}} \) reads

\[
\tau_{\text{pulse}}^{\text{FWHM}} = \sqrt{2 \ln 2} \tau_{\text{pulse}}^{2\text{RMS}}
\]

This relation for the FWHM duration of the pulse can be used without changing the physical meaning of \( N \) [57]. Supposing the temporal coherence function with a Gaussian shape and a coherence time defined by the formula (3.7), then the relation between the coherence time and the Fourier limited pulse duration reads

\[
\tau_{\text{coh}} = \frac{\tau_{\text{FL}}^{2\text{RMS}}}{\sqrt{2}}.
\]

4.2 Experimental setup of Ni-like Mo SXRL

The method suggested in the Section 4.1 was implemented to analyze the output of the transient collisionally pumped Ni-like Mo X-ray laser employing grazing incidence pumping scheme (GRIP) [58, 59]. We have used numerical simulations to evaluate the evolution of the spectral linewidth and the pulse envelope along plasma amplification.

The SXRL was realized at the PALS laboratory\(^1\) [60] with the GRIP geometry and pumped by the time profiled laser pulse [61] (a prepulse and a main pumping pulse are included in one beam) created through control of timing Pockels cells in regenerative amplifier. The experiment was performed on the Ti:Sapphire laser system with a central wavelength of 810 nm and repetition rate of 10 Hz delivering pulses of 500 mJ total energy on target.

\(^1\)Prague Asterix Laser System, the research unit which operates under the supervision of Institute of physics and Institute of plasma physics of the Czech Academy of Sciences
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4.2.1 Pumping conditions

The gain medium was created in the Ni-like Mo plasma with the following lasing transition

\[(3d_{3/2}^0 4d_{3/2})_{J=0} \rightarrow (3d_{5/2}^0 4p_{3/2})_{J=1}\],

which emits at the wavelength of 18.9 nm [62]. The schematic of the experimental setup is shown in Fig. 4.1. First, the plasma is created by a 4 ns long prepulse that preionizes the medium. Immediately after the prepulse follows the main heating pulse that contains approximately 70% of the total pumping energy. The main pulse with a duration of 2 ps creates a population inversion by electron collisional excitation in the rapidly heated plasma.

Fig. 4.1: Experimental setup of the Ni-like molybdenum SXRL with the grazing incidence pumping and diagnostics of the generated beam.

4.2.2 Line focus created by a spherical mirror

Using simplified analytical formulas for the line focus created by focusing the collimated beam of the diameter \(D\) with a spherical mirror [63], we can find the length of the line focus

\[L = \frac{D}{2} \sin \frac{\alpha}{2}\],

(4.6)

where \(\alpha\) is the grazing incidence angle (Fig. 4.1), and the velocity of the traveling wave as

\[v = \frac{c}{\cos \alpha}\].

(4.7)

The focal line with length of 3.4 mm was created by focusing a super-Gaussian laser beam of the diameter 40 mm with a spherical mirror of radius of curvature of 1 m and incident on a Mo slab target at a grazing angle \(\alpha = 20^\circ\). Estimated intensities inside the line focus for the prepulse and the main pumping pulse were approximately \(2 \cdot 10^{10} \frac{W}{cm^2}\) and \(1 \cdot 10^{14} \frac{W}{cm^2}\), respectively.
4.2.3 EUV diagnostics of Ni-like Mo SXRL

The on-axis soft X-ray spectrum was analyzed using a flatfield spectrometer, which consists of a gold-coated grazing incidence reflection grating with variable line spacing and a back illuminated X-ray CCD camera. The infrared and visible radiation from the plasma has been blocked by a 160 nm thick Al filter. Strong lasing was achieved, as shown on a spectrogram in Fig. 4.2, where the ASE line dominates almost three orders of magnitude over the incoherent background emission from the plasma. Changing the length of the plasma column by shifting the Mo target edge along the line focus, we evaluated the small signal gain coefficient as \( g_0 = 39 \text{ cm}^{-1} \). The maximum effective gain medium length was found to be only 2.9 mm long due to the focus intensity drop on the edges, resulting in a maximum gain-length product of \( g_0 L = 11 \). This indicates that the amplifier worked slightly below saturation [64].

![On-axis single shot spectrum of the Ni-like molybdenum X-ray laser](image)

**Fig. 4.2:** On-axis single shot spectrum of the Ni-like molybdenum X-ray laser with the laser line at 18.9 nm (solid black line), and s-polarization (red dash and dotted line) respectively, p-polarization (red dashed line) reflectivities of the MoSi mirror used to reflect the beam on the far-field camera. Upon reflection on the MoSi mirror the lasing line is s-polarized with the polarization ratio 5:1 and represents 50% of the total energy reflected by the mirror. The typical far-field speckle pattern (false colors) and histogram of its normalized intensity statistics fitted with equation (4.1) (red solid line) are shown in the inset.

The total energy in the generated soft X-ray pulse was of the order of 0.1 µJ. The intensity profile of the generated beam was recorded by the back-illuminated X-ray CCD camera after reflection from a multilayered MoSi mirror. The total distance between the source and the camera was 2 m resulting in Fresnel number \( N_F < 0.1 \), which justifies the far-field approximation. Spectral reflectivities of the multilayered
mirror for different polarizations are shown in Fig. 4.2. Due to a relatively broad bandwidth reflected by this mirror, the lasing line represents approximately 50% of the total energy reflected by the mirror. The typical far-field intensity pattern with a subtracted incoherent background (see the inset of Fig. 4.2) exhibits characteristic inhomogeneities in the form of speckle pattern. This intensity speckle pattern is typical for lasers with transient population inversion, as they exhibit only a few longitudinal modes [65].

4.3 Experimental results of speckle statistics

We have studied the number of longitudinal modes \( N \) measured from the statistics of far-field intensity patterns as a function of length of the gain medium (see Fig. 4.3). In theory, we expect two main effects that are responsible for the evolution of the number of longitudinal modes. Firstly, the lasing line experiences gain narrowing during amplification. Secondly, the generated pulse shortens due to the limited gain duration and also due to the mismatch of the propagation velocity of the generated radiation and the velocity of the pumping pulse inside the gain medium. That is why we implemented a 1D radiative transfer model that solves the evolution of spectral linewidth and couple it with a 1D pulse envelope propagation code, which includes the effects of travelling wave velocity of the pumping and finite gain duration of the amplifying medium. In the radiative transfer model [66] the lineshape evolution is affected by the Doppler broadening (Gaussian function \( S(u) \)) and natural broadening (Lorentzian function \( \Phi(\nu, u) \) with frequency variable \( u \) and peak at \( \nu \)). An appropriate differential equation in space-frequency domain for radiative transfer reads

\[
\frac{dI}{dz} = \frac{J_0}{V(\nu_0)} \left[ 1 + \frac{g_0}{J_0} I(\nu, z) \right] \int_0^\infty \frac{S(u)\Phi(\nu, u)}{1 + \int_0^\infty I(\nu')\Phi(\nu', u)d\nu'} du \quad (4.8)
\]

where \( I(\nu, z) \) and the contribution from spontaneous emission \( J_0 \) are normalized to the saturation intensity, \( g_0 \) is a small signal gain coefficient at the line center, and \( V(\nu_0) \) is the height of the normalized lineshape function.

In our simulations we have used the measured value of \( g_0 = 39 \text{ cm}^{-1} \), estimated ion temperature of 50 eV and other parameters typical for the lasing transition of Ni-like Mo SXRL [67]. We have observed clear gain narrowing of the lasing line without an onset of gain rebroadening caused by saturation, as our source did not reach that point. The resulting coherence length as a function of the gain medium length (see the inset of Fig. 4.3) is in good agreement with values measured experimentally using a similar pumping configuration [42].
4.3 Experimental results of speckle statistics

4.3.1 Estimation of the pulse duration

The pulse duration $\tau_{\text{pulse}}^{2\text{RMS}}$ is obtained from the 1D pulse propagation including finite gain duration with Gaussian profile and travelling wave pumping. The Gaussian gain profile is determined by the gain coefficient $g_0$ defining its amplitude and width $\tau_{g}^{2\text{RMS}}$. The value of the gain duration was estimated by the best fit from measured number of modes when coupled to the radiative transfer data. Applying this method we found out $\tau_{g}^{2\text{RMS}} = 20$ ps and the resulting theoretical dependence of the number of modes together with the measured number of modes is displayed in Fig. 4.3 showing good agreement between the simulated and measured dependencies.

Fig. 4.3: Number of modes measured from the far-field intensity pattern by the intensity speckle statistics (pink squares), and the numerical simulation of the number modes obtained from the 1D radiative transfer and the pulse envelope propagation code (black dashed line). The gain measurement (blue dots) fitted by a Linford formula [68] with $g_0 = 39.3$ cm$^{-1}$ (solid red line). The error bars indicate standard deviation of the set of measurements at each point. The duration obtained from 1D simulations of the coherence time $\tau_{\text{coh}}$ and pulse length $\tau_{\text{pulse}}^{2\text{RMS}}$ during propagation is shown in the inset.

Systematic uncertainties in the estimation of the pulse duration $\tau_{\text{pulse}}^{2\text{RMS}}$ are determined from the errors in evaluating the number of modes from the far-field intensity pattern according to equation (4.1) and from the accuracy of the evaluation of lasing lineshape. In our case, the spectral linewidth is mainly given by the ion temperature, because the Doppler effect is the dominant broadening mechanism. In the first case, we have numerically demonstrated that the error in determining the number of modes $N$ is below 5%, if $N \leq 50$. The influence of the inaccurate value of $g_0$ was recognized...
as negligible. On the other hand, a 10 eV deviation of the ion temperature from 50 eV has shown only 10% difference in the calculation of coherence time, so we can estimate the total relative systematic error of the measurement to be below 15%. The method fails for very large number of modes, i.e., for pulses with poor temporal coherence, as the contrast of the speckle pattern decreases and, fitting its histogram with eq. (4.1), becomes challenging. For instance, this is the case for SXRLs employing quasi-steady state pumping schemes [65].

Considering both the statistical fluctuations and possible systematic error we can evaluate the pulse duration at the end of our amplifier estimated from the far-field intensity patterns as 

$$\tau_{\text{pulse}}^{2\text{RMS}} = (3.0 \pm 0.6) \text{ ps}$$

which would correspond to 

$$\tau_{\text{pulse}}^{\text{FWHM}} = (3.5 \pm 0.7) \text{ ps}$$

under an assumption of Gaussian-shaped pulse.
5 Coherent diffractive imaging (CDI)

The technique of coherent diffractive imaging is one of lensless imaging methods because there is no need for traditional imaging optics [69]. Instead, it is based on a highly coherent incident beam that produces a diffraction pattern from the sample under investigation. This diffraction pattern is typically recorded in the Fraunhofer plane using a camera and subsequently subjected to post-processing. In this approach, the role of an optical imaging element is replaced by numerical computations that incorporate certain assumptions to ensure convergence towards the original optical field of the sample, including both its amplitude and phase. That is why these algorithms are referred to as phase-retrieval algorithms. A few decades ago, in 1999, the first successful demonstration of coherent diffractive imaging was achieved with X-ray wavelengths [70].

Currently, the most commonly used algorithms for CDI reconstruction are Hybrid Input-Output (HIO) algorithm [71], Relaxed Averaged Alternating Reflections (RAAR) technique [72], and Difference Maps (DM) method [73].

The main advantages of this imaging technique include aberration-free imaging, a relatively simple experimental setup, as well as the ability to retrieve the phase information. The CDI is especially suitable technique of imaging for the spectral region discussed in this thesis due to lack of optical elements with a high reflectivity and high numerical aperture.

In this chapter, we will provide an introduction to the phase retrieval problem and discuss the methods that led to the development of the commonly used HIO algorithm by Fienup [9, 10, 71]. The implementation of the HIO algorithm was necessary for evaluating experimental results in the subsequent chapters. Moreover, we will also introduce the theoretical principles behind another diffractive-based imaging technique explored in this thesis, known as ptychographic coherent diffractive imaging.
5.1 Phase retrieval algorithms

Several phase retrieval algorithms have been developed to solve the problem of reconstructing the original optical field in the object plane [9,11,69,72,73]. These algorithms operate through an iterative process involving forward and backward field propagation between the object plane and the plane where the diffraction pattern is recorded. The optimal solution is obtained by fulfilling the constraints imposed by these two planes. Typically, the successful image reconstruction requires at least a few hundreds of iterations.

5.1.1 Error Reduction (ER) phase retrieval algorithm

One of the pioneering algorithm for the phase problem is the error reduction algorithm [10] which can be considered as a generalized Gerchberg-Saxton algorithm [11]. The Gerchberg-Saxton was originally developed for phase retrieval from intensity measurements in two planes. In the error reduction algorithm, the propagation of the optical field is considered in the Fraunhofer approach, simplifying the propagation to a Fourier relationship between corresponding planes. The block scheme of the error reduction algorithm is illustrated in Fig. 5.1. This algorithm repeats sequentially following simple steps:

Initialization: The initial optical field $F_1(\xi)$ in the detector plane is created by combining amplitudes from the measured intensity diffraction pattern $I_{ref}(\xi)$ with a random (or approximative guess) phase $\varphi_{rand}$, mathematically this can be expressed as

$$F'_1(\xi) = \sqrt{I_{ref}(\xi)} e^{i\varphi_{rand}(\xi)}.$$  \hspace{1cm} (5.1)

1. Backward propagation to the object plane (real space): The backward propagation from the detector plane to the object plane in the $i$-th iteration is performed by the inverse Fourier transform of the current optical field estimate.

$$f_i(x) = \mathcal{F}^{-1}\{F'_i(\xi)\}$$  \hspace{1cm} (5.2)

2. Modified object plane (real space constrains): The amplitudes of the real-space field are set to zero in regions where the sample is opaque, in order to obtain a new estimate of the real-space field. To achieve algorithm convergence, it is necessary for more than half of the image pixels to be known (zero values) in order to satisfy the oversampling\(^1\) condition. The real space constrains are defined by an illumination probe support function $\Pi(x)$. Outside the support region, the probe field is set to zero, while inside the support region, it equals 1.

$$f'_{i+1}(x) = f_i(x)\Pi(x)$$  \hspace{1cm} (5.3)

\(^1\)The oversampling condition will be discussed later in this chapter.
3. **Forward propagation to the detector plane (reciprocal space):** The Fourier transform is applied to the current real space estimate.

\[ F_{i+1}(\xi) = \mathcal{F}\{f_i'(x)\} \]  

(5.4)

4. **Detector plane constrains (reciprocal space constrains):** The new optical field estimate in the detector plane is created by replacing field amplitudes with the square root of the measured intensity diffraction pattern \(I_{ref}(\xi)\) while field phase is preserved. Next, the algorithm goes to the first step and repeats all cycle again with the \((i+1)\)-th iteration.

\[ F_{i+1}'(\xi) = \sqrt{I_{ref}(\xi)} \frac{F_{i+1}(\xi)}{|F_{i+1}(\xi)|} \]  

(5.5)

---

**Fig. 5.1:** The block diagram illustrates the error reduction algorithm.

### 5.1.2 Input-Output (IO) algorithm

In this algorithm and generally in other phase retrieval algorithms, the following three operations are the same as those described in the error reduction algorithm: forward propagation, satisfying the detector plane constraints, and backward propagation. These three operations can be grouped together, resulting in a nonlinear system with only input \(f^m(x)\) and output \(f^o(x)\) [71], both in real space (Fig. 5.2). It is evident that the output of such a system, when used as the next input, will always satisfy the detector plane constraints. Therefore, the solution is achieved when \(f^o(x)\) also satisfies the object plane constrains. We can denote \(\gamma\) as the set of points where \(f^o(x)\) satisfies these constrains. Although the considered system is nonlinear, it can
be assumed that a small changes in the input values lead to a roughly proportional changes in the output.

Obviously, no further changes are necessary for next input, in regions where \( f^o(x) \) satisfies constrains. However, in regions where \( f^o(x) \) does not satisfy the constrains, the next input must be adjusted to drive the output to zero (for \( x \notin \gamma \) has to be \( f^o_i(x) = 0 \)). As a result, the next input can be determined as follows

\[
 f^i_{i+1}(x) = \begin{cases} 
 f^i_i(x) & \text{if } x \in \gamma \\
 f^i_i(x) - \beta f^o_i(x) & \text{if } x \notin \gamma 
\end{cases},
\]

where parameter \( \beta \) is typically chosen from the interval \( \beta \in (0, 1) \). The main benefit of this approach is that the subsequent input does not necessarily need to satisfy the constraints of the object plane. This flexibility allows for faster convergence of the algorithm and enhances its ability to avoid stagnation in local minimal solutions.

\[ f^o_i(x) = \begin{cases} 
 f^o_i(x) & \text{if } x \in \gamma \\
 f^o_i(x) - \beta f^o_i(x) & \text{if } x \notin \gamma 
\end{cases}. \tag{5.6} \]

It is important to remind that if \( f^o_i(x) \) is used as the next input, its output will be the same function, since Fourier transform of \( f^o_i(x) \) already satisfies the detector plane constraints.

\[ f^i_{i+1}(x) = \begin{cases} 
 f^o_i(x) & \text{if } x \in \gamma \\
 f^i_i(x) - \beta f^o_i(x) & \text{if } x \notin \gamma 
\end{cases}. \tag{5.7} \]

5.1.3 Output-Output (OO) algorithm

Another alternative is the Output-Output algorithm, which is based on the same idea as the IO algorithm. The only difference is that the Output-Output algorithm applies the output to generate the next input, according to following equation

\[ f^i_{i+1}(x) = \begin{cases} 
 f^o_i(x) & \text{if } x \in \gamma \\
 f^i_i(x) - \beta f^o_i(x) & \text{if } x \notin \gamma 
\end{cases}. \]

5.1.4 Hybrid Input-Output (HIO) algorithm

The next logical choice, based on previously mentioned Input-Output and Output-Output algorithms, is to generate the next input by combining these two methods. This results in a Hybrid Input-Output algorithm defined by the following equation

\[ f^i_{i+1}(x) = \begin{cases} 
 f^o_i(x) & \text{if } x \in \gamma \\
 f^i_i(x) - \beta f^o_i(x) & \text{if } x \notin \gamma 
\end{cases}. \]
5.1 Phase retrieval algorithms

It is worth noting that the introduced phase retrieval algorithms are not strictly restricted to Fraunhofer diffraction theory (propagation realized by Fourier transform). The described methods can be extended to other scalar propagation techniques, including those discussed in Section 3.2. As a result, the propagation can be replaced with a propagation operator $P_z$ along the z-axis, allowing for the selection of the desired method based on specific requirements. This versatility enables for a wider range of applications and provides flexibility in adapting the algorithms to different experimental configurations.

5.1.5 Propagation in phase retrieval algorithms

$$f_{i+1}^{in}(x) = \begin{cases} f_i^{in}(x) & \text{if } x \in \gamma \\ f_i^{in}(x) - \beta f_i^{o}(x) & \text{if } x \notin \gamma \end{cases} \quad (5.8)$$

5.1.6 Additional object plane constrains

The main differences between different types of phase retrieval algorithms are primarily determined by the constraints imposed on the object plane, as evident from the previously mentioned algorithms.

The simple support constraints introduced in the ER algorithm are typically quite loose, and the shrink-wrap algorithm is often employed instead [74, 75]. In this algorithm, the support is progressively updated by thresholding during the reconstruction process. Another constraint that can be applied in certain cases is the assumption that the object is a real nonnegative function [10]. This assumption is quite strong but can greatly improve the convergence of the algorithm by narrowing down the space of possible solutions.

All of the discussed constraints and algorithm can be in principal combined according to specific cases, and they can also be introduced with relaxation parameter, following a similar approach described in [76]. This relaxation means that the constraints are weakened when applied to the current object field reconstruction.

5.1.7 Oversampling

Based on the theory of Fourier analysis, a band-limited continuous signal can be fully reconstructed from an infinite sequence of samples if the sampling frequency is at least twice the highest frequency present in the original signal. This principle is known as the Nyquist-Shannon theorem and the limit sampling frequency is known as Nyquist frequency. However, in practical measurements, we often deal with continuous signals with limited support$^2$, resulting in a discrete spectrum of infinite frequencies. In such

$^2$The limited support allows for the periodic extension of such signals.
cases, we choose a maximal sampling frequency, where higher frequencies become negligible or unimportant. This choice inevitably leads to the loss of fine details. Therefore, special attention must be paid to ensure that the loss of details does not significantly affect the accuracy of the measurements.

From another point of view [77], the phase problem is in the reality represented by performing a discrete Fourier transform on discrete arrays of values, as described by the following equation

\[
|F(K_1,K_2,...,K_m)| = \left|\sum_{n_1=0}^{N_1-1} \cdots \sum_{n_m=0}^{N_m-1} f_{n_1,n_2,...,n_m} e^{-i\frac{2\pi n_1}{N_1} K_1 - i\frac{2\pi n_2}{N_2} K_2 - \cdots - i\frac{2\pi n_m}{N_m} K_m}\right|, \quad (5.9)
\]

where \( k, n, N \in \mathbb{N}^m \) and \( m \) is the dimension of the array. The equation (5.9) can be considered as a set of equations for unknown variables \( f_n \) at each point. Due to the absence of phase information, there are trivial ambiguities in the solution, given by relations \( f_{n+n_0}e^{i\theta_c} \) and \( f^*_{-n+n_0}e^{i\theta_c} \), where \( n_0 \) and \( \theta_c \) are constants.

Generally, for an \( m \)-dimensional array, there are \( \prod_{i=0}^{m-1} N_i \) equations given by known values of \( |F_K| \) for \( 2\prod_{i=0}^{m-1} N_i \) unknown variables. The total number of unknown variables is twice as large because each variable \( f_n \) has both a real and an imaginary part. Let us define

\[
\sigma = \frac{N_{\text{total variables}}}{N_{\text{unknown variables}}}, \quad (5.10)
\]

where \( N_{\text{total variables}} \) and \( N_{\text{unknown variables}} \) are the total number of variables and total number of unknown variables, respectively.

To ensure a solvable set of equations (5.9), the number of unknown variables needs to be reduced by incorporating partial knowledge of the object support. For instance, if it is known that certain pixels outside a specific region have zero values, this information can be utilized. The solvability of the set of equations, from analysis above, is determined by the oversampling condition \( \sigma > 2 \).

5.1.8 Error measurement during a phase retrieval

In this thesis, we have used the normalized sum-of-squares error [10,71,78] as a measure the progress of error evolution during the iterations of phase retrieval algorithms. By monitoring this error metric, we can assess the convergence and optimization performance of the algorithms.

5.1.8.1 Normalized sum-of-squares error in the detector plane

The equation defining the normalized error of the i-th iteration in the detector plane is given by

\[
E_{D,i}^2 = \frac{\int_{-\infty}^{+\infty} \left( \sqrt{T_{\text{ref}}(\xi)} - |f_i(\xi)| \right)^2 d\xi}{\int_{-\infty}^{+\infty} T_{\text{ref}}(\xi) d\xi}. \quad (5.11)
\]
5.2 Ptychographic coherent diffractive imaging

5.1.8.2 Normalized sum-of-squares error in the object plane

The equation defining the normalized error of the i-th iteration in the object plane is given by

\[
E_{O,i}^2 = \frac{\int_{-\infty}^{+\infty} \left| f_{i+1}(x) - f_i(x) \right|^2 dx}{\int_{-\infty}^{+\infty} |f_i(x)|^2 dx}. \tag{5.12}
\]

5.2 Ptychographic coherent diffractive imaging

Currently, ptychographic coherent diffractive imaging, often simply referred as ptychography, is becoming widely used as a coherent diffractive imaging method due to its robustness in the reconstruction process.

The first idea of ptychography was described by W. Hoppe and R. Hegerl in 1969 [79, 80], where they suggested the possibility of solving the phase problem in X-ray crystallography by combining multiple diffraction patterns. Due to limitations in computing power, the development of ptychography as a practical imaging technique took place later, in the late 1990s and the early 2000s. During that time, J. M. Rodenburg and colleagues made significant progress by introducing computational algorithms for ptychographic reconstruction [81–84]. However, currently, among the many algorithms available, the most popular and efficient ones used in ptychography are the Ptychographic Iterative Engine (PIE) [83], extended PIE (ePIE) [85], and the Difference Map algorithm (DM) [86]. These algorithms have demonstrated robustness, convergence, and the ability to handle different experimental conditions and sample types.

The basic mechanism of ptychography consists of scanning multiple diffraction patterns at different positions, and therefore the ptychography is in principal scanning coherent diffractive microscopy. The key idea is to overlap the illumination area of one scan position with the adjacent scan position. This creates real space constraints and redundancy in the information contained in recorded diffraction patterns. The redundancy in the obtained diffraction patterns replaces oversampling, in the case of CDI, and allows us to reconstruct a high-resolution image. Moreover, there are no limitations on the size of the object, and the scanning region size can be arbitrary.

Ptychography, as a coherent diffractive imaging method, offers several advantages over traditional imaging techniques discussed at the beginning of this chapter, particularly when EUV radiation is used. Furthermore, one significant advantage is the capability to retrieve the complex field of both the object and the probe, which is especially important for imaging phase objects. The main applications can be found in biology, the semiconductor industry, and nanosciences.
5.3 Ptychography algorithms

The general idea of ptychography algorithms is to express the exit optical field behind an object as the product of the object field and the probe field at n-th scanning position by the equation

\[ f(x, 0) = O(x)P(x - x_n) \]  \hspace{1cm} (5.13)

where \( O(x) \) represents the complex field of the object and \( P(x - x_n) \) represents the probe complex field shifted by the position vector \( x_n \). Next, let us denote a series of corresponding measured intensity diffraction patterns as \( I_{ref,n}(x) \) at n-th scanning position. These diffraction patterns provide constraints for the reconstructed field \( f(x, 0) \), as they contain information about the interaction between the object and the probe.

This relatively general task formulation can be solved using various approaches, which can be found in [81–86]. However, for the purposes of this thesis, our focus will be on explaining the most widely used methods, as we have applied these algorithms in this study.

5.3.1 Ptychographic Iterative Engine (PIE)

The algorithm known as PIE was introduced by Rodenburg [83] in 2004. This algorithm assumes prior knowledge of the probe field \( P(x) \) (sometimes equivalently called as an illumination function). The PIE algorithm is illustrated in the block scheme shown in Fig. 5.3 and can be explained in the following steps:

**Initialization:** The initial optical field guess \( O_1(x) \) in the object plane is usually created as a free space (alternatively, an approximate guess can be used based on partial knowledge of the object field or additional knowledge of the object field constraints).

1. **Object plane (real space constrains):** The exit field behind the object is created by multiplying current object field guess by the probe field at n-th position and i-th iteration.

\[ f_{i,n}(x, 0) = O_i(x)P_i(x - x_n) \]  \hspace{1cm} (5.14)

2. **Propagation to the detector plane:** The field \( f_{i,n}(x, 0) \) is propagated to the detector plane at distance \( z \) using the propagator operator \( P_z \), which represents a suitable scalar method introduced in Section 3.2.

\[ f_{i,n}(x, z) = P_z\{f_{i,n}(x, 0)\} \]  \hspace{1cm} (5.15)
3. **Detector plane constrains:** The optical field of n-th position in the detector plane is corrected by replacing field amplitudes with the square root of the measured intensity diffraction pattern while optical field phase is preserved.

\[
f'_{i,n}(x, z) = \sqrt{I_{ref,n}(x)} \frac{f_{i,n}(x, z)}{|f_{i,n}(x, z)|} \tag{5.16}
\]

4. **Backward propagation to the object plane:** Inversely to the forward propagation, the modified field at n-th position \(f'_{i,n}(x, z)\) is propagated to the object plane by the inverse propagator \(P_z^{-1}\).

\[
f_{i,n}(x, 0) = P_z^{-1}\{f'_{i,n}(x, z)\} \tag{5.17}
\]

5. **Modified object field:** The object field is updated for the (i+1)-th iteration according to the following equation

\[
O_{i+1}(x) = O_i(x) + \beta \left\{ \frac{|P(x - x_n)|}{|P_{max}(x - x_n)|} \frac{P^*(x - x_n)}{(|P(x - x_n)|^2 + \alpha)} (f'_{i,n}(x, 0) - f_{i,n}(x, 0)) \right\},
\]

where \(\beta, \alpha\) are arbitrary chosen parameters and \(|P_{max}(x)|\) is the maximum amplitude of \(P(x)\). The parameter \(\beta\) controls the amount of feedback from the previous solution, typically chosen from the interval \(\beta \in (0, 1)\), while \(\alpha\) is introduced to prevent division by zero in the denominator.

6. **Next scan position:** The algorithm moves to the next position (n+1) where scanning probe beams overlap and repeats steps (1)-(6) with the (i+1)-th object field reconstruction. Note that once the last scanning position is reached, the algorithm returns to the original position.

During the ptychography reconstruction process, the convergence can be determined through sum-of-squares error in both the object plane and the detector plane, similar to CDI (Section 5.1.8).
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Fig. 5.3: Block diagram of PIE algorithm for ptychographic coherent diffractive imaging.

5.3.2 Extended Ptychographic Iterative Engine (ePIE)

Later, the PIE algorithm was extended in such a way that there is no need for precise knowledge of the probe field, which was firstly introduced in [85].

The initial guess of the object field $O_1$ is typically considered as free space, similarly to the PIE algorithm. Whereas, the guess of the probe field $P_1$ is typically chosen as a support function that roughly corresponds to the size of the probe beam. The ePIE algorithm follows the same steps as the PIE algorithm, with the difference being in the 5-th step, where both the object field and the probe field are updated at each iteration.
using the following equations

\[
O_{i+1}(x) = O_i(x) + \beta_1 \frac{P^*(x - x_n)}{|P_{\text{max}}(x - x_n)|^2} (f'_n(x, 0) - f_n(x, 0)) , \tag{5.19}
\]

\[
P_{i+1}(x) = P_i(x) + \beta_2 \frac{O^*(x - x_n)}{|O_{\text{max}}(x - x_n)|^2} (f'_n(x, 0) - f_n(x, 0)) , \tag{5.20}
\]

These fields are also updated at random scan positions, which can be mathematically written as

\[
n = \pi_N(i \text{ mod } N) , \tag{5.21}
\]

where \((i \text{ mod } N)\) denotes modulo operation, which returns the remainder of the division of \(i\) by \(N\). The set \(\pi_N\) represents a permutation of all scan positions described by the set \(\{1, 2, \cdots , N\}\), and \(\pi_N(i \text{ mod } N)\) refers to the \((i \text{ mod } N)\)-th element of the set. The permutation of the set \(\pi_N\) is renewed when \((i \text{ mod } N) = 0\). The relaxation parameters \(\beta_1\) and \(\beta_2\) are typically chosen from the interval \((0, 1)\).

### 5.3.3 Scanning patterns

The scanning pattern used in ptychography plays a crucial role in the effectiveness of the measurement. The choice of scanning pattern depends on various factors, including the size of the sample, the desired spatial resolution, and the experimental constraints. Commonly used scanning patterns are raster scanning [83], concentric scanning [87], and spiral scanning [88]:

1. In raster scanning, the probe beam systematically moves in a rectangular grid. This scanning pattern ensures that the diffraction patterns are captured at regular intervals. Raster scanning is widely used and provides good spatial coverage of the sample.

2. In concentric scanning, the probe beam is sequentially positioned at a series of concentric circles or rings around a central point on the sample. The advantage of concentric scanning is that it provides a radial sampling of the sample, which can be useful for samples with radial symmetry or regions of interest concentrated around a central point.

3. Spiral scanning, on the other hand, involves the probe beam following a spiral trajectory as it moves across the sample. This scanning pattern allows for a more efficient coverage of the sample area compared to raster scanning [88]. It reduces the time required for data acquisition and can be beneficial for imaging large samples.
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5.3.3.1 Probe overlap parameter

In the case of a rectangular scanning grid\textsuperscript{3}, the probe overlap parameter can be defined as the distance between the centers of two circles (representing the probe beam) \[89\], according to the following equation

\[
o = 1 - \frac{a}{2R},
\]

where \( a \in [0, 2R] \) is the displacement between the two circles and \( R \) is the radius of the probe beam. Note that the overlap defined by (5.22) does not mean overlapping area of the probe beams at two scanning positions.

In the following text, we will express the values of the overlap in percentages. It has been demonstrated \[85,89\] that an optimal scanning probe beam overlap should be chosen around 60-70 \%, while the minimal value that allows reconstruction is around 30 \%. However, other non-rectangular scanning patterns can have better performance compared to the rectangular case when a lower overlap parameter is used \[88\].

5.3.4 Multi-color ptychography

The reconstruction of an image from diffraction patterns created by the superposition of non-interacting multiple wavelengths (incoherent sum) involves solving the phase problem for each independent field (mode) determined by its wavelength \[69,90–92\].

In this thesis, we have utilized an algorithm called ptychographic information multiplexing (PIM), which is described in detail in \[13,93\]. There are several differences in this algorithm compared to PIE/ePIE. The first difference is that the exit field behind the object (1. step of PIE/ePIE algorithm) is given

\[
f_{\lambda,m,i,n}(x,0) = S_{\lambda,m,i}(x)P_{\lambda,m,i}(x - x_n),
\]

where \( S_{\lambda,m} \) represents the spectral weights, and \( \lambda_m \) are discrete wavelengths with \( m \in \{1, 2, \cdots , M\} \). These spectral weights are either provided by a known spectrum \[69\], or in the case of the PIM algorithm, they are updated at each iteration using the following relation

\[
S_{\lambda,m,i} = \frac{\sqrt{\int_{-\infty}^{+\infty} |P_{\lambda,m,i}(x - x_n)|^2 \text{d}x}}{\sqrt{\sum_{m=1}^{M} \int_{-\infty}^{+\infty} |P_{\lambda,m,i}(x - x_n)|^2 \text{d}x}}. \tag{5.24}
\]

Next, the incoherent modes are independently propagated into the detector plane using the propagation operator \( P_z \) (2. step of the PIE/ePIE algorithm). In the detector plane, the modes are corrected by the measured intensity diffraction pattern (3. step

\textsuperscript{3}For various non-uniform scanning patterns, it is important to take into account that this parameter varies across different scan positions and is not a constant value.
of the PIE/ePIE algorithm) according to
\[
f'_{\lambda, m, n, i}(x, z) = \sqrt[Iref,n(x)]{f_{\lambda, m, n, i}(x, z) \over \sqrt{\sum_{m=1}^{M} |f_{\lambda, m, n, i}(x, z)|^2}}.
\] (5.25)

The algorithm then proceeds with the same steps as the PIE/ePIE algorithm, which include backward propagation (4. step of the PIE/ePIE algorithm) and applying object plane constraints (5. step of the PIE/ePIE algorithm) simultaneously to each individual field. Afterward, the process is repeated for the next position (6. step of the PIE/ePIE algorithm), and this iterative procedure continues until the desired image reconstruction is achieved.

### 5.4 Resolution of the CDI techniques

The resolution of two points in optical microscopy [46, 47, 94] is typically described by the Rayleigh diffraction limit
\[
\Delta r = \kappa \frac{\lambda}{NA_{obj} + NA_{cond}},
\] (5.26)
where \(\kappa\) is a coefficient that reflects the shape of the aperture (usually circular or square) and the type of illumination (coherent or incoherent illumination), \(NA_{obj}\) denotes the numerical aperture of the microscope objective, and \(NA_{cond}\) represents the numerical aperture of the condenser that concentrates light onto the sample. The numerical aperture is defined as
\[
NA = n \sin \theta_{\text{max}},
\] (5.27)
where \(n\) is refractive index of surrounding medium and \(\theta_{\text{max}}\) is maximal aperture angle (half-cone angle of a light entering an optical system). The coefficient \(\kappa\) for the most common apertures [46, 47, 94] has the following values:

- Incoherent illumination, square aperture: \(\kappa_{sq} = 1\)
- Incoherent illumination, circular aperture: \(\kappa_{circ} = 1.22\)
- Coherent illumination, circular aperture: \(\kappa_{coh circ} = 1.64\)

In the case of resolution of coherent diffraction imaging, the relation given by (5.26) can be used as well. However, the numerical aperture of the condenser \(NA_{cond}\) can often be neglected because the sample is typically illuminated by a plane wavefront. This occurs from the fact that the sample is usually positioned in the focal plane, where the wavefront is approximately flat and parallel. Therefore in the case of CDI techniques [47], we can write
\[
\Delta r^{CDI} = \kappa \frac{\lambda}{\sin \theta_{\text{max}}} = \kappa \frac{1}{\xi_{\text{max}}},
\] (5.28)
where $\xi_{\text{max}}$ is maximal Fourier spatial frequency transferred by the optical system. In paraxial approximation $\xi_{\text{max}}$ can be expressed as

$$\xi_{\text{max}} = \frac{\sin \theta_{\text{max}}}{\lambda} \approx \frac{\tan \theta_{\text{max}}}{\lambda} = \frac{x_{\text{max}}}{z\lambda}, \quad (5.29)$$

where $x_{\text{max}}$ and $z$ represent the lateral and longitudinal sizes defined by the angle $\theta_{\text{max}}$. 
6 Measurement of spatial coherence by a non-redundant multi-aperture arrays

Many applications of short-wavelength radiation impose strong requirements on the coherence properties of the source. However, the measurement of such properties poses a challenge, mainly due to the lack of high-quality optics and source fluctuations that often violate assumptions necessary for multi-shot or cumulative techniques.

In this chapter, we present a new method of single-shot spatial coherence measurement adapted to the soft X-ray spectral range. Our method is based on a far-field diffraction pattern from a binary transmission mask consisting of a non-redundant array of simple apertures. Unlike all currently available methods, our technique allows measuring radiation field with an arbitrary spatial coherence function without any prior assumption on intensity distribution or the model of the degree of spatial coherence. We experimentally verified the technique by retrieving the spatial coherence functions of individual shots of laser-driven zinc plasma soft X-ray laser with one- and two-dimensional masks.

6.1 Single-shot coherence retrieval method for X-ray and EUV spectral region

Up to now, several methods have been reported for investigating the spatial coherence through diffraction measurements using a binary mask in the soft X-ray spectral region. The traditional Young’s double slit experiment [95] that relies on field stationarity, since multiple points of coherence function need to be measured by varying the distance between apertures, has been directly adopted for soft X-rays [96–99]. An alternative technique for evaluating the complete coherence function involves comparing the experimental diffraction pattern obtained from a single diffraction pattern of a binary transmission mask, which contains a rich content of spatial frequencies [100], with the calculated diffraction pattern of a fully coherent field. This method has been employed in measurements of a soft X-ray laser [101]. However, both methods require knowledge
of intensity distribution, which is often approximated by homogeneous illumination of the mask.

A more advanced method of the spatial coherence measurement is based on a specially designed non-redundant mask containing an array of $N$ identical apertures \cite{102,103}, which allows measuring the coherence function at $\binom{N}{2}$ points from a single diffraction pattern. However, this method succeeds only if the intensity distribution on the apertures is known or if there is an assumption of rotational invariance for both the intensity and coherence function \cite{104}. It is very challenging at the same time to measure the intensity distribution on the scattering mask and the diffraction pattern in the soft X-ray spectral region. As a result, the intensity measurement is typically replaced by a simplified model that may depart from reality.

In following paragraphs, we present a single-shot method for measuring spatial coherence without requiring prior knowledge of the intensity profile or making any assumptions about the coherence function itself. We experimentally demonstrate the method by measuring the coherence of individual shots from plasma based soft X-ray laser.

### 6.1.1 Designing a non-redundant array (NRA) of apertures

There are several methods for designing NRAs, such as the method of minimum moment of inertia \cite{105}. In our case, the masks were designed on a uniform discrete grid (orthogonal in the case of two dimensional mask) with spacing of $2d$, where $d$ is the size of the aperture. After placing the first aperture at the origin, an algorithm added apertures on the grid points only if the newly formed aperture array was non-redundant, while gradually increasing the distance from the origin.

#### 6.1.1.1 Design of a 1D non-redundant array

There are many possibilities for choosing a non-redundant array of 1D apertures, and one such design is depicted in Fig. 6.1. In the same figure, the autocorrelation function of the mask is also shown. Additionally, Fig. 6.2 presents an image captured by an optical microscope, illustrating the manufactured non-redundant array of 1D apertures in a thin metal foil.
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Fig. 6.1: (a): The theoretical design of the non-redundant 1D array of slits. (b): Autocorrelation function of the designed 1D mask. Nonredundancy can be seen as there is no overlap between the individual autocorrelations peaks formed by two apertures.

Fig. 6.2: The image obtained from an optical microscope with back surface illumination of the non-redundant array of 1D apertures that were milled by a laser in a thin steel foil.

6.1.1.2 Design of a 2D non-redundant array

Similarly to the 1D mask, the theoretical design of the 2D NRA is illustrated in Fig. 6.3. In the same figure, the autocorrelation function of the mask is also displayed. Additionally, Fig. 6.4 presents an image captured by an optical microscope, illustrating the manufactured non-redundant array of 2D apertures in a thin metal foil.
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Fig. 6.3: (a): The theoretical design of the non-redundant 2D array of pinholes. (b): Autocorrelation function of the designed 2D mask. Nonredundancy can be seen as there is no overlap between the individual autocorrelation peaks formed by two apertures.

Fig. 6.4: The image obtained from an optical microscope with back surface illumination of the non-redundant array of 2D apertures that were milled by a laser in a thin steel foil.

6.1.2 Fourier analysis of the NRA

Comprehensive studies on this topic have already been performed in [103], and we can now provide a brief summary of the main result. It has been shown, that the Fourier transform of the far-field diffraction intensity pattern from NRA reads
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\[ \tilde{I}(\rho) = \Lambda(\rho) \otimes \left[ \sum_{n=1}^{N} I_n \delta(\rho) + \sum_{m=1}^{N-1} \sum_{n=m+1}^{N} \sqrt{I_n I_m} \{ \mu_{nm} \delta(\rho - (\rho_n - \rho_m)) + \mu^*_{nm} \delta(\rho + (\rho_n - \rho_m)) \} \right] \]

(6.1)

where the symbol \( \otimes \) denotes convolution, \( \Lambda(\rho) \) is the square of absolute value of the aperture Fourier transform (i.e. aperture autocorrelation function), \( \rho_n - \rho_m \) is the position vector in the Fourier plane, \( I_n \) is the intensity in the \( n \)-th aperture, \( \mu_{nm} \) is the complex degree of spatial coherence for the aperture pair \( nm \), and \( \delta \) is the delta function.

According to the relation (6.1), the resulting pattern consists of individual aperture autocorrelations determined by the \( \Lambda(\rho) \) function, which is distributed in the Fourier transform of the far-field diffraction pattern with a position vector \( \rho_n - \rho_m \). This position vector represents the separation vector between the aperture pair in the input mask. In the case where the mask contains multiple aperture pairs with the same separation vector (redundant array), the multiple aperture autocorrelations formed by individual pairs are overlapping, resulting in the sum of the complex-valued products \( \mu_{nm} \sqrt{I_n I_m} \). Therefore, it is important to use a non-redundant array of apertures, which leads to the relation for the spatial coherence [103]

\[ |\mu_{nm}| = \frac{|c_{nm}|}{|c_0|} \frac{\sum_j^N I_j}{\sqrt{I_n I_m}}, \]

(6.2)

where \( |c_{nm}| \) is the peak height formed by the aperture pair \( nm \) at \( \tilde{I}(\rho_n - \rho_m) \), and \( |c_0| \) is the central peak height at \( \tilde{I}(0) \). We will refer to the previous relation as the NRA equation.

### 6.1.2.1 Mathematical analysis of the NRA equation

In this paragraph, we will get deeper insight into range of function values of the equation (6.2). First, we will readjust the equation to

\[ |\mu_{nm}| = \frac{|c_{nm}|}{|c_0|} \frac{\sum_j^N I_j}{\sqrt{I_n I_m}} = \frac{|c_{nm}|}{|c_0|} \left[ 1 + \sum_{j,i,i \neq m}^N r_{im} \right] \]

(6.3)

where

\[ r_{im} = \frac{I_i}{I_m} \]

(6.4)

is the intensity ratio in the aperture \( i \) and \( m \). Clearly, we can find

- when \( I_i \leq I_m \), where \( I_i \in [0, \infty) \) and \( I_m \in (0, \infty) \) \( \Rightarrow r_{im} \in [0, 1] \)
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- when \( I_i > I_m \), where \( I_i \in [0, \infty) \) and \( I_m \in (0, \infty) \) \( \Rightarrow \) \( r_{im} \in (1, \infty) \)

Directly from the definition, the inequality

\[
\frac{|c_{nm}|}{|c_0|} \leq 1 \tag{6.5}
\]

is always true for any \( n, m \in \{1, 2, \cdots, N\} \). Now, let us examine the expression

\[
1 + \sum_{i,i \neq m}^{N} r_{im} \sqrt{r_{nm}} \tag{6.6}
\]

This expression can be rewritten as

\[
\frac{1}{\sqrt{T_{nm}}} + \frac{r_{1m}}{\sqrt{T_{nm}}} + \cdots + \frac{r_{n-1m}}{\sqrt{T_{nm}}} + \sqrt{T_{nm}} + \frac{r_{n+1m}}{\sqrt{T_{nm}}} + \cdots + \frac{r_{Nm}}{\sqrt{T_{nm}}} \tag{6.7}
\]

The minimal value of (6.7) is guaranteed when \( r_{im} \in \{1, 2, \cdots, n-1, n+1, \cdots, N\} \) are equal to zero and \( r_{nm} = 1 \), which is situation when there are only two apertures illuminated with equal intensity. Next, we can easily find that the range of possible function values for (6.6) is \([2, \infty)\). This implies that from a mathematical point of view, there is no upper limit in the NRA equation (6.3). Therefore, when incorrect intensity values are used, e.g. assuming some model beam intensity profile, it is possible to obtain even non-physical values \(|\mu_{nm}| > 1\).

6.1.3 Coherence retrieval algorithm with NRA

The method for retrieving the coherence function is based on analyzing the far-field diffraction pattern produced by a known non-redundant array of apertures. According to the theory described in the Section 3.3, the coherence function can be expressed as a sum of mutually incoherent modes, which can be independently propagated within a given space. Under these circumstances, the algorithm operates on principles analogous to the already described approach of the multi-color ptychography (Section 5.3.4).

To retrieve the coherence function, we employed an iterative algorithm similar to the one used in [8] and to coherent diffractive imaging [9–11], introduced in the Chapter 5. This iterative process allows us to obtain a self-consistent representation of the coherence function that satisfies the constraints in both the NRA mask plane and the detector plane where the intensity diffraction pattern is measured. Ultimately, this determines the degree of spatial coherence and the resulting intensity pattern in the mask plane. The algorithm for this technique consists of following steps (depicted in Fig. 6.5):

**Initialization:** A suitable base of independent coherent modes \( \{f_1, f_2, \cdots, f_N\} \) in the mask plane has to be chosen. This can be e.g. a set of Hermite-Gauss polynomials with a guess of complex mode amplitudes \( \alpha_n \) in accordance with equation (3.32).
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1. **Modified mask plane:** The mask plane constrains need to be applied for each mode $f_n$ where $n \in \{1, 2, \cdots, N\}$. These constrains (known binary mask of the NRA) can be described by a support function $\Pi(x)$ which is unitary everywhere where the mask is transparent, otherwise it is zero. The modified field of each base function, according to ER phase retrieval algorithm approach, reads

$$f'_{n,i}(x, 0) = f_{n,i}(x, 0)\Pi(x) \quad ,$$

where $n$ and $i$ denotes the basis function and the number of iteration, respectively. Equivalently to CDI, in this step, other strategies for the next iteration can be considered, such as widely used HIO algorithm. However, it is necessary to incorporate the precise knowledge of the mask defined by $\Pi(x)$.

2. **Propagation to the detector plane:** Each modified base function is then propagated with corresponding scalar method to the detector plane. The propagation method is represented by the propagation operator $P_z$ as

$$f_{n,i}(x, z) = P_z\{f'_{n,i}(x, 0)\} \quad .$$

Further, the calculated intensity on the detector plane in distance $z$ from the mask is obtained by incoherent sum of all modes

$$I_i(x, z) = \sum_{n} |f_{n,i}(x, z)|^2 \quad .$$

3. **Detector plane constraints:**

Let $I_{ref}(x, z)$ denote the recorded diffraction pattern intensity. The retrieved intensity from (6.10) has to be equal to the measured one, therefore the amplitude of each mode across the plane has to be normalized according to the relation

$$f'_{n,i}(x, z) = \sqrt{\frac{I_{ref}(x, z)}{I_i(x, z)}} f_{n,i}(x, z) \quad ,$$

while the phase of each field is preserved.

4. **Backward propagation to the object plane:** Inversely to the forward propagation, each modified mode function $f'_{n,i}(x, z)$ is propagated to the mask plane by the inverse propagator $P_z^{-1}$

$$f_{n,i+1}(x, 0) = P_z^{-1}\{f'_{n,i}(x, z)\} \quad .$$
The algorithm repeats the cycle from step 1 through step 4 in parallel for all independent fields until the calculated far-field diffraction pattern $I_i(x, z)$ matches the measured pattern $I_{ref}(x, z)$ with sufficient precision. A consistent result of the retrieval algorithm can be indicated by reduction of the error residual function below a certain value, analogically to standard phase retrieval algorithms. It should be noted that the condition of oversampling of the measured diffraction pattern needs to be fulfilled, in order to achieve successful convergence. In this case of reconstructing $N$ independent modes, the oversampling condition specified in Section 5.1.7 is adjusted to $\sigma > 2N$.

![Diagram](image)

Fig. 6.5: Block diagram of the algorithm for retrieval of coherence function from the diffraction on a non-redundant array of apertures.

### 6.2 Coherence retrieval simulations

We have verified the proposed technique for coherence retrieval from diffraction on NRA by performing several simulations. For clarity, we present the results from 1D simulations, although 2D simulations were also successfully demonstrated.

In the first step, the theoretical intensity diffraction pattern need to be created by diffraction of spatially partially coherent light. The representation of the partial coherence of the beam at the mask plane is based on the Gaussian Schell-model, introduced in Section 3.3.4. Subsequently, the partially coherent light in modal expansion is propagated using the Fresnel approach to a normalized distance $z/d$. The normalization of all length dimensions together with wavelength is chosen to exclude any specific size of the aperture $d$, as this parameter act as a scaling factor of the diffraction task. We have assumed the following theoretical model parameters:
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- Spatial coherence length: $l_{coh}/d = 13$
- Beam waist: $w_0/d = 10$
- Number of modes: $N = 10$
- Normalized wavelength-distance product (which is $N_F^{-1}$): $(\lambda/d)(z/d) = 500$

The resulting theoretical diffraction pattern can be seen in Fig. 6.6.

![Diffraction Pattern](image)

**Fig. 6.6**: Simulated theoretical diffraction pattern created by the diffraction of spatially partially coherent light on the 1D mask of slits. The partially coherent light is described by the Gaussian Schell-model beam with the following normalized parameters: $l_{coh}/d = 13$, $w_0/d = 10$, $N = 10$, and $(\lambda/d)(z/d) = 500$.

As the second step, the coherence function was retrieved from the obtained intensity diffraction pattern and the knowledge of experimental setup, i.e. normalized wavelength-distance product and NRA geometry. For the purpose of coherence retrieval, a new set of Hermite-Gauss polynomials was created. These modes were generated using a Gaussian Schell-model beam with a difference in the modes amplitudes, either equal or random values. Additionally, different model parameters ($l_{coh,r}$, $w_{0,r}$, and $N_r$) were intentionally selected for the reconstruction process. These parameters differ from those used for generating the intensity diffraction pattern and were chosen to demonstrate the robustness of the reconstruction algorithm. The parameters of the initial guess for reconstruction are as follows:

- Spatial coherence length of reconstruction modes: $l_{coh,r}/d = 40$
- Beam waist of reconstruction modes: $w_{0,r}/d = 40$
- Number of reconstruction modes: $N_r = 30$

Note that when the coherence length and beam waist were selected to be larger than their original values, it becomes important to appropriately increase the number of modes. This ensures that an adequate solution can be found by the coherence retrieval algorithm.

The theoretical diffraction pattern took into account the influence of photon noise present in the real experiment. Photon noise, given by Poisson distribution, arises from the statistical nature of photon detection and introducing fluctuations in the measured intensity values. This ensured that the coherence reconstruction simulations more accurately represented the reality of the experimental measurements. It was found by simulations that more than total number of $10^6$ incident photons recorded by a detector is required for successful reconstruction. Furthermore, the coherence reconstruction algorithm employed the modified mask plane constraint according to Hybrid Input-Output approach.

The results of simulations performed with different photon noise levels are presented in Fig 6.7 and Fig. 6.8. In the figures, it can be found retrieved modulus of degree of spatial coherence, retrieved intensity distribution at the mask plane, and a comparison to the original values. By examining these simulation results, we can clearly see the impact of photon noise on the coherence reconstruction process.

In Fig. 6.7, the result of the calculated modulus of the degree of spatial coherence
assuming constant intensity distribution at the mask is additionally plotted. The calculation is based on equation (6.2). It is important to note that non-physical behavior can be observed, with a few points exceeding the value one. The reason for this behavior was investigated in Section 6.1.2.1, where a mathematical analysis of equation (6.2) was studied. The analysis revealed that mathematically, values higher than one are possible, however this indicating an incorrect (non-physical) intensity distribution at the mask used in the equation.

6.3 Experimental measurement

In this section, we present experimental measurements utilizing specially designed 1D and 2D masks for EUV radiation (as described in Section 6.1.1). These experiments were performed using a quasi-steady state Ne-like zinc soft X-ray laser at the PALS laboratory. Subsequently, the results were evaluated using the suggested technique of spatial coherence retrieval.

6.3.1 Experimental setup of Ne-like Zn SXRL

We have characterized the beam coherence of the Ne-like Zn plasma-based soft X-ray laser (SXRL) emitting at 21.2 nm [106] by using one-dimensional and two-dimensional masks. The Zn SXRL at PALS laboratory is generating pulses with length of 150
ps in single or double pass geometry. During our experimental measurements, the SXRL source was operated in the double pass amplification by reflecting the laser radiation using a MoSi multilayer mirror placed near one end of a 3 cm long plasma column at normal incidence. The schematics of the experimental setup is depicted in Fig. 6.9, where a plasma column in Zn solid target is created by iodine laser (1.315 µm) in suitable focusing geometry. Firstly, a few Joule prepulse ionizes target and then consequently main pumping pulse with energy of 500 J heats a plasma and thus population inversion is created by electron-ion collisions in the heated plasma.

![Experimental setup of the single-shot method for the spatial coherence measurement of the Zn soft X-ray laser (21.2 nm).](image)

The NRA consisted of slits (for the 1D measurement) or circular apertures (for the 2D measurement) was positioned 1.5 m downstream from the SXRL source. To eliminate the driving laser radiation and reflect the radiation within a narrow bandwidth centered at the SXRL lasing line, a 45-degree MoSi multilayer mirror with a thin Al filter was employed. The diffraction pattern was recorded using a back-illuminated CCD camera placed 6 meters behind the NRA.

Both 1D and 2D masks were manufactured by laser milling on a steel sheet with a thickness of a few micrometers (Section 6.1.1). The apertures in the masks had a width of \(d = 25 \, \mu m\) and the smallest spacing between them of 2\(d\), which equals 50 \(\mu m\) (Figs. 6.1 and 6.3).

### 6.3.2 Retrieved spatial coherence of Ne-like Zn SXRL

The single-shot diffraction patterns in horizontal and vertical direction for the 1D mask, as well as the diffraction pattern obtained from the 2D mask, were used to retrieve both the spatial coherence function and the ratios of intensities on the apertures employing the retrieval procedure described in the Section 6.1.3.
The Fourier transforms of the diffraction patterns which resemble the autocorrelation function of the masks are shown in Fig. 6.10 and 6.11 together with the retrieved intensity distribution on the apertures for each measurement. The degree of spatial coherence, retrieved from the recorded diffraction patterns, can be found in Fig. 6.12 and Fig. 6.13 in the case of 1D and 2D mask, respectively. It is worth noting that the intensity distribution on the apertures is an inseparable part of each measurement, as no prior assumptions are made regarding the beam intensity.

It is evident that the spatial coherence function of the beam exhibits substantial differences between the vertical and horizontal directions. This behavior is due to the asymmetry of the source, which has been previously observed directly [107]. The source asymmetry may arise from inhomogeneous pumping of the lasing medium or strong transverse plasma density gradients, affecting the propagation of soft X-ray radiation within the plasma.

To get more insight into the results, the resulting degree of spatial coherence for each measurement (corresponding to each laser shot) is fitted by a simple model assuming a coherence function of an uncorrelated radiation source consisting of two spatially separated sources with symmetrical Gaussian intensity profiles. In this case, the degree of coherence is calculated by employing the van Cittert-Zernike theorem [41]. The parameters characterizing the fitted source model are listed in Tab. 6.1 for each measurement. Although the number of data points of spatial coherence function (10 points for the 1D measurement and 36 points for the 2D measurement) could allow for a more complex model with additional degrees of freedom, we believe that our model (with 4 degrees of freedom in the 1D case and 5 degrees of freedom in the 2D case) adequately represents the coherence properties of the source. This is supported by very good agreement between the fitted model and measured coherence function data, as depicted in Figs. 6.12 and 6.13. Moreover, when 1D and 2D experimental results are compared, the spatial separation of the two sources in the vertical direction and the obtained parameters of the fitting model are illustrating similar behavior. The main differences lie in the size and relative intensity of the two Gaussian sources. These differences can be attributed to the substantial shot-to-shot fluctuations that are typical for the soft X-ray lasers.

One can notice that the measured degree of the spatial coherence shown in Fig. 6.12 and Fig. 6.13 does not asymptotically approach unity at zero separation of apertures. We believe this is due to incoherent radiation from the plasma that is still reflected by the multilayer mirror and various sources of detection noise.
Fig. 6.10: (a): The 1D mask of slits with retrieved intensity of the Zn SXRL in vertical and horizontal orientation. The aperture size is $d = 25 \, \mu m$. (b): Autocorrelation function of the 1D mask of slits (dashed dotted black line) and Fourier spectrum of the measured diffraction pattern (FS) of the measurement performed in the horizontal (blue line) and the vertical orientation (red line).

Fig. 6.11: (a): The 2D mask of circular apertures with retrieved intensity of the Zn SXRL. The aperture size is $d = 25 \, \mu m$. (b): Autocorrelation function of the 2D mask of circular apertures (right part of the image) and Fourier spectrum of the measured diffraction pattern (left part of the image).
Fig. 6.12: (a): Modulus of degree of spatial coherence $|\mu|$ at the mask plane of Ne-like Zn SXRL retrieved from diffraction patterns of the measurements performed in horizontal (blue circles) and vertical (red squares) orientation of the 1D mask. The retrieved values of $|\mu|$ are fitted (red and blue solid lines) by theoretical source models, which were used as inputs for the far-field van Cittert-Zernike theorem. It was used $N_{1D} = 25$ modes for the coherence retrieval algorithm. (b): 1D intensity distributions at the source plane of Ne-like Zn SXRL in vertical (red line, plotted with offset of 50 $\mu$m) and horizontal (blue line) found by fitting the $|\mu|$.

<table>
<thead>
<tr>
<th>Theoretical source model</th>
<th>$B_A$ [-]</th>
<th>$w_A$</th>
<th>$w_B$</th>
<th>$x_0$</th>
<th>$y_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D (hor.): $A e^{-2 \frac{x^2}{w_A^2}} + Be^{-2 \frac{(x-x_0)^2}{w_B^2}}$</td>
<td>0.11</td>
<td>11</td>
<td>24</td>
<td>0.03</td>
<td>-</td>
</tr>
<tr>
<td>1D (vert.): $A e^{-2 \frac{y^2}{w_A^2}} + Be^{-2 \frac{(y-y_0)^2}{w_B^2}}$</td>
<td>0.67</td>
<td>17</td>
<td>39</td>
<td>-</td>
<td>94</td>
</tr>
<tr>
<td>2D: $A e^{-2 \frac{x^2+y^2}{w_A^2}} + Be^{-2 \frac{(x-x_0)^2+(y-y_0)^2}{w_B^2}}$</td>
<td>0.74</td>
<td>33</td>
<td>34</td>
<td>-6.3</td>
<td>91</td>
</tr>
</tbody>
</table>

Tab. 6.1: Parameters of the model source consisting of two spatially separated Gaussian sources found by fitting the degree of spatial coherence retrieved from the experimental data. The units of $w_A$, $w_B$, $x_0$, $y_0$ are in $\mu$m.
Fig. 6.13: (a): Modulus of degree of spatial coherence $|\mu|$ at the mask plane retrieved from the diffraction patterns of 2D measurement (black circles) and fitted by theoretical source model used as input for the far-field van Cittert-Zernike theorem (surface plot). Red and black lines show the differences between the measured values and the fit. It was used $N_{2D} = 20 \times 20$ modes for the coherence retrieval algorithm. (b): 2D intensity distribution at the source plane of Ne-like Zn SXRL found by fitting the $|\mu|$. 
7 HHG Beamline at ELI Beamlines facility

In this chapter, we provide a brief description of the user-oriented HHG Beamline at ELI Beamlines facility. For more detailed information, refer to [108]. Firstly, we describe the setup of the HHG Beamline, followed by a summary of the diagnostic methods used to characterize the generated beam. Finally in this chapter, we discuss the monochromatization of the high harmonics, which is an important feature required for many experiments performed at the beamline.

7.1 HHG Beamline setup

The HHG Beamline is producing EUV radiation in a gas cell or Even-Lavie gas jet [109] through a long focusing geometry [110] which allows an enlarged interaction between noble gases and laser field during its propagation on Rayleigh range (interaction volume is increased while intensity and thence medium ionization is kept at optimal level) [111]. The main driving beam of HHG Beamline is L1 Allegra laser system based on optical parametric amplification (OPA) generating pulses of 1 kHz repetition rate, 100 mJ energy, 15 fs duration and a central wavelength of 830 nm [112]. Additional driving beam can be generated by commercial Ti:Sapphire based laser system of 1 kHz, 10 mJ, 40 fs and a central wavelength of 795 nm.

Fig. 7.1: The HHG Beamline designed for a long and short focusing geometry at ELI Beamlines.

The HHG Beamline consists of several vacuum chambers positioned in-line which is illustrated in Fig. 7.1. The driving beam enters the interaction chamber VC2
and then, in dependence of selected focal lengths from 2.5 up to 25 meters, VC1 and VC3 chambers are intended to focus or fold the beam according to the focusing spherical mirror location (VC1 or VC3). Additionally, the distance between VC1 and VC2 chamber can be changed by movable VC1 chamber. In order to maximize the versatility of the experimental setup, an auxiliary chamber for a short focusing was included later in the setup as well.

In addition, the experimental setup in the VC2 chamber shown in Fig. 7.2 of high harmonic generation is designed for two-color driving field of laser fundamental beam and its second harmonic beam.

![Fig. 7.2: The VC2 experimental setup with two-color HHG driving beam, gas cell and a long focusing geometry (focusing mirror is placed in VC3).](image)

The setup in the chamber VC3 illustrated in Fig. 7.3 includes IR rejection system, folding or focusing mirror and SiC mirror which is aimed to reflect the HHG beam into VUV ellipsometer user station [113, 114]. The IR rejection system consists of three mirrors with a special coating reflecting EUV beam under grazing incidence angle, while an IR beam is transmitted and dumped. The residual IR light is blocked by a thin metallic filters located behind the monochromator. The monochromator plays a key role in experiments involving only a single harmonic beam, and its design is described in a separate section below.
7.2 EUV beam diagnostics

Characterization of the generated harmonic beam is realized in the VC4 chamber. Key diagnostics as EUV spectrometer, EUV wavefront and energy measurement by photodiode are depicted in Fig. 7.4. The EUV beam on axis can be reflected by toroidal mirror or a flat mirror on EUV spectrometer or EUV wavefront sensor, respectively.

7.2.1 EUV spectrometer

The EUV spectrometer is uniquely designed for achieving exceptional levels of both high resolution and high sensitivity. The total spectral range covered by this instrument is from 5 nm to 120 nm (achieved by two diffraction gratings 1200 lines/mm and 600 lines/mm which correspond to spectral range 5-60 nm and 20-120 nm, respectively). The spectrometer consists of a toroidal mirror, a motorized slit of variable width, a re-
flection grating and a back-illuminated CCD. The toroidal mirror images the incoming EUV beam onto the slit in the vertical direction. The concave grating with variable line spacing disperses the light angularly and images the slit in the horizontal direction onto the chip of the CCD.

The advantage of using the toroidal mirror is a significant increase in the photon flux per pixel, thus increasing the signal-to-noise ratio while not affecting spectral properties of the spectrometer. Furthermore, imaging with a concave spherical grating suffers from strong astigmatism which is compensated by a properly designed toroidal mirror. It was shown by ray-tracing simulation that any astigmatism was almost completely compensated and thus the flux on the CCD camera was increased by several orders of magnitude. An example of the measured HH spectrum generated in Kr gas can be seen in Fig. 7.5.

Fig. 7.5: The HH spectrum generated from Kr gas jet and driven by commercial Ti:Sapphire based laser system with a central wavelength at 795 nm. The spectrum was measured using the EUV spectrometer developed for the HHG Beamline at the ELI facility.

7.2.2 EUV wavefront sensor

Last but not least, a diagnostic tool used in the setup is a wavefront sensor mounted on the VC4 and operating under vacuum conditions. The EUV wavefront sensor follows the design principles of the Hartmann sensor, which involves an array of holes in a mask. The characterized EUV beam is diffracted by the Hartmann mask, resulting in the formation of a grid of spots on the CCD. From the positions of these spots and their corresponding intensities measured by the CCD, both the beam wavefront and intensity profile can be reconstructed. This allows for a detailed analysis and understanding of the EUV beam wavefront characteristics.
The wavefront sensor (HASO EUV HA-4627 developed by Imagine Optics) consists of a grid with 60 x 60 holes, with a pitch of 210 µm (determining the spatial sampling) and positioned 43.5 mm in front of the CCD. For diverging EUV beams, the effective number of holes is reduced to 40 x 40 holes, which is sufficient for calculating Zernike polynomials up to the order of 36. The EUV CCD camera used in the setup (Princeton PIXIS XO 1024B) has a resolution of 1024 x 1024 pixels and each pixel of the camera has a size of 13.5 µm.

The wavefront sensor is designed for the wavelength range of 5 nm to 120 nm (energies of 10-250 eV) and offers an absolute wavefront accuracy of 1.2 nm RMS. The input sensor aperture has dimensions of 13 x 13 mm and can measure beam wavefront curvatures ranging from collimated beams (infinity) to 0.45 m.

The measured intensity profile with the corresponding beam wavefront are displayed in Fig. 7.6, where the beam wavefront is plotted after subtracting the effects of tilt and curvature, which are responsible for the beam propagation direction and divergence. It can be seen in Fig. 7.6 that the beam intensity profile and wavefront demonstrate astigmatism. In the future, a deformable mirror will be employed in the optical path of the HHG Beamline driving beam to improve the beam quality and correct the most of aberrations.

![Fig. 7.6: HH intensity beam profile (a) and the beam wavefront (b). The beam intensity profile and wavefront demonstrate astigmatism. The first few evaluated Zernike coefficients at the central wavelength of HH19 are as follows (except tilts and focus): Astigmatism at 0°: 4 nm, Astigmatism at 45°: 62 nm, Coma at 0°: < 1 nm, Coma at 90°: < 1 nm, 3th order spherical aberration: 2 nm.](image-url)
7.3 EUV monochromator

It is crucial to have the ability to select a specific high harmonic wavelength that is the most suitable for various applications such as coherent diffractive imaging, probing of electronic structures and dynamics of atomic and molecular systems on femtosecond timescales [115–117], etc.

In the HHG Beamline, a monochromator setup based on a single grating is employed. However, it is important to carefully consider the impact on the duration of the EUV pulse. In order to maintain the temporal profile of the pulse as short as possible, a nearly time-preserving design with high transmission was chosen, which is based on the design reported in [118–124]. Nevertheless, to achieve complete pulse duration preservation and temporal tuning capabilities, a monochromator setup equipped with two gratings would be necessary [125]. Unfortunately, this approach would result in a substantial reduction in the output flux of the EUV beam due to its overall low transmission.

7.3.1 Monochromator setup and its optical design

The monochromator is located between VC3 and auxiliary chamber containing EUV filters (see Fig. 7.1). The schematic of the monochromator setup is presented in Fig. 7.7 and picture of the monochromator chamber interior with EUV optics can be found in Fig. 7.8.

![Fig. 7.7: The setup of the monochromator for the HHG Beamline consists of two toroidal mirrors and one diffraction grating with the possibility of grating selection according to the desired spectral range.](image-url)
First, the incoming EUV beam is collimated by grazing incidence toroidal mirror TM1 and consequently the beam is diffracted by one of four plane diffraction grating (see the list of gratings in the Tab. 8.1) with the conical diffraction geometry (grooves direction is in the plane of incidence). Next, the diffracted beam is focused by the second toroidal mirror TM2 onto a chosen slit located on the original beam axis, creating a virtual source for the refocusing optic. The desired wavelength is selected via adjusting tilt and rotation of the grating. Both gold coated toroidal mirrors are designed for grazing angle of 2.25 degrees and have focal lengths of 4.8 m and 2.4 m for collimating TM1 and second focusing TM2, respectively. Thus, there is a secondary source located at the slit plane that is two times smaller than the original source but has twice the divergence. In order to achieve the desired source size and transmitted bandwidth, slits with widths of 50, 100, 200, and 300 micrometers can be used.

The ray tracing simulations were performed to verify optical performance of the monochromator design and to find precise position of the virtual source behind the TM2. The spot diagram in the focal plane of TM2 is presented in Fig. 7.9. The precise alignment of the monochromatized EUV beam to the slits is ensured by imaging a Ce:YAG scintillator screen using a visible camera placed outside the chamber. The spatial separation of monochromatized high harmonics and spatial-spectral intensity profile of HH19 on the scintillator screen can be seen in Fig. 7.10.
Tab. 7.1: List of gratings used for the monochromator setup with corresponding spectral ranges considered for their operation.

<table>
<thead>
<tr>
<th>Grating [lines/mm]</th>
<th>Spectral region [eV]</th>
<th>Spectral region [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grat. 1: 86</td>
<td>10-28</td>
<td>44.3-124</td>
</tr>
<tr>
<td>Grat. 2: 158</td>
<td>25-54</td>
<td>23-49.6</td>
</tr>
<tr>
<td>Grat. 3: 600</td>
<td>51-98</td>
<td>12.7-24.3</td>
</tr>
<tr>
<td>Grat. 4: 985</td>
<td>86-121</td>
<td>10.3-14.4</td>
</tr>
</tbody>
</table>

Fig. 7.9: The spot diagram of the ray tracing simulation in the TM2 focal plane with grating of 150 lines/mm. The HH19 (the value of 41.8 nm represents the wavelength of the 19-th harmonic of a fundamental laser beam with a wavelength of 795 nm) is shown in the optimal alignment on the HHG Beamline axis and therefore diffraction limit illustrated by black circle (circle of Airy radius) is reached.
Fig. 7.10: The spatial separation of monochromatized high harmonics (on the left) and spatial-spectral intensity profile of HH19 on the scintillator screen (on the right).

### 7.3.2 Pulse temporal broadening by diffraction on a single grating

The diffraction through the single grating unavoidably leads to a distortion of the temporal profile of the generated ultrashort pulse. This temporal distortions need to be kept as short as possible and only slight temporal broadening can be accepted in accordance of experimental applications. Thus, time broadening effects need to be carefully considered in the design of monochromator.

The most dominant factor leading to the pulse broadening is the pulse-front tilt, arising from the reality that each ray diffracted by two adjacent grooves encounters a delay of \( m \lambda \), where \( m \) represents the diffraction order. The cumulative difference in optical path is determined by \( |m| \lambda N \), where \( N \) corresponds to the number of illuminated grooves. Consequently, the delay introduced by grating dispersion is given by

\[
\Delta \tau_{OP} = \frac{\lambda |m| N}{c} .
\]  

(7.1)

The pulse broadening at FWHM of a Gaussian-profiled beam due to the pulse-front tilt caused by diffraction on the grating [126] is described by the following relation

\[
\Delta \tau_{Grat-Gauss} = \frac{2 \ln 2 \lambda |m| N}{\pi} \approx 0.44 \frac{\lambda |m| N}{c} .
\]  

(7.2)

In HHG Beamline setup, the maximal divergence of generated beam is 1 mrad, which corresponds to illuminated area perpendicular to the grooves approximately 5
For instance, if we consider a grating with a line density 158 lines/mm and a wavelength of 40 nm, according to equation (7.2), the estimated minimal pulse broadening caused by the pulse-front tilt would be below 100 fs.
8 Experimental results of EUV coherent diffractive imaging and ptychography

This chapter is dedicated to the description of the experimental setup for EUV coherent diffractive imaging and ptychography, employing radiation from the HHG Beamline. To demonstrate the imaging capabilities, a simple binary test sample was designed and manufactured. Subsequently, important practical aspects, including EUV focal spot alignment diagnostics, ray-tracing optical simulations of the entire EUV setup, and the wavefront of the EUV probe beam filtered by a pinhole, are also discussed. Finally, the experimental results of coherent diffractive imaging using a monochromatized beam and the reconstruction of multi-color ptychography are presented.

8.1 Design of test samples for diffractive-based microscopy

The appropriate design of the test sample is a key factor in experimental assessment of performance of the lensless imaging setup. In our experimental research, we used binary amplitude samples. The first crucial aspect is accurately determining the material composition of the sample. Clearly, the opaque regions of the sample must be made of a highly absorptive material for the given spectral range of wavelengths. Additionally, a small sample thickness is required. In situations where the sample cannot be assumed to be thin, the assumptions of the diffraction theory expected in this thesis (boundary conditions) may be violated, resulting in noticeably blurred diffraction patterns as the sample exhibits waveguide behavior [127, 128]. The sample thickness should be smaller than the theoretical depth of field in classical microscopy [129], as given by

\[ T_{DoF} = \frac{n\lambda}{NA^2} , \]  

(8.1)

where \( n \) is the surrounding medium refractive index and \( NA \) is the numerical aperture of the optical system. Next, a gold coating as a high EUV absorbing material with
thickness 300 nm is chosen on commonly available TEM microscopy silicon nitride (Si$_3$N$_4$) membranes. These membranes have a form of multi-frame array (MFA) on a silicon substrate of following parameters (illustrated in Fig. 8.1):

- **MFA size:** 14.0 mm x 14.0 mm, Si substrate of thickness 200 µm
- **MFA array:** 4 x 4 TEM frames
- **TEM frame size:** 2.65 mm x 2.65 mm
- **Si$_3$N$_4$ membrane size:** 0.25 mm x 0.25 mm, 75 nm thick
- **Coating:** Ti 5 nm thick, Au 300 nm thick

The presence of a 5 nm Ti layer between Si$_3$N$_4$ and Au is necessary to improve the adhesion of gold to the substrate [130]. In EUV diffractive-based experiments, the characteristic dimensions of the samples are in the micrometer range. Therefore, it is crucial to employ a suitable technique capable of creating sharp binary structures on gold coated silicon nitride membranes. Experimental measurements for diffractive-based microscopy, described in this thesis, employed samples prepared by the technique of focused ion beam (FIB) milling.

![Fig. 8.1: Silicon nitride (Si$_3$N$_4$) membranes (usually used for TEM microscopy) with Au coating used for FIB milling.](image)

**8.1.1 Characterization of FIB-prepared samples**

We have chosen the ELI logo of different sizes for FIB milling as the sample pattern. During the experimental measurements, we mainly focused on using the two smallest patterns. These two samples were characterized by scanning electron microscopy (SEM), and the results can be found in Figs. 8.2 and 8.3.
8.2 Experimental setup of EUV CDI and ptychography

We have performed the experimental measurement of CDI and ptychographic imaging on the HHG Beamline at ELI Beamlines facility, which was introduced in Chapter 7. During this experimental campaign, the generation process was driven by commercial Ti:Sapphire laser system operating at a central wavelength of 795 nm, and the high...
harmonics were generated in the Kr gas jet. The experimental setup scheme, illustrated in Figure 8.4, was assembled inside the user’s end-station chamber located at the output of the HHG Beamline. This user chamber is designed to atomic, molecular, and optical science experiments and coherent diffraction imaging [131]. The picture of the real experimental setup is presented in Fig. 8.5, with a detailed view of the samples shown in Fig. 8.6.

Fig. 8.4: Schematic of the experimental setup for EUV ptychography, where M1-M3 represent planar mirrors, with M1 and the microscope objective having a drilled hole.

The main optical component used to concentrate EUV light onto the sample is an ellipsoidal mirror with gold coating operating under a grazing angle of 5 degrees. This mirror is specifically designed to operate together with the monochromator. The intermediate focal plane of the monochromator is imaged onto the sample by the ellipsoidal mirror, with a demagnification ratio of 5. The sample is placed at a distance of 500 mm from the ellipsoidal mirror, at the location of its second focal distance.

As could be seen from measured HH beam wavefront in Fig. 7.6, the focal spot size of the ellipsoidal mirror is influenced by significant astigmatism in the generated HH beam. Moreover, there are additional aberrations arising from the monochromator EUV optics. Therefore, to filter the probe beam wavefront, a pinhole was positioned at the focal spot of the ellipsoidal mirror to improve a probe beam for ptychography. In the case of CDI, the pinhole was not used in the focal plane since successful reconstruction
was achieved without its presence, primarily due to the use of a much smaller sample compared to the probe beam. The need for employing a pinhole arose later during the ptychographic measurements.

Next, in order to achieve precise sample alignment on the EUV beam axis, an infinity-corrected microscope equipped with a Ce:YAG scintillator was assembled. The setup of the microscope is described in the following section.

The diffraction patterns were recorded using a back-illuminated, water-cooled vacuum EUV CCD camera (Princeton Instruments PI-MTE:2048B) with a pixel size of 13.5 µm. The camera was positioned at a distance ranging from 50 to 120 mm behind the sample. The exposure time was carefully chosen to avoid overexposure of the central part (0-th order) of the diffraction pattern. Typically, the exposure durations varied between 1 to 30 seconds.

Fig. 8.5: Picture of the experimental setup for EUV coherent diffractive imaging and ptychography placed in the vacuum chamber.
8.2 Experimental setup of EUV CDI and ptychography

Fig. 8.6: Detail on samples, Ce:YAG scintillator, and a pinhole used for the EUV ptychography.

8.2.1 Zero-order beam block

In many experimental setups of coherent diffractive imaging, zero-order beam blocks are used to suppress low spatial frequencies [75]. This is done to prevent the camera from saturation by intense low-frequency part of the diffraction pattern. Thus, enabling a longer exposure time for image recording, which allows for the detection of higher spatial frequencies with very low intensity. This approach helps to increase the dynamic range of the camera and improve the signal-to-noise ratio. The higher spatial frequencies are essential for capturing fine image details.

8.2.2 EUV focal spot alignment diagnostic

The knowledge of the EUV focal spot intensity profile and its position is crucial for many experiments. However, the available offline methods, such as focal spot imprints [132], are rather impractical. The main challenge of EUV focal spot diagnostics lies in the extremely small size of the focal spot, typically of the order of micrometers, and the high energy density associated with it.

In this section, we present a real-time EUV focal spot diagnostic. In this technique, the EUV beam is directly focused on a Ce:YAG crystal scintillator, which converts EUV radiation into the visible spectral region. The resulting visible light is subse-
8.3 The optical simulation of focusing by ellipsoidal mirror

The performance of the overall EUV optical setup, including the effects of the monochromator optics and the ellipsoidal mirror used for focusing the beam onto the sample, was investigated by ray tracing simulation. All input parameters used in the simulation
8.3 The optical simulation of focusing by ellipsoidal mirror

were based on the real setup described in Chapter 7. The results of the simulation are depicted in Fig. 8.8. It is evident that the focal spots meet diffraction limited imaging, even for off-axis object points that are laterally positioned 1 mm from the optical axis in the source generating high harmonics (this upper limit assumes that the source diameter is less than 2 mm). The diffraction limit of the system was found to be around 5 $\mu$m, indicating that the spot size is mainly determined by the size of the high harmonic source.

Fig. 8.8: Spot diagram in the focal plane of ellipsoidal mirror including EUV monochromator optical setup. The results are obtained by ray tracing simulations with HH19 (the value of 41.8 nm represents the wavelength of the 19-th harmonic of a fundamental laser beam with a wavelength of 795 nm).

The estimated size of the HH source is approximately 300 $\mu$m, which can be determined from the diffraction limit, equation (5.26), of the focused driving beam waist. The HHG driving beam parameters were assumed have a diameter of $D = 32$ mm and a focal length distance of $f = 5$ m. This estimate is a rather upper limit since the generation of high harmonics tends to occur predominantly close to the optical axis, rather than at the radial distance corresponding to the beam waist. Considering that the monochromator demagnification is 2.5 and the ellipsoidal mirror demagnification is 5, it can be determined that the expected upper limit for the EUV focal spot size of
8.4 Wavefront of the EUV probe beam filtered by pinhole

The ellipsoidal mirror is approximately 24 µm. Obviously, the size of such probe beam is not suitable for ptychography imaging a sample that is, in our case, similar in size to the probe. The primary purpose of using a pinhole in the focal plane of the ellipsoidal mirror was to remove optical aberrations and subsequently enhance the quality of the probe beam for ptychography. Additionally, this also helped in slightly reducing the diameter of the probe beam.

The EUV beam probe for ptychography was improved by using a pinhole with a diameter of 10 µm, positioned in the focal plane of the ellipsoidal mirror. The wavefront and intensity profile were measured by a wavefront sensor located at a distance of 690 mm behind the focal plane of the ellipsoidal mirror. The measured intensity profile with the corresponding beam wavefront are shown in Fig. 8.9, where the beam wavefront is plotted after subtracting the effects of tilts and defocus, which are responsible for the beam propagation direction and divergence. It can be observed in Fig. 8.9 that the beam intensity profile has been significantly improved, approaching a nearly Gaussian beam shape. However, the beam wavefront exhibits spherical aberration and coma as the most pronounced optical aberrations.

8.4.1 Sample-pinhole distance

When using a pinhole for a beam filtering, it is important to consider the distance between the sample and the pinhole in order to achieve optimal results. Ideally, this distance should be as small as possible. However, in practice, there are technical limitations that need to be taken into account to find an optimal compromise that does not negatively affect the quality of the reconstruction. The sample-pinhole distance should be chosen in the near-field region, and it is recommended that the Fresnel number should satisfy the condition \( F > 2 \) \[134\].

In our case, when we proposed to use a pinhole with a diameter of \( D = 10 \) µm, we can determine the condition for the sample-pinhole distance \( z_p \) by readjusting equation (3.19) into following form

\[
z_p < \frac{D^2}{2\lambda} .
\]

(8.2)

Next, by assuming the wavelength of HH19, the condition can be expressed for our particular case as \( z_p < 1.2 \) mm.
8.5 Estimate of energy and number of photons incident on sample

We estimated the energy and number of photons incident on the sample by analyzing the intensity profile of the monochromatized EUV beam behind the focal plane of the ellipsoidal mirror. To ensure accurate measurements, we recorded the beam profile within the optimal dynamic range of the camera to avoid saturation. The total energy incident on the camera sensor over the exposure time can be estimated using the following relation

\[
E_{total} = N_{counts} \frac{E_{eH} Q_e}{A_D s_{ens} Q_{E\lambda}}, \tag{8.3}
\]

where \(N_{counts}\) is the total number of counts recorded on camera, \(E_{eH}\) is the energy for electron-hole pair creation, \(Q_e\) is the electron charge, \(A_D s_{ens}\) is the analog to digital converter sensitivity, given by the camera manufacturer, and \(Q_{E\lambda}\) is the wavelength dependent quantum efficiency. Next, the total number of photons incident on the camera sensor is easily given by

Fig. 8.9: EUV probe beam intensity profile (a) and the beam wavefront (b) measured at a distance of 690 mm behind the 10 \(\mu\)m pinhole placed in the focal plane of the ellipsoidal mirror. The first few evaluated Zernike coefficients at the central wavelength of HH19 are as follows (except tilts and focus): Astigmatism at 0\(^\circ\): -0.17 \(\mu\)m, Astigmatism at 45\(^\circ\): 0.20 \(\mu\)m, Coma at 0\(^\circ\): 0.45 \(\mu\)m, Coma at 90\(^\circ\): -0.37 \(\mu\)m, 3th order spherical aberration: -0.31 \(\mu\)m.
\[ N_{ph} = \frac{E_{total}}{E_{ph}}, \]  

(8.4)

where \( E_{ph} \) is the photon energy. The statistic over 5 acquisitions was measured with the back illuminated vacuum EUV CCD camera and evaluated results are shown in Tab. 8.1.

<table>
<thead>
<tr>
<th>HH order</th>
<th>Energy ( \frac{nJ}{1000 \text{ shots}} ) / Power [nW]</th>
<th>Number of photons ( \frac{10^8}{s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH17</td>
<td>0.43 ± 0.02</td>
<td>1.00 ± 0.04</td>
</tr>
<tr>
<td>HH19</td>
<td>1.53 ± 0.16</td>
<td>3.20 ± 0.30</td>
</tr>
<tr>
<td>HH21</td>
<td>0.82 ± 0.08</td>
<td>1.57 ± 0.15</td>
</tr>
<tr>
<td>HH23</td>
<td>1.06 ± 0.07</td>
<td>1.84 ± 0.13</td>
</tr>
</tbody>
</table>

Tab. 8.1: The table showing the EUV energy per 1000 shots or EUV power and number of photons incident on the target per second. These values were estimated from the measured EUV beam intensity profile on the CCD camera.

8.6 Experimental results of CDI

In this paragraph, we present the experimental results of CDI reconstruction, which were achieved by illuminating the sample with a monochromatic beam of HH21 (\( \lambda_{H21} = 37.9 \text{ nm} \)). For the experimental measurements, we have used the ELI logo with approximate dimensions of 6x4 µm (Fig. 8.3). The sample was precisely positioned at the focal spot of the ellipsoidal mirror, and the diffraction patterns were recorded by a detector placed 64 mm behind the sample.

In order to obtain a diffraction pattern with high dynamic range, the zero-order beam stop was utilized. Diffraction patterns were acquired with and without the beam stop, using different exposures to capture both the central part and a good signal at higher spatial frequencies. These acquired patterns were then processed, and a single diffraction pattern was created by combining them, as illustrated in Fig. 8.10. The typical exposure time for the acquiring diffraction patterns with the zero-order beam stop was of the order of seconds, while the exposure time for the diffraction patterns without the beam stop was roughly five times shorter. This technique resulted in a substantial improvement in the dynamic range of the measured diffraction patterns, increasing it by almost one order of magnitude.

The maximal spatial frequency obtained by the system, according to the relation 5.29, was roughly 5600 lines/mm. Therefore, the expected theoretical resolution from relation 5.28 should be roughly 180 nm.
Fig. 8.10: Diffraction patterns observed from the diffraction of the HH21 beam on the ELI logo with approximate dimensions of 6x4 µm (Fig. 8.3). (a): Diffraction pattern recorded without the zero-order beam block and short exposure time. (b): Diffraction pattern recorded with the zero-order beam block and long exposure time. (c): The resulting diffraction pattern with high dynamic range obtained by combining (a) and (b).

The image reconstruction was carried out using the Hybrid Input-Output phase
retrieval algorithm implemented by the author of this thesis, as described in Chapter 5. It was found that successful reconstruction required applying the shrink-wrap algorithm strategy (Section 5.1.6) for support constraints and using diffraction pattern with high dynamic range. The resulting image reconstruction reveals a clearly recognizable ELI logo with some imperfections, as can be seen in Fig. 8.11. Obtaining more accurate reconstruction would probably require an even higher dynamic range of the input diffraction pattern.

Fig. 8.11: Image retrieved using the HIO algorithm from the diffraction pattern with high dynamic range (two diffraction patterns with short and long exposure were combined). The test sample was irradiated with the HH21 beam ($\lambda_{HH21} = 37.9$ nm).
8.7 Experimental results of multi-color EUV ptychography

In the multi-color EUV ptychographic measurements, a rectangular scanning pattern was chosen, and different scanning parameters were tested. The ptychographic scans were also performed without using the zero-order beam block. The best reconstruction was achieved using the following parameters:

- **Rectangular scanning grid size**: 12x12 steps
- **Step size in x-axis**: 2 \( \mu m \)
- **Step size in y-axis**: 2 \( \mu m \)
- **Sample-pinhole distance**: 1170 \( \mu m \)
- **Sample-detector distance**: 95 mm
- **Sample**: ELI logo with approximate dimensions of 20x15 \( \mu m \) (Fig. 8.2)

This configuration allows for a total area coverage of 24x24 \( \mu m \). The probe scanning overlap in this specific case can be determined from equation (5.22) as 80-87 \%, where the probe beam diameter is assumed in the range of 10-15 \( \mu m \). This value of overlap is rather higher than recommended one, and the main explanation for this is that the success of the reconstruction was not mainly determined by the scanning pattern parameters. Instead, noisy factors that were observed during the scans played a more significant role in the quality of the reconstruction.

Since the ellipsoidal mirror was the main focusing element creating a probe beam together with the pinhole, the relay imaging optics of the monochromator were also necessarily included for the experimental setup of the multi-color ptychography. This is due to the imaging design of the ellipsoidal mirror which required an intermediate focal spot formed by the two toroidal mirrors. To achieve proper imaging without monochromatizing the beam, either the zero-order of a grating or plane mirror with gold coating replacing a grating was used in the monochromator setup.

8.7.1 Scanning pattern

The scanning process involved precise movement of the sample using closed-looped high-precision x-y stages (SmarAct, SLC-24150-D-S-HV). This approach simplifies the experimental setup by allowing for scanning the sample while keeping the probe beam fixed. The readout scan positions obtained from translation stages are depicted in Fig. 8.12, showing a 12x12 grid scanning pattern with a step size of 2 \( \mu m \). At a closer look, it can be seen that the readout positions, in some cases, do not exactly correspond
to the desired step size of 2 \( \mu m \). This discrepancy could be caused by factors such as the performance of the in-house developed control system or inappropriate parameter settings for the stage controlling.

![Diagram of scanning pattern for EUV ptychography](image)

Fig. 8.12: The scanning pattern for EUV ptychography was plotted using the readout positions from closed-loop translation stages. The scanning process started at the coordinate origin.

### 8.7.2 Image reconstruction

The measured experimental multi-color diffraction patterns were subjected to processing and reconstruction. For the multi-color reconstruction, we utilized the PIM algorithm based on a variant of the ePIE, which was developed at the University of California (UCLA) [12,13].

After optimizing the necessary parameters and precisely adjusting the sample-detector distance, the best result for multi-color reconstruction was achieved by using modes from HH15 to HH23. These modes correspond to discrete wavelengths of \( \lambda_{H23} = 34.7 \text{ nm} \), \( \lambda_{H21} = 37.9 \text{ nm} \), \( \lambda_{H19} = 41.8 \text{ nm} \), \( \lambda_{H17} = 46.8 \text{ nm} \), and \( \lambda_{H15} = 53.2 \text{ nm} \) (in the case of the fundamental driving beam of 795 nm). The retrieved results are presented in Figs. 8.13, 8.14, 8.15, 8.16, and 8.17.

The best image reconstructions was achieved with the central mode HH19, which can be attributed to its high flux compared to the other modes. This result shows the importance of the intensity of each mode in multi-color ptychographic reconstructions. The low intensity modes have a very poor contribution to the resulting superimposed diffraction pattern, which means that the signal-to-noise ratio for these individual modes is low.

The theoretical resolution expected with the wavelength of HH19 from relation 5.28 should be approximately 290 nm for the maximum spatial frequency of 3500 lines/mm,
as determined by the setup geometry and derived from equation 5.29.

Fig. 8.13: Multi-color ptychographic image (a) and probe beam (b) reconstruction of the ELI logo sample in the complex representation with the color wheel same for both images. The result obtained using the HH23 mode at the wavelength $\lambda_{H23} = 34.7$ nm.

Fig. 8.14: Multi-color ptychographic image (a) and probe beam (b) reconstruction of the ELI logo sample in the complex representation with the color wheel same for both images. The result obtained using the HH21 mode at the wavelength $\lambda_{H21} = 37.9$ nm.
8.7 Experimental results of multi-color EUV ptychography

Fig. 8.15: Multi-color ptychographic image (a) and probe beam (b) reconstruction of the ELI logo sample in the complex representation with the color wheel same for both images. The result obtained using the HH19 mode at the wavelength $\lambda_{H19} = 41.8$ nm.

Fig. 8.16: Multi-color ptychographic image (a) and probe beam (b) reconstruction of the ELI logo sample in the complex representation with the color wheel same for both images. The result obtained using the HH17 mode at the wavelength $\lambda_{H17} = 46.8$ nm.
Fig. 8.17: Multi-color ptychographic image (a) and probe beam (b) reconstruction of the ELI logo sample in the complex representation with the color wheel same for both images. The result obtained using the HH15 mode at the wavelength $\lambda_{H15} = 53.2$ nm.
8.8 Discussion of potential errors in experimental results of EUV CDI and ptychography

8.7.3 Retrieved spectral weights

In Fig. 8.18, the retrieved spectral weights of HH15 to HH23 are presented, along with a comparison to the measured HH spectrum. While the reconstructed spectrum does not perfectly match the measured spectrum, the overall shape is roughly correct, demonstrating the proof of principle of the multi-color ptychographic reconstruction method.

Fig. 8.18: Retrieved spectral weights (blue circles) of multi-color ptychographic reconstruction with a comparison to the measured HH spectrum by the in-built EUV spectrometer (solid purple line).

8.8 Discussion of potential errors in experimental results of EUV CDI and ptychography

During the experimental measurement and data treatment, several potential errors were observed that could limit the accuracy of the reconstruction.

- **Low dynamic range of the camera**, the central high-intensity region caused overexposure and loss of information, specifically the low-intensity high-angle diffracted signals, in the recorded diffraction patterns. One potential solution could be to use recently introduced scientific CMOS detectors designed for soft X-ray applications [135]. These detectors offer both a high dynamic range and a high signal-to-noise ratio.

- **Fluctuations in the source**, both in terms of intensity and positions, could have introduced changes in the recorded diffraction patterns, leading to potential artifacts in the reconstruction. The longtime drift during the data acquisition, lasting for more than 2 hours, was observed.
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- **Coupling of the optical breadboard with the vacuum chamber**, which could have resulted in unwanted vibrations or drifts, affecting the stability and consistency of the recorded diffraction patterns.

- **Aberrations introduced by EUV optics** could significantly impact the resulting EUV beam wavefront. These aberrations can arise due to imperfections in the optical components or misalignments in the overall setup. This mainly affects CDI, where perfect wavefront of the probe beam is required.

- **Imprecise positions of sample stages** (ptychography), leading to slight misalignment in the experimental setup and affecting the accuracy of the reconstructed image. One potential way to improve the reconstruction would be to use an algorithm that is capable of correcting positional noise [136,137].

- **The large size of the probe beam** (ptychography), this size was comparable to the sample size and could cause problems with the reconstructions.
9 Conclusions and future perspectives

This doctoral thesis covered coherence studies of short-wavelength radiation sources using newly proposed techniques. Besides, the thesis aimed to demonstrate the potential applications of this coherent radiation in the field of coherent diffractive imaging techniques.

In the introductory sections, we briefly discussed the most commonly used partially coherent EUV sources for the research concerning short wavelength light-matter interaction. Additionally, we introduced the theory of coherence of electromagnetic radiation, the free-space propagation of both fully and partially coherent light, and the theory of coherent diffractive imaging, which were essential for the objectives of this thesis. We can summarize the achieved experimental results of this thesis in the following main conclusions.

9.1 EUV pulse duration studies of SXRL

We have presented a novel method, which was published in [7], for estimating the pulse duration of partially coherent soft X-ray pulses. It was demonstrated that the far-field intensity patterns contain fruitful information about the properties of partially coherent radiation sources. Despite significant shot-to-shot fluctuations of a plasma-based soft X-ray laser that operated below saturation, a clear dependence of the number of longitudinal modes on the gain medium length has been observed. This behavior can be explained by the gain narrowing during amplification, together with pulse shortening because of the speed of travelling wave of pumping pulse and finite gain duration.

By employing a 1D model of radiative transfer and pulse envelope propagation, we successfully disentangled the evolution of both the coherence length and the pulse duration. These values, obtained in a single shot and using our simple method, exhibit strong agreement with those obtained through direct measurements from sources employing the same lasing scheme and similar pumping conditions. While the method was initially tested on the output of a specific transient SXRL, we are confident in its potential effectiveness for any partially coherent source of radiation.
9.2 Spatial coherence by a non-redundant multi-aperture arrays

Next, we proposed and experimentally verified another new method for the single-shot measurement of spatial coherence, with results being currently submitted for publication. The method eliminates the need for any a priori assumptions about coherence or intensity distribution. To achieve this, we developed a spatial coherence retrieval algorithm that was tested through simulations and subsequently applied for evaluating experimental results.

We demonstrated the efficiency of this method through the measurement of both 1D and 2D degrees of spatial coherence for a plasma-based soft X-ray laser. The significant asymmetry observed in the spatial coherence function of the beam demonstrated that the commonly used Gaussian Schell beam model is not a sufficiently accurate description. It is believed that this method can measure the spatial coherence of X-ray radiation sources with high intensity profile fluctuations which was not achievable yet.

9.3 EUV coherent diffractive imaging and ptychography

In Chapter 8, we have described the experimental realization and results of EUV lensless imaging methods. The reconstruction of the microscopic test sample was successfully achieved using both coherent diffractive imaging technique and multi-color ptychography with the EUV beam generated by the HHG Beamline. In the context of the CDI imaging technique, the integration of the monochromator into the HHG Beamline setup was crucial.

The lensless imaging methods and their results presented in this work represented the first experimental implementation at ELI Beamlines. This demonstration confirmed the feasibility of using HHG Beamlines at this unique facility as a convenient source for such imaging methods.

9.4 Future perspectives

The main future perspective relies on demonstrated imaging techniques of coherent diffractive imaging and ptychography in the EUV spectral region. Firstly, some improvements to the current experimental setup are necessary to enhance the quality of the reconstructed images. Notably, enhancing the accuracy and reliability of sample positioning emerges as a critical aspect. It is essential to mitigate the influence of vibrations by decoupling the experimental setup from the vacuum chamber. Additionally, to improve the quality of ptychographic imaging, a smaller probe beam and an
enhanced signal-to-noise ratio would be necessary.

In the near future, we believe that the ongoing development of laboratory sources, such as the HHG, could potentially serve as suitable sources for advanced EUV coherent diffractive imaging and ptychography. These techniques, in conjunction with the HHG Beamline, could show potential in fields such as materials science and biology, and they could even find application in implementing pump-probe imaging experiments.
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A Design of the infinity-corrected microscope

The key components of the experimental design of an infinity-corrected microscope consist of a microscope objective and a tube lens [129], as depicted in Fig. A.1. In this design, an object is placed in the focal plane of a specially designed objective, which images the object into infinity. The collimated beam is then focused by the tube lens to create an image in its focal plane where the detector is located.

When designing an infinity-corrected microscope, it is crucial to carefully consider the impact of the distance between the microscope objective and the tube lens. If this distance is too large, it can lead to limitations in the field of view due to vignetting. To determine the distance at which vignetting is limited, we need to realize that the object is placed in the focal plane of the microscope objective. In this configuration, all rays behind the objective are parallel but have different angles, which are determined by imaging off-axis points. The maximum angle accepted by the tube lens is determined by the relation

$$\tan \alpha = \frac{D_{\text{tube}} - D_{\text{obj}}}{2L}$$  \hspace{1cm} (A.1)

where $D_{\text{tube}}$ is the entrance pupil diameter of the tube lens, $D_{\text{obj}}$ is the exit pupil
diameter of the microscope objective, and $L$ is the distance between the tube lens and the microscope objective. Next, one of the parallel rays at an angle $\alpha$ passing through the lens center can be used to determine the relationship for the limit diameter $D_{\text{image}}$ in the image plane of the tube lens without vignetting, as follows

$$D_{\text{image}} = 2f_{\text{tube}} \tan \alpha,$$  \hspace{1cm} (A.2)

where $f_{\text{tube}}$ is the focal distance of the tube lens. By utilizing the relations above (A.1) and (A.2), we can obtain

$$L \leq \frac{D_{\text{tube}} - D_{\text{obj}}}{D_{\text{image}}} f_{\text{tube}} \quad .$$  \hspace{1cm} (A.3)

Additionally, we can find the exit pupil diameter of the microscope objective from the definition of numerical aperture

$$D_{\text{obj}} = 2f_{\text{obj}} NA_{\text{obj}} \quad .$$  \hspace{1cm} (A.4)

The experimental setup of the infinity-corrected microscope used for EUV ptychography is depicted in Fig. 8.4, and a picture of the setup is shown in Fig. 8.5. In our setup, where the sample is observed from the front, a hole has been drilled through the microscope objective to allow the EUV beam to pass through. This configuration enables to observe the EUV focal spot on the Ce:YAG scintillator and keeping the objective fixed in position during the acquisition of diffraction patterns. Additionally, a picture of the part of the experimental setup placed outside the vacuum chamber is presented in Fig. A.2.

The setup of the infinity corrected microscope was designed with the following parameters:

- **Microscope objective**: 10x M Plan Apo Long Working Distance Infinity Corrected, Edmund Optic, NA = 0.28, working distance 33.5 mm
- **Tube lens**: Widefield imaging tube lens TTL200-A, Thorlabs, $f_{\text{tube}} = 200$ mm
- **Visible camera**: Monochromatic CCD Allied Vision Manta G-125B 1/3”, CCD diagonal of 6 mm, pixel size of 3.75 µm

By considering these parameters, we can calculate the maximum allowable distance between the objective and tube lens according to equation (A.3). It can be shown that the maximal allowable distance is approximately 0.5 m.
Fig. A.2: Picture of the part of the infinity-corrected microscope placed outside the vacuum chamber.
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