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Abstract

Conversational AI is a computer program that allows us to communicate with computers
using natural language. The central component of conversational AI is the dialogue man-
ager, which we can imagine as its brain. Traditional approaches to conversational AI and
dialogue management relied primarily on a rule-based systems. The main advantage of
rule-based systems is their predictability and controllability. However, the limiting factor
of rule-based systems is the need for domain experts to design the rule-based system and
limited flexibility to unexpected conversational situations.

Recent years brought significant advancement in language models. Language models
approximate probabilities of a series of words based on training text corpora and can be
used to generate text. This ability allows us to utilize language models in conversational
AI. In conversational AI applications, we also call language models as neural response gen-
erators. The advantage of neural response generators is their ability to learn conversation
in a data-driven way, which leads to better flexibility and generalization to unexpected
conversational situations. However, the limiting factor of neural response generators is
their unpredictability and uncontrollability.

This thesis aims to bridge the rule-based and language model-based approaches to
conversational AI. The main contribution of the thesis is Hybrid dialogue management.
Hybrid dialogue management combines rule-based systems’ controllability with the flexi-
bility of neural response generators. The core principle of Hybrid dialogue management is
a Pragmatic level of control. The Pragmatic level of control enables us to control the re-
sponse properties of language models to follow dialogue scenarios specified by a rule-based
system.

We propose the PraGPT language model capable of the Pragmatic level of control
intended for Hybrid dialogue management. Our aim was to propose an efficient model in
the number of parameters with comparable quality on limited domains as recent state-of-
the-art language models. We evaluate the model in real world setting by unitizing mobile
application operated by conversational AI.

Moreover, we propose innovations for additional components of conversational AI nec-
essary for the practical application of Hybrid dialogue management. We propose a genera-
tive adversarial network for out-of-domain data generation. We propose a summarization
method based on Named entity density. We also introduce several approaches for topic
tracking and flow control dialogue management. Finally, to demonstrate that all intro-
duced innovations are interconnected, we present the architecture of a conversational AI
system that combines all the technologies we described.

The motivation to study the combination of rule-based systems with language models
arose thanks to the socialbot Alquist. Alquist is a finalist of Amazon Alexa Prize Socialbot
Grand Challenges 1, 2 and 3 and winner of Grand Challenge 4. The fact that the Alquist
was deployed in real-world conditions and served a large number of users necessitated the
proposed solution to be not only academically progressive but practically applicable as
well.
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Abstrakt

Konverzačńı umělá inteligence je poč́ıtačový program, který umožňuje komunikovat s
poč́ıtači pomoćı přirozeného jazyka. Ústředńı složkou konverzačńı umělé inteligence je
dialogový manažer, kterého si můžeme představit jako jej́ı mozek. Tradičńı př́ıstupy ke
konverzačńı umělé inteligenci a dialogovému managementu byly převáženě založeny na
pravidlových systémech. Hlavńı výhodou pravidlových systémů je jejich předv́ıdatelnost a
kontrolovatelnost. Jejich omezuj́ıćım faktorem je nutná participace doménových expert̊u
na návrhu pravidel a omezená flexibilita v̊uči neočekávaným konverzačńım situaćım.

V posledńıch letech došlo k významnému pokroku v oblasti jazykových model̊u.
Jazykové modely odhaduj́ı pravděpodobnosti sekvenćı slov na základě tréninkových ko-
rpus̊u a mohou být použity ke generováńı textu. Tato schopnost nám umožňuje využ́ıvat
jazykové modely v konverzačńı umělé inteligenci. Jazykové modely se v aplikaćıch kon-
verzačńı umělé inteligence také označuj́ı jako neuronové generátory odpověd́ı. Výhodou
neuronových generátor̊u odpověd́ı je jejich schopnost učit se konverzovat na základě
dat, d́ıky čemuž vynikaj́ı flexibilitou a adaptaćı na neočekávané situace v konverzaci.
Omezuj́ıćım faktorem neuronových generátor̊u odpověd́ı je však jejich nepředv́ıdatelnost a
nekontrolovatelnost.

Tato práce si klade za ćıl propojit př́ıstupy konverzačńı umělé inteligence založené
na pravidlových systémech a jazykových modelech. Hlavńım př́ınosem práce je Hy-
bridńı dialogový management. Hybridńı dialogový management kombinuje ovladatel-
nost pravidlových systémů s flexibilitou neuronových generátor̊u odpověd́ı. Základńım
principem Hybridńıho dialogového managementu je Pragmatická úroveň ř́ızeńı. Pragmat-
ická úroveň ř́ızeńı umožňuje určovat vlastnosti odpověd́ı generovaných jazykovým modelem
tak, aby zapadaly do scénář̊u dialog̊u pravidlového systému.

V práci navrhujeme jazykový model PraGPT schopný Pragmatické úrovně ř́ızeńı.
Model je navržený pro využit́ı v Hybridńım dialogovém managementu. Naš́ım ćılem
bylo navrhnout efektivńı model z pohledu počtu parametr̊u se srovnatelnou kvalitou na
omezených doménách jako maj́ı nejlepš́ı jazykové modely. Model jsme vyhodnotili v
reálném nasazeńı do mobilńı aplikace založené na konverzačńı umělé inteligenci.

Nav́ıc navrhujeme inovace daľśıch součást́ı konverzačńı umělé inteligence, které jsou
nezbytné pro praktické použit́ı Hybridńıho dialogového managementu. Navrhujeme gener-
ativńı adverzariálńı śı̌t pro generováńı mimodoménových dat. Navrhujeme metodu suma-
rizace založenou na hustotě entit. Představujeme také několik př́ıstup̊u dialogového man-
agementu pro sledováńı témat a ř́ızeńı dialog̊u. V závěru představujeme architekturu
konverzačńı umělé inteligence, která propojuje všechny v práci popsané technologie s ćılem
ukázáńı jejich provazby.

Motivace k výzkumu metod propojuj́ıćı pravidlové systémy s jazykovými modely
vyvstala d́ıky socialbotu Alquist. Alquist je finalistou 1., 2. a 3. ročńıku soutěže Ama-
zon Alexa Prize Socialbot Grand Challenge a v́ıtězem 4. ročńıku soutěže. Skutečnost,
že Alquist byl nasazen v reálných podmı́nkách velkému počtu uživatel̊u, vyžadovala, aby
navržené řešeńı bylo nejen akademicky progresivńı, ale i prakticky použitelné.
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Chapter 1

Introduction

This dissertation thesis aims to propose practical solutions to the problems of dialogue
management deployed to the real-world applications of conversational artificial intelligence.
In recent years, there has been a boom in chatbots, virtual assistants and voice-enabled
systems based on conversational AI. At the core of those systems is a dialogue manager.
Most practical applications of conversational AI relied at least partially on rule-based
dialogue management systems. While they provide nearly complete control over the flow
of conversation, they are costly to develop and are perceived by users as rigid and lacking
understanding.

This was the case until the rapid advances of language models based on the transformer
architecture of neural networks and derived generative pretrained transformers (GPT)
[Radford et al., 2018]. Those language models can conduct a conversation on a level
nearly indistinguishable from human communication. Their ability opened the possibility
to utilize language models as neural response generators in conversational AI. However,
using neural response generators based on language models in conversational AI poses
problems connected to dialogue management. Namely, large language models has a limited
ability to follow a goal, they tend to hallucinate facts, it is unclear how to combine them
with rule-based approaches offering control over the dialogue, and the cost to operate a
state-of-the-art language model is exceptionally high. Those facts limit their applicability
to real-world applications. Thus, language models used as neural response generators
opened new research problems.

The main contribution of this thesis is Hybrid dialogue management. Hybrid dialogue
management solves the most pressing issues with large language models in conversational
AI. Hybrid dialogue management provides a Pragmatic level of control to large language
models. The Pragmatic level of control allows us to specify the properties of the generated
response so that the whole flow of the conversation reaches the desired outcome.

We show that thanks to Hybrid dialogue management, smaller and thus cheaper to
operate, architectures of large language models achieve similar or better performance than
significantly larger architectures. Thus, we propose several methods whose combination
and application into dialogue manager addresses all presented limitations of neural re-
sponse generators based on large language models. Namely, they do not aim for specified
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conversation goals, hallucinate, cannot be combined with rule-based systems, and have
high operational costs.

We introduce several methods of dialogue management. We divide the methods into
topic tracking and flow control sub-problems. The topic tracking part of dialogue manage-
ment decides what will be a large topic that the system should focus on in the following
dialogue turns. Flow control makes immediate decisions inside of the dialogue flows.

Moreover, we propose OodGAN, a method to improve the detection of situations when
the flow of the rule-based system is too rigid and unable to handle unexpected user input.
Consequently, switching to a neural response generator capable of flexible reactions would
be advantageous. The proposed method uses a generative adversarial network to generate
synthetic examples for an intent recognition classifier.

In order to minimize the hallucination of the neural response generator and insert
factual information into conversation while keeping the input size into the language model
small, we propose an efficient summarization technique for news articles. The technique is
based on entity recognition and the density of named entities in sentences.

Finally, to show that all proposed methods are interconnected, we propose an architec-
ture of conversational AI, which combines all the proposed methods into a single system.

The need for proposed practical solutions arose thanks to open-domain conversational
AI Alquist [Pichl et al., 2018, 2020b,a, Konrád et al., 2021]. Alquist is a socialbot competing
in the global Alexa Prize Socialbot Grand Challenges organized by Amazon for student
teams. We tested the proposed methods as part of Alquist. Thousands of real-world users
of Amazon’s voice assistant Alexa used Alquist. Thus, it strongly required the proposed
methods to be highly reliable and practical. The fact that Alquist was a global winner of
the Amazon Alexa Prize Socialbot Grand Challenge 4 [Hu et al., 2021], the second-place
winner of Grand Challenge 1 [Ram et al., 2018] and 2 [Khatri et al., 2018], and the third-
place winner of Grand Challenge 3 [Gabriel et al., 2020] serves as proof of the usefulness
of proposed methods.

1.1 Structure of Thesis

We start the thesis in chapter 2 by introducing various theoretical concepts important
for conversational AI, dialogue management and language models. We present a brief
introduction to the theory of conversation useful for conversational AI. Next, we present
a history of conversational AI. We present the main components of conversational AI and
introduce their task. We put particular emphasis on the working principles of language
models. Finally, we present evaluation methods of conversational AI, including important
distinctions between upstream and downstream evaluation.

Chapter 3 proposes a generative adversarial network for out-of-domain data generation.
This method improves the detection of out-of-domain inputs. Out-of-domain detection is
an important feature for a dialogue manager, according to which it can decide when to
switch out of a rigid but expertly designed conversation flow of a rule-based system to a
flexible neural response generator based on a language model. We present state-of-the-
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art approaches and propose the OodGAN. We describe data and metrics, and we present
experiments. Finally, we demonstrate improved performance in out-of-domain detection
in the results section.

Chapter 4 presents a method for summarization of articles as an efficient way to pro-
vide knowledge into a neural response generator based on a language model to ground its
response in the knowledge. Thanks to our proposed method, the dialogue manager can re-
quest knowledge in the form of an article relevant to the recent conversation. Our proposed
method summarizes the core information of the article and uses it in the conversation to
which the neural response generator grounds its response. Grounding limits the neural
response generator’s tendency to hallucinate. We present the state-of-the-art methods in
extractive as well as abstractive summarization. We propose our method together with a
new metric based on named entities. We present data and experiments. Lastly, we present
results and examples of summarizations.

Chapter 5 describes various methods of dialogue management. It describes the distinc-
tion between topic tracking and flow control dialogue management. For the flow control,
it describes Structured topic dialogues and Dialogue trees. For topic tracking dialogue
management, it describes Monolithic topics, Topic graph and Dialogue selector. Finally, it
presents results and their discussion based on experience from their application to socialbot
Alquist. Methods of dialogue management described in this chapter are expanded in the
chapter 6.

Chapter 6 proposes Hybrid dialogue management, which is the most significant contri-
bution of this thesis. First, we present a motivation to use language models in conversa-
tional AI. Next, we introduce a Pragmatic level of control of language models and control
mechanisms of neural response generators. We demonstrate the usefulness of Hybrid di-
alogue management on selected dialogue flows. We propose PraGPT, an efficient large
language mode with the Pragmatic level of control applicable in Hybrid dialogue man-
agement. We introduce the data with their annotations and experiments we performed.
Finally, we present the experiment’s results demonstrating the practical usefulness of the
proposed Hybrid dialogue management based on human evaluation in a real-world appli-
cation.

Finally, chapter 7 concludes the thesis by joining all proposed methods into a single
conversational AI system. It uses Hybrid dialogue management with an efficient language
model PraGPT capable of the Pragmatic level of control as a neural response generator.
The dialogue manager selects the dialogue thanks to the Dialogue selector, drives the
conversation flow thanks to Dialogue trees and decides to switch from a rule-based dialogue
flow to a neural response generator based on the out-of-domain recognition trained on
examples generated by OodGAN. Moreover, the dialogue manager can request knowledge
in the form of a news article, which is summarized by the efficient method using named
entities. The summarization is used to ground the responses of neural response generator
in knowledge.
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Chapter 2

Theory

Chapter theory introduces theoretical concepts of conversational AI, dialogue management
and language models used in this thesis. The following chapters will build on top of the
concepts we introduce.

2.1 Conversation

We must understand human conversations before designing conversational artificial intel-
ligence that communicates in natural language. According to the Cambridge Dictionary,
a conversation is a talk between two or more people in which thoughts, feelings, and ideas
are expressed, questions are asked and answered, or news and information are exchanged
[Conversation]. We also call conversation a dialogue. Human communication is a complex
activity between several players conducted on multiple levels. This complexity makes it an
extremely challenging and intertwined task for encompassing it by technology.

We divide communication into visual, vocal and verbal levels. The visual level includes
gestures, facial expressions or eye contact. Vocal level comprises prosodic features like
accent, tone or voice loudness. And lastly, the verbal level deals with lexis, syntax and
semantics. The verbal level is the bare minimum for a conversation. Thus, it is a level on
which the conversational AI of today most commonly operates.

The discipline that studies conversations is Conversation Analysis [Sacks, 1992]. Har-
vey Sacks, Emanuel Schegloff and Gail Jefferson introduced Conversational analysis in the
late 1960s and early 1970s [Sacks et al., 1978]. The discipline aims to describe and un-
derstand phenomenons and patterns that occur in conversations. The primary method of
conversational analysis is a study of recorded conversations in taped or transcribed forms
[Sidnell, 2010].

2.2 Dialogue Turn

Dividing dialogue into discrete parts is useful for the analysis and algorithmization of
conversation. The dialogue can be thought of as a series of dialogue turns. We can

6
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formally describe the dialogue D as a series of turns T1, T2, ..., Tn. The turns are ordered
by time in which they appear in ascending order:

D = (T1, T2, ..., Tn).

The T1 is the first dialogue turn of the dialogue D, and Tn is the last turn of the dialogue
D. The dialogue turn consists of two utterances. The first utterance of dialogue turn is
called a message. The second utterance is called response. According to the conventions,
a user usually creates the message, and the system creates the response. We can define
the dialogue turn formally as:

T = (m, r),

where m is a message and r is a response. The dialogue turn is closely connected to
the turn-taking principle. The turn-taking principle describes that while one actor in the
dialogue speaks, the other listens. Then the roles switch and the second actor can react.
Thus, the dialogue turn contains exactly one switch of roles.

2.3 Dialogue Utterance

We have already introduced utterances as part of dialogue turn, where they play the role
of message and response. We can represent the utterance as a tuple containing two pieces
of information. The first part of the tuple contains information about who is a speaker
sp of the utterance U . The second part of the tuple contains content u of the utterance
U . Informally, the utterance describes who said what. Formally, we define utterance as a
tuple:

U = (sp, u).

2.4 Segment of Utterance

Segments divide utterances into sub-parts based on their role in the dialogue. Informally,
we can demonstrate segments on dialogue turn t:

t = ((Speaker A, “Do you like ice cream?”),

(Speaker B, “Yes, I like the vanilla flavour. What is your favourite flavour?”)).

The message “Do you like ice cream?” consists of a single segment in the form of a
question. The response “Yes, I like the vanilla flavour. What is your favourite flavour?”
consists of three segments. It starts with the segment “Yes” in the form of agreement.
Next, there is “I like the vanilla flavour” in the form of opinion. Furthermore, there is
“What is your favourite flavour” in the form of a question.
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Dialogue Act Utterance
Statement-non-opinion Me, I’m in the legal department.
Acknowledge (Backchannel) Uh-huh.
Statement-opinion I think it’s great
Agree/Accept That’s exactly it.
Abandoned or Turn-Exit So, -
Appreciation I can imagine.
Yes-No-Question Do you have to have any special training?
Non-verbal [Laughter], [Throat clearing]
Yes answers Yes.
Conventional-closing Well, it’s been nice talking to you.

Table 2.1: Example of the most common dialogue acts in the Switchboard corpus [Jurafsky,
1997]

Formally, content u of utterance U can be divided into segments u = (s1, s2, ..., sn).
The division is based on the role of the segment in the dialogue and utterance. A dialogue
act can describe the role of the segment.

2.5 Dialogue Acts

The dialogue act of a segment of utterance in the dialogue describes what function the
segment serves. Dialogue acts are part of speech acts that appear in dialogues. From
the most basic point of view, each utterance segment plays a role in the dialogue. Some
segments ask questions, others answer, some command and others propose a choice between
several options.

There is no universal set of dialogue acts. Instead, there are multiple sets of dialogue
acts, and their selection depends on the application. The most notable set of dialogue acts
are Dialog Act Markup in Several Layers (DAMSL) proposed by Allen and Core [1997],
set of dialogue acts used in Switchboard dialogue corpus (SWBD) proposed by Jurafsky
[1997], and the MIDAS set introduced by Yu and Yu [2019], which is the newest set of
the three. We present an example of the most common dialogue acts and corresponding
utterances from the Switchboard dialogue corpus in Table 2.1.

2.6 Adjacency Pairs

Alternatively, to dialogue turns, we can describe the conversation as a sequence of adjacency
pairs. Adjacency pairs serve as organizational units of conversation.

Adjacency pairs are defined using utterances [Schegloff and Sacks, 1973]. The adjacency
pair consists of two utterances. The first utterance starts the adjacency pair, while the
second depends on the first. A different speaker speaks each utterance. Both utterances
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Speaker Utterance Dialogue Act
Speaker A Hello! Conventional-opening
Speaker B Hi. Conventional-opening
Speaker A Do you have to have any special training? Yes-No-Question
Speaker B Yes Yes answers
Speaker A Well, how old are you? Wh-Question
Speaker B I’m 36. Statement-non-opinion
Speaker A Who would steal a newspaper? Rhetorical-Questions
Speaker B Exactly! Agree/Accept
Speaker A Excuse me? Signal-non-understanding
Speaker B Oh, fajitas Repeat-phrase
Speaker A I’m sorry. Apology
Speaker B That’s all right. Downplayer
Speaker A Well, it’s been nice talking to you. Conventional-closing
Speaker B Bye! Conventional-closing

Table 2.2: Example of adjacency pairs annotated by SWDA dialogue acts

have a pragmatic meaning. We can use dialogue act to describe this pragmatic meaning.
Most of the conversations can be described by adjacency pairs, and most of the prag-

matic goals of dialogues are reached through their usage. Examples of adjacency pairs can
be to ask question and provide response, greet and greet in return or make an offer and
accept it or refuse it. We show examples of adjacency pairs in Table 2.2.

Conversational AI must understand and use adjacency pairs correctly. We can calculate
probabilities of transitioning between the dialogue act of the first utterance of the adjacency
pair and the dialogue act of the second utterance of the adjacency pair as a Markov decision
process. The calculated Markov decision process can serve as a guiding element for response
selection or generation of conversational AI [Boyer et al., 2009].

Until now, we introduced adjacency pairs, assuming each utterance consists of a single
segment. However, adjacency pairs can also be extended to work with segments of utter-
ances. The only difference is that the utterance can have as many pragmatic meanings
described by dialogue acts as segments contained in it. We show examples of adjacency
pairs extended to segments of utterances in Table 2.3.

2.7 Conversational AI

Conversational artificial intelligence is a computer program that conducts conversation in
natural language. Those computer programs are also called dialogue systems, dialogue
agents, conversational agents or chatbots. Their application ranges from simple agents
booking a flight up to complex systems able to conduct therapeutical sessions. Conver-
sational AI needs a medium through which it communicates. If the medium is text, we
speak about text-based conversational AI. If the medium is voice, the conversational AI
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Speaker Segments of Utterances Dialogue Acts
Speaker A Hello! Conventional-opening

How are you? Open Question
Speaker B I’m good. Statement-opinion
Speaker A Would you like to join me? Yes-No-Question
Speaker B No, No answers

I have to go. Statement-non-opinion
Bye! Conventional-closing

Speaker A What will the weather be like? Wh-Question
Speaker B Sorry, Apology

I don’t know. Statement-non-opinion
Why do you ask? Wh-Question

Speaker A Excuse me. Signal-non-understanding
Why would I do that? Rhetorical-Questions

Speaker B I’m sorry. Apology
That’s all right. Downplayer

Table 2.3: Example of adjacency pairs extended to segments of utterances

is voice-based. We speak of multimodal conversational AI if the conversational AI uses a
combination of text and voice and possibly other modalities as well.

We can divide the conversational AI into two groups: goal oriented and open domain.
The goal oriented conversational AI aims to reach a predetermined goal via conversation.
The goal is to solve some task. In traditional settings, it can be restaurant table reser-
vation, providing sightseeing information or booking a flight. Despite many challenges
that goal oriented conversational AI faces, goal oriented conversational AI’s complexity
is smaller than open domain counterparts in several aspects. The main reason is that it
operates in a tightly limited domain. Thus, the complete intricacy of communication can
be artificially limited for this reason, and many of the more advanced understanding and
communication techniques are not necessary. The open-domain conversational AI conducts
dialogues without any strict limitations regarding the topics. An example of such dialogue
can be chit-chat. The open-domain dialogue systems do not focus on solving particular
task. However, it can fulfil user’s requests, guide them through multi-step processes or
solve some assignments as a part of a conversation.

Conversational artificial intelligence is rarely a monolithic program. It consists of sev-
eral components. We show the schema of conversational AI in Figure 2.1. We can arrange
components according to the order in which they process the input utterance. Automatic
speech recognition is the first component of conversational AI that uses voice modality.
Components jointly referred to as natural language understanding follow next. They are in-
tent recognition, out-of-domain recognition, entity recognition or dialogue act recognition.
Each conversational AI can have a different composition of natural language understanding
components, which depends on its task. The output of natural language understanding
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Natural Language Understanding
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Entity
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Dialogue Act
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GenerationText-to-Speech Knowledge
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Figure 2.1: Components of conversational AI

is passed into dialogue management. Dialogue management is the only strictly stateful
component of conversational AI. It decides the following action of the system based on
the results of natural language understanding, the state of the dialogue and information
retrieved out of the knowledge base. The information retrieved from the knowledge base
might be preprocessed by a summarization algorithm either before they are stored or after
they are retrieved from the knowledge base. Next, there are components responsible for
response generation. Those components are usually closely tied to dialogue management.
Thus, the boundary between dialogue management and response generators might not be
strict in practice. Lastly, there is a text-to-speech component for the conversational AIs
using voice modality. We will present the components of conversational AI in the following
section, which are relevant to the methods we propose. Nevertheless, first, we will present
the most notable milestones in the history of conversational AI.

2.8 History of Conversational AI

The foundation work of conversational AI was conducted by Alan Turing in 1950. Turing
[1950] proposed the Imitation game, better known as the Turing test nowadays. Turing
intended the Turing test as a method to prove or disprove the intelligence of a machine.
Player A, player B, and judge C occur in the test. Player A and player B conduct natural
conversation using only text. One of the players is a human, and the second is a machine.
Judge C is human and observes the conversation without knowing who is human and who
is the machine. However, judge C knows that one of the players is the machine. The goal of
judge C is to determine which of the two players is the machine. Alan Turing argued that
if the judge cannot distinguish whether the machine is player A or B, the machine would
pass the test. Passing the test implies that the machine possesses intelligence comparable
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to humans. An annual Loebner Prize uses the principle of the Turing test to evaluate
conversational systems. The competition awards conversational systems that appear to be
the most human-like, according to judges. However, there is a criticism of this approach
of testing the intelligence of a machine.

Searle [1980] pointed out that even if a machine behaves in a human-like manner, it
does not prove its intelligence or understanding. Searle demonstrated his point by using a
thought experiment called Chinese Room. Imagine that there is a machine able to pass a
modified version of the Turing test. The modified version tests the ability of machine to
conduct conversation in Chinese. A judge fluent in Chinese gives input to the machine,
and the machine processes input and responses in Chinese. The machine passes the test
if the judge cannot distinguish whether they communicates with another Chinese speaker
or machine. According to the Turing test, passing the test should imply that the machine
understands Chinese.

However, Searle presents follow-up arguments indicating that the machine does not
understand Chinese. Imagine that person would take the place of the machine. If we give
the person algorithm of the machine, enough paper and plenty of time, the person can
follow the steps of the algorithm and produce the same response in Chinese as the machine
would, even if the person does not speak or understand Chinese. Thus, the argument
of the Chinese room demonstrates that the Turing test does not prove intelligence or
understanding of the same principles as humans possess. Nevertheless, the Turing test was
the first step towards developing conversational AI.

The next notable milestone in conversational AI was a system called ELIZA proposed
by Weizenbaum [1966]. ELIZA is a computer program that enables natural conversation
between computer and human. The program uses scripts that describe its communication
capabilities. The script contains pattern-transform rules. ELIZA searches for a pattern in
each user input and transforms the input into output according to the transformation rule
associated with the pattern it finds.

The script for which ELIZA is the most famous is the DOCTOR script. This script
simulates a Rogerian psychotherapist. The Rogerian school of psychotherapy utilizes a
communication style in which the therapist repeats the patient’s words or reformulates
the patient’s statements to questions. Thus, no fundamental understanding or additional
knowledge of the world is needed. This style of communication well suited the initial
conversational AIs. Thus, ELIZA was the first system to attempt the Turing test with
promising results.

IBM made a subsequent notable step in conversational AI with its system called Watson
[Ferrucci et al., 2010] some 40 years after ELIZA. Even though Watson is not a system
primarily aimed at conversation, it brought the public’s attention to the ability of AI to
answer questions in natural language. Watson demonstrated this competence by winning
the quiz show Jeopardy. It stood against two human champions of this game.

The Watson was built using IBM’s DeepQA and Apache’s Unstructured Information
Management Architecture frameworks. Frameworks unite several algorithms for natural
language understanding, information retrieval, reasoning, and machine learning. Watson
used ontological databases like Yago, DBpedia or WordNet as knowledge bases, out of
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which it constructed answers. The IBM team responsible for creating Watson combined
those algorithms and databases into a unified system capable of open-domain question
answering.

Siri was the first system that opened up the era of virtual assistants. It was released
by Apple in 2011 as a part of its mobile operational system iOS 5 installed on iPhone 4S.
Siri enabled users to ask factual questions and control the phone’s functions via voice, like
setting reminders, dialling calls or setting alarms, and controlling smart home appliances.
Next, Amazon introduced Alexa-powered Echo devices in 2013. It transformed mobile
smart assistants into smart home speakers. Moreover, Alexa was the first smart assistant
allowing developers to extend its capabilities through skill development. Finally, Google
released its Google Home smart assistant in 2016. Subsequent generations of Google Home
devices included Google Home Hub, the first smart speaker with a screen, making multi-
modal responses possible.

The next phase of the history of conversational AI began in 2016 when Facebook al-
lowed programmatic access to its messaging platform Messenger. This event started a
boom of chatbots. Many companies started to deploy simple, goal-oriented chatbots to
their Messenger accounts. Many chatbots were subsequently deployed to websites, too.
The main premise was to automate responses to as many customer questions and requests
as possible, with the remaining questions and requests directed to human operators. The
boom of chatbots also led to the development of NLU and dialogue management tools
in the form of online commercial services and open-source libraries. Additionally, new
professions like conversational designer or conversational analyst were born as chatbot de-
velopment became its discipline. In general, chatbot’s main contribution was to bringing
conversational AI into the mainstream, and they helped create an ecosystem of tools for de-
veloping conversational AI. However, chatbots saw success only in narrow and constrained
applications. Thus, they never accomplished the promised usefulness, mainly due to lim-
ited understating, constrained dialogue scenarios they could handle, and a limited set of
prescripted responses.

In 2016, Amazon announced the Alexa Prize competition [Ram et al., 2018]. It aimed
to advance the development of conversational AI. Alexa Prize is a worldwide competition
for teams of students. The competition’s goal is to create a coherent and engaging social-
bot capable of conversing about popular topics. The competition’s grand challenge is to
conduct such a conversation for 20 minutes. Amazon provides research grant for university
teams selected to participate and prize money for the top three socialbots. Since 2016,
there have been five instalments of Alexa Prize challenges. Each round of competition
attracted the attention of the world-leading universities in research and development of
conversational AI, like Stanford, University of Washington or Heriot-Watt University. The
team of Czech Technical University in Prague was second place winner in the first and
second instalments, third place winner in the third instalment and winner of the fourth
instalment of the competition. The competition brought numerous innovations in nat-
ural language understanding, dialogue management, response generation and knowledge
management in open-domain conversations. Moreover, those innovations were tested in
practice by users of Amazon Alexa. Thus, competition highlighted many limitations in the
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practical application of approaches proposed by academia, like inference time or memory
requirements, which teams must solve. The grand challenge of 20 minutes long, coherent
and engaging conversation remains yet to be broken.

In 2017, Vaswani et al. [2017] proposed a novel architecture of neural network called
Transformer, which proved successful in text processing applications. Radford et al. [2018]
utilized the novel architecture in 2018 by proposing a Generative Pretrained Transformer
(GPT). Their work demonstrated that language models can learn to generate fluent texts
and acquire world knowledge by training on a large and diverse corpus of long texts. The
proposed approach was scaled up in terms of a number of model parameters in subsequent
works proposing GPT-2 [Radford et al., 2019] in 2019 and GPT-3 [Brown et al., 2020]
in 2020. The GPT-3 achieved remarkable progress in language generation and numerous
zero-shot tasks. A significant proportion of the tasks have an application in conversational
AI. The progress in this area gradually brought attention from rule-based dialogue systems
to data-driven approaches based on large language models.

The proposed advances in language models inspired research of neural response gener-
ators trained on a large corpus of conversations. Zhang et al. [2019] proposed DialoGPT.
DialoGPT is based on the architecture of GPT-2. Zhang et al. [2019] demonstrated that
DialoGPT initialized by weights of GPT-2 and later finetuned on a corpus of comments
extracted from Reddit generate relevant, contentful and context-consistent responses. How-
ever, the authors pointed out that responses generated by DialoGPT might be considered
unethical, biased or offensive.

Meena [Adiwardana et al., 2020] is another neural response generator proposed by
Google Research. The Meena is larger in number of parameters than DialoGPT (176M
parameters vs 2.6B parameters) and was trained on 40B words from public domain social
media conversations. The authors proposed two human-evaluated metrics: sensibleness
and specificity. Sensibleness means that the response makes sense in the given conversa-
tion. Specificity means that the response is tailored to the current conversation and can
not be used in other contexts. Thus, specific responses are not vague. The experiments
with Meena showed that its sensibleness and specificity achieved higher results than other
baseline systems, including DialoGPT.

Finally, there is a BlenderBot proposed by Roller et al. [2020]. The first BlenderBot is
a neural response generator trained on the Blended Skill Talk dataset. The Blended Skill
Talk dataset seamlessly combines skills of using empathy from the EmpatheticDailogues
dataset [Rashkin et al., 2018], pretending personality from the PersonaChat dataset [Zhang
et al., 2018b] and utilizing knowledge from the Wizard of Wikipedia dataset [Dinan et al.,
2018] in the same dialogue. The next breakthrough was BlenderBot 2.0 [Komeili et al.,
2021, Xu et al., 2021a]. The system can simultaneously search the internet for knowl-
edge and build long-term memory. Both BlenderBot and BlenderBot 2.0 outperformed
DialoGPT and Meena in benchmarking tasks. The latest version is BlenderBot 3.0 [Shus-
ter et al., 2022]. The system is based on the OPT-175B language model [Zhang et al.,
2022]. Whereas BlenderBot 2.0 used several distinct models for subtasks like generating a
query to the internet, retrieving knowledge from the long-term memory or response genera-
tion, BlederBot 3.0 uses OPT-175B for all subtasks. The authors demonstrated significant
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improvements in BlenderBot 3.0 over BlenderBot 2.0.

The latest progress in conversational AI was achieved thanks to prompting. Prompting
is a method in which we specify task for a language model using description in natural
language. Optionally, we can add a few solved instances of the problem. We insert the
description and solved instances into the model, and the model outputs the solution to
our problem. This works in large language models to some extent. However, because
large language models are trained only to predict the next probable word, the number
of times they fail at task described via prompt is high. Instead, we want to teach the
model to perform the specified task. Google researchers made initial attempts with their
Text-to-Text Transfer Transformer, simply T5 [Raffel et al., 2020]. They demonstrated
that the model performs well on several tasks, like translation, question answering, and
classification, if they provide the task description and input to the model as a text and
train the model to generate some target text. This allowed them to use the same model,
loss function, and hyperparameters for multiple tasks simultaneously. However, the T5’s
need for task training is not considered a classical prompting.

Ouyang et al. [2022] proposed InstructGPT, the first model capable of prompting.
The InstructGPT was trained to be aligned with the prompt through reinforcement learn-
ing from human feedback. The authors demonstrated that it significantly improves the
alignment with humans on several prompt-described tasks. The next step was ChatGPT
[OpenAI, 2023b], which was trained in the same way as InstructGPT, plus it was trained
to interact with users via conversation. This allows users to ask follow-up questions or
request changes in the produced outputs. Despite its name, the ChatGPT was not trained
to be used as a neural response generator for conversational AI. However, it can be directed
to behave as such by proper prompting. Finally, GPT-4 [OpenAI, 2023a] scales up the size
of any previous GPT model, achieving better results and adding multimodal inputs.

The state-of-the-art language models are currently mainly accessible through API, and
the weights or model architectures are scarcely available to the research community. The
additional problem is that training state-of-the-art language models capable of following
prompts is exceptionally costly. The prices for training reach millions of dollars. For those
reasons, there is an active field of research on prompt-following language models, which
are significantly cheaper to train and have lower operating costs. The trend started with
model LLaMA proposed by Touvron et al. [2023]. LLaMA is a language model with 7B,
13B, 33B and 65B parameter variants. Authors released the weight of this model for the
research community. Next, Taori et al. [2023] proposed Alpaca-7B. Alpaca-7B is based on
LLaMA 7B. It was finetuned on 52K instruction following examples created by Instruct-
GPT. According to the team, the generation of training examples costs approximately 500
dollars, and the model training costs around 100 dollars. Alternatively, there is a Vicuna
[Chiang et al., 2023] whose overall training cost was only approximately 300 dollars. Such
models open possibilities for applying them to conversational AI with reasonable costs.

In the following sections, we describe the essential components of conversational AI
with a particular focus on components relevant to the thesis.
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Figure 2.2: Intent recognition using local and global intents

2.9 Intent Recognition

The intent, in general, is an aim to perform some task. In natural language understanding
and conversational AI, the intent represents a user’s action in the conversation. The action
is represented in the user’s input. If a user says “I want to chat about music,” for example,
the intent of this input is to have a conversation about music. Intents are an important
feature for a dialogue manager based on which it decides what action the system takes
next. We can divide intents into two groups based on their dependency on the state of the
dialogue and priority. There are local intents and global intents.

Local intents are dependent on the state of the dialogue. Specific local intents can be
recognized only in certain states of the dialogue. For example, the system might ask the
user for his favourite type of cuisine. In this state of the conversation, the system can
recognize local intents corresponding to the type of cuisine the user likes, like Like-greek,
Like-italian or Indifferent intents. Local intents are crucial for the system’s ability to
continue in the flow of the conversation. They are also more specific for the given dialogue
state than global intents. Thus, they have priority over global intents.

Global intents are much less dependent on the state of the conversation. Global intents
can be recognized in user inputs in several states of conversation. For example, there can
be global intent Help that explains what the conversational system is capable of, Repeat
that repeats the last system’s message, or Stop that ends the conversation. Global intents
are primarily intended to direct and influence the state of the whole system. We present
an example of local and global intents in Figure 2.2.

From a technical point of view, intent recognition is a text classification task based
on semantic similarity. The task of intent recognition is to classify the user’s input into
one of the local or global intent classes. The set of intent classes depends on the state
of the conversation. Formally, the intent recognition component is trained to maximize
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the conditional probability pθ(i|x) through maximal likelihood estimation, where i is the
intent of the input message x. Moreover, i ∈ IL ∪ IG, where IL is a set of local intents
and IG is a set of global intents. During the inference, the intent recognition component
selects the intent in from a set of supported intents I = IL∪IG, maximizing the conditional
probability

in = arg max
I
pθ(I|x).

We make a strong assumption in the formal definition of the task. The assumption is
that we can classify all user inputs to the set of intents our system can handle. However,
there are inputs for which this assumption does not hold. Thus, we introduce out-of-domain
recognition.

2.10 Out-of-domain Recognition

Out-of-domain (OOD) recognition is an essential task in natural language understanding.
The task is to recognize whether or not a given user utterance belongs to the in-domain
(IND) distribution. Users usually do not know the limitations of a voice application and
assign requests that the system can not act upon. These requests are referred to as OOD
since these do not belong to the application’s domain. Dialogue managers of conversational
AI should be able to handle OOD utterances robustly by not taking unintended action or
giving wrong or nonsensical responses, leading to a poor user experience. The problem
of OOD handling is divided into two steps. The first is to robustly recognize that the
given input is out of domain. The second step is to select an action that handles the
out-of-domain input.

OOD recognition is a task closely related to the intent recognition task. Thus, we
can approach OOD recognition as an extension of intent recognition. There are three
techniques we can use. The first technique adds OOD as another intent to the intent
recognition component. Thus, if the intent recognition component initially recognized n
intent classes, we train the model to recognize n + 1 intent classes. The (n + 1)th class
represents the out-of-domain class. We can describe the problem formally as

i = arg max
y∈I∪ood

pθ(y|x),

where pθ(y|x) is the conditional probability of user message x having an intent I or being
classified into out-of-domain class ood. In other words, the intent classification selects the
most probable intent class or out-of-domain class for user message during inference. The
set of all possible intents can be a combination of local and global intents as described in
section 2.9.

The advantage of classifying OOD as (n + 1)th intent class is its simplicity because
we can apply standard methods of intent recognition for this task. The downside of this
method is that it requires us to collect OOD data for training before we can deploy the
combined intent and out-of-domain classifier to conversational AI.
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The second approach is a slight variation of the first. Foremost, we conduct binary
classification, determining whether the input is in- or out-of-domain. We classify the
intent class in the second step. The second step follows only if the input is classified as
in-domain. Formally, we perform this two-step procedure:

z = arg max
y∈(ind,ood)

pφ(y|x)

i =

{
arg maxy∈I pκ(y|x) if z = ind

ood if z = ood
,

where in the first equation pφ(y|x) is the conditional probability of user message x
being in in-domain class ind or out-of-domain class ood. The second equation determines
the intent i using conditional probability pκ(y|x) of user message x having an intent I
if the result of the first binary classification is ind. It classifies user message x as ood
otherwise. This method shares advantages and disadvantages with the first method. The
only difference is slightly higher complexity stemming from a two-step procedure.

The third method uses a threshold on the classifier’s output probability distribution.
In this approach, we train the classifier to recognize intent classes. Next, we specify the
threshold on the confidence of the most probable class that the intent classifier outputs.
If the confidence is below the threshold, we classify the input message as out-of-domain.
Formally, we apply the decision process:

i =

{
arg maxy pIC(y|x) if maxy pIC(y|x) > λ

ood if maxy pIC(y|x) ≤ λ
,

where λ is the threshold. We use a validation set to select the best threshold based
on the requirements of the final application. Applying a threshold to out-of-domain recog-
nition does not need training OOD data. The OOD data are needed only as a part of a
validation set for selecting the optimal threshold.

We present more information regarding out-of-domain recognition in Chapter 3, which
proposes a novel approach for generating OOD data from in-domain intent training exam-
ples.

Once the system recognizes an out-of-domain input message, it has to handle it by
producing a response. We can select different strategies for goal-oriented and open-domain
dialogue systems. Recognizing the OOD input in goal-oriented dialogue systems is much
more critical. The reason is that misclassified out-of-domain messages can cause the system
to take unexpected action and fail. System failure would be especially problematic in
critical applications like voice banking. However, the system does not need to produce
specific answer. A simple fallback response like “Sorry, I can’t do that.” or “I don’t
understand you.” usually works well. Despite this fact, more advanced response generation
is possible.

The situation in the open-domain is reversed. As such voice applications are intended to
conduct a conversation in a non-critical fashion, individual and rare errors of out-of-domain
recognition are not considered futile for the whole conversation. However, the simple
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handling response can be applied only a few times before users notice the repetitiveness.
Consequently, users rate the conversational experience poorly. Our proposed solution to
this problem is Hybrid dialogue management, which uses a neural response generator with
a Pragmatic level of control. We describe the solution in detail in Chapter 6.

2.11 Entity Recognition

Entity recognition is a task of information extraction. Its goal is to extract entities from a
given text and classify them into predefined categories. Person, Location, or Organization
can be examples of entity categories. More specifically, entities that refer to physical
objects are called Named Entities. However, entities generally do not have to refer to
physical objects. They can also refer to activities, concepts, and temporal or numerical
expressions.

There were different methods proposed for entity recognition. A classical approach is to
use linguistic grammar-based techniques. Such techniques usually achieve good precision.
However, those techniques lead to low recall because those methods rely on extensive engi-
neering of linguistics rules. The state-of-the-art approaches utilize neural network models.
Open source NLP frameworks that support NER include Stanford CoreNLP [Manning
et al., 2014], which implements linear-chain conditional random fields. SpaCy [Honnibal
and Montani, 2017] implements a combination of convolutional neural networks and long
short-term memory neural networks. Lastly, there is Flair [Akbik et al., 2019], which uses
a bidirectional-LSTM neural network. BERT [Devlin et al., 2018] architectures based on
Transformers [Vaswani et al., 2017] have gained popularity over the last year despite high
requirements on computational resources. The disadvantage of these approaches is the
necessity to collect a large number of annotated data.

The classical benchmark dataset for entity recognition is CoNNL-2003 [Sang and
De Meulder, 2003]. The CoNNL dataset distinguishes four types of named entities: per-
sons, organizations, locations, and miscellaneous names. The named entities are annotated
using the IOB format, which assumes that entities are nonrecursive and non-overlapping.
IOB format consists of three types of tags. Tags I-ENTITY mark words that are named
entities. Tags B-ENTITY indicate words that are named entities but are not part of the
previous entity. B-ENTITY tags are used only if the previous token was I-ENTITY of the
same type. Thus, the B-ENTITY tag works as a boundary between two entities of the
same type. Moreover, the O tag indicates that a word is not a part of an entity.

Metrics measuring the performance of entity recognition systems are precision, recall,
and F1 score. Precision measures how many selected items are relevant. Recall measures
how many relevant items are selected. The F1 score is the harmonic mean between Pre-
cision and Recall. However, there are problems with the calculation of these metrics in
the case of entity recognition. The main problem arises for partially correct entities. Such
entities are not a complete failure nor a total success. Examples can be an entity with more
tokens selected than desired, fewer tokens selected than desired, or an entity with a wrong
classification label. One approach is to measure a fraction of tokens which were classified
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correctly. However, this approach makes a system’s performance seem disproportionately
high because most tokens are not part of the entity. Thus, the system predicting not an
entity for all tokens achieves an accuracy of more than 90% under usual conditions. Also,
such a measurement does not penalize the wrong span of an entity. If the entity is a name
and the system selects only the first name without a family name, the system achieves 50%
accuracy.

Sang and De Meulder [2003] describe CoNNL benchmark metrics as follows: Precision
is the number of predicted entity name spans that line up precisely with spans in the gold
standard evaluation data. The recall is the number of names in the gold standard that
appear simultaneously in the predictions. Moreover, the F1 score is the harmonic mean
of these two. It means that if the model makes a classification error on a single token of
an entity, then the whole entity is considered an error. Thus, this measure is pessimistic,
given that many errors are close to correct prediction and might be enough for a given
application. For these reasons, examining the selected system’s errors and deciding how
important they are for application is beneficial.

The entity recognition helps conversational AI system to recognize entities users are
mentioning. Dialogue manager can request additional information about recognized enti-
ties, which can be presented to the user as part of the response. Moreover, it can change
the state of the dialogue according to it. Lastly, it can store the recognized entities in the
corresponding user profile fields. We also propose a summarization method which utilizes
named entities in Chapter 4.

2.12 Dialogue Management

Dialogue management is a task conducted by the dialogue manager. Dialogue manager is
a central component of conversational AI, which we can imagine as the brain of the whole
system. It selects the optimal actions of the whole system. Dialogue manager is the only
stateful component of conversational AI. The dialogue manager builds and maintains the
state of the conversation based on the input of the user processed by NLU components. It
selects the next action according to the state.

We can divide actions into several categories. Action most commonly represents a
response generation. Action can also represent a query to the knowledge base, thanks
to which the dialogue manager obtains the information it needs for the following action
decision or response generation. Finally, the action can also represent an executable code.

The decision process of dialogue management can be divided into two layers. The first
is topic tracking, and the second is flow control. At the topic tracking level, the dialogue
manager keeps track of the recent topic of the dialogue, updates it based on the user’s
messages and changes it according to its strategy. Topic tracking is a high-level decision
process that helps dialogue manager select appropriate conversation areas. The flow control
follows. In most cases, the dialogues which the conversational system can conduct with
users are represented as state space with transitions between states. We call the states with
transitions the dialogue flow. Thus, in flow control, the goal of the dialogue manager is to
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keep track of and update the recent state. We can implement both flow control and topic
tracking as a rule-based system, as well as machine learning-based systems. We propose
topic tracking and flow control methods in Chapter 5.

The dialogue manager is also responsible for handling problematic states of the dialogue.
There can be silence in voice-based conversational AI, automatic speech recognition might
transcribe voice into text with low confidence, computation of any other component of
conversational AI can end in error, or the out-of-domain detection recognizes unexpected
user messages into the system. The dialogue manager has to have tactics for those events.
We propose a method for out-of-domain recognition in Chapter 3 and subsequent handling
in Chapter 6.

In many systems, the response generation depends on the state of the dialogue. Because
the state of the dialogue is represented by the dialogue manager, the dialogue manager
participates in response generation. Thus, the border between response generation and di-
alogue manager is not strictly defined in all systems. In our proposed work, we understand
response generation as part of dialogue management.

2.13 Summarization

Automatic text summarization is an essential task of natural language processing. The goal
is to describe a text accurately, be it a news article, a web page, or a paragraph of a book,
using shorter text. The shorter text can be a paragraph, sentence, or even a few words.
Automatic text summarization is a challenging problem for automatic systems because
they must excel in multiple areas simultaneously. They have to understand the original
text’s meaning, understand which passages are important and which can be excluded, and
generate meaningful and grammatically correct summarizations.

We generally divide text summarization algorithms into two categories, extractive and
abstractive. Extractive summarization algorithms choose pieces from the original text,
usually sentences, and combine them to form a summary. From a high-level perspective,
most extractive summarizers follow the same two steps: Score all sentences first. Pick N
sentences with the highest score next. The main difference between individual extractive
methods is how they score sentences. The advantage of extractive methods is that no
matter how simple the method is, it always produces syntactically correct sentences, even
though they may not be useful summaries. On the other hand, there is a disadvantage
too. Extractive summarizers are limited in what they can predict by the sentences of the
source text. Thus, more elaborate summaries are out of their reach.

Abstractive summarizers generate summaries consisting of novel sentences not part of
the original text. Abstractive summarization algorithms are usually more complex because
they have to understand the input text, find the most relevant passages, and generate
syntactically correct sentences as summarization. Such a task is nearly impossible for hand-
written rules. However, recent machine learning advances, particularly neural networks,
make abstractive summarization possible. Moreover, neural networks represent the current
state-of-the-art in abstractive summarization.
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Summarization is a well-suited method for incorporating knowledge from longer texts
into conversation. The algorithms can shorten a long text into a passage, which can
be better utilized in conversation. Shorter texts that grasp the original article’s main
message are generally better to keep the user engaged. Moreover, summarizations are
more advantageous than whole articles for the limited input size of large language models.
Summarization can serve to ground text generated by a large language model in knowledge.
Also, summarization generally does not make any assumption on the article’s structure.
Thus, even when the headline or initial passages are not helpful, the summarization can
extract or construct sentences representing the meaning of a whole article. We propose a
method of summarization based on named entity recognition in Chapter 4. Furthermore,
we utilize the summarizations of articles in Hybrid dialogue management, which we propose
in Chapter 6.

2.14 Language Models

The language model is a model that assigns probabilities to sequences of words. [Jurafsky
and Martin, 2022] Language models are helpful in many problems of conversational AI, like
automatic speech recognition, machine translation or information retrieval. The language
model’s ability to generate text is the most important for our work. While a language
model is not considered to be a traditional component of conversational AI systems, we
present them for their usefulness and their crucial role in the work we propose in Hybrid
dialogue management described in Chapter 6.

The language model can be realized using n-grams or neural networks. Neural network-
based language models utilize feed-forward neural networks, original recurrent neural net-
works, long-short-term-memory neural networks or transformer-based architectures of neu-
ral networks. We use text corpora to learn the parameters of the language model.

2.14.1 N-gram Language Models

The n-gram language model assumes that a word’s probability in a sequence can be de-
termined using a limited size window of previous words. [Markov, 1913, Shannon, 1948]
We use the window size to name the n-gram model. If we use a window of one word, we
call the model bigram model. If we use a window of two words, we call the model trigram
model. We call models using longer windows n-gram models. The general rule is that the
n-gram model uses a window size of n−1 words. The larger the context we use, the better
the language model represents the corpora we used for training.

The n-gram model calculates the joint probability of a sequence of words as a product
of conditional probabilities of words in a sequence given their window of previous words.
In other words, the n-gram model uses the chain rule of probability. Formally, the n-gram
model calculates the probability P (w1, w2, ..., wn) of sequence of words w1, w2, ..., wn using
the formula
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P (w1, w2, ..., wk) =
k∏
i=1

P (wk|wk−(n−1), ..., wk−1).

We can calculate the conditional probability of a word given a window of previous words
using the formula

P (wk|wk−(n−1), ..., wk−1) =
|wk−(n−1), ..., wk−1, wk|
|wk−(n−1), ..., wk−1|

,

where |wk−(n−1), ..., wk−1, wk| denotes the number of times we observed a sequence of
words wk−(n−1), ..., wk−1, wk in the training corpora.

With the growing size of n-grams, the problem of never-observed sequences of words
becomes more severe. Thus, we use smoothing strategies to mitigate the problem. One
such strategy is adding 1 to calculated occurrences of all n-grams. This strategy is called
the add-one strategy or Laplace strategy. [Jurafsky and Martin, 2022] Instead of 1 we can
also add constant k which is between 0 and 1. This method is called add-k smoothing. The
last smoothing methods we will mention are the backoff and interpolation. Both methods
use a combination of several n-gram models to calculate the probability of word sequence.

The backoff method works with the assumption that there are cases in which it is
better to use less information. The backoff method uses the n-gram model if it contains a
probability of a word given a context window. If n-gram does not contain the probability,
it backoffs to using the probability of (n-1)-gram. If there is no probability in (n-1)-gram,
it can go down to (n-2)-gram and possibly down to the uni-gram model.

The interpolation method uses a weighted mix of several n-gram models. To illustrate
the interpolation method, we show how to estimate the probability of the tri-gram model
P (wk|wk−2, wk−1). We use the formula

P (wk|wk−2, wk−1) ≈ λ1P (wk) + λ2P (wk|wk−1) + λ3P (wk|wk−2, wk−1).

Moreover, the λ1, λ2, and λ3 must sum to 1

λ1 + λ2 + λ3 = 1.

Both in the add-k smoothing and interpolation, there is the problem of selecting the
values of k and λn parameters. We select the best-performing parameters by evaluating
the model using the development corpora. We use perplexity to measure the quality of the
language model on the corpora.

Generating sentences out of language model is crucial in question answering, machine
translation or response generation. To generate a sentence from the n-gram language
model, we first select the initial n-gram based on its probability. If we select the most
probable n-gram, we call this method greedy. We call the method sampling if we select
the n-gram based on its probability, with more probable n-grams having a higher chance
of selection than the less probable n-grams. Next, we use the selected n-gram and use it as
a context word for selecting the next word using greedy selection or sampling. We iterate
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this process moving forward with the context window at each step until we select a special
word representing the end of the generation.

The problem with n-gram language models is that with the larger n, the number of pa-
rameters of a model increases exponentially. Also, n-gram language models cannot transfer
knowledge learned on the training set to the testing set. For those reasons, approaches to
language modelling utilizing neural networks were proposed.

2.14.2 Feed-forward Neural Network Language Models

Bengio et al. [2000] proposed using neural networks as language models. The method
utilized a feed-forward neural network. The feed-forward neural network approximated the
probability of the word in the sentence using the window of several previous words. This
approach is similar to n-gram models except that words are encoded using embedding into
continuous space. The main advantage of embedding is that words with similar semantics
share similar features in the embedding space. This fact allows the neural network-based
language model to generalize knowledge from the training set to the unobserved sequences
of the testing set.

We train the neural network using the back-propagation algorithm by minimizing the
cross-entropy loss. During the prediction of the probability of the next word using the
trained language model, we first encode the words out of the window as embedding vectors

en = Exn,

where xn is a one-hot encoding of context word, E is embedding matrix and en is
embedding vector of context word. Next, we combine the embedding vectors. Two popular
approaches are to concatenate and average the embedding vectors

e = en−2 ⊕ en−1 ⊕ en,
where ⊕ represents average or concatenation operation and e is resulting embedding

representation of window of context words. We apply a fully connected layer of neural
network to the embedding vector. The fully connected layer consists of matrix W , bias
vector b, and non-linear function σ,

h = σ(We+ b),

where h is a resulting vector. Popular choices of non-linear functions include sig-
moid function σ(x) = 1

1+e−x
, ReLU function ReLU(x) = max(0, x) or hyperbolic tangent

tanh(x) = ex−e−x
ex+e−x

. We apply the next fully connected layer with its matrix W1 and bias
vector b1 in the following step. We apply several fully connected layers in a row. Finally,
the last fully connected layer of the neural network uses the softmax function instead of
the non-linear function σ

softmax(xi) =
exi∑K
j=0 e

xj
,
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y = softmax(Wih+ bi),

where y is a vector whose dimension is equal to the size of the vocabulary of the
language model. Each element of vector represents probability P (wt = j|wt−3, wt−2, wt−1)
of jth word in vocabulary appearing after the words wt−3, wt−2, wt−1 present in context
window.

The generation in the case of neural networks works analogously to n-gram models.
First, we generate the first word of a sentence by passing the special start of sentence
words as input to the feed-forward neural network. Again, we can use the greedy method
or sampling to select a word out of the probability distribution produced by the softmax
function. Next, we use the generated word as context for generating the next word. We
iterate the process while moving the context window until the model generates a special
end-of-sentence word.

Neural networks are better in language modelling than n-gram models because they
generalize better. Their better generalization is achieved thanks to embedding and the
smaller number of parameters. However, the explainability of neural networks is signif-
icantly smaller than that of n-gram models. Also, like n-gram models, neural networks
approximate the probability of a word in a sentence using only a limited window of previ-
ous words. Thus, neural networks can not model longer dependencies between words. For
this, we have to introduce recurrent neural networks.

2.14.3 Recurrent Neural Network Language Models

Recurrent neural networks [Rumelhart et al., 1985] are designed to represent a prior context
of an arbitrary number of words. The recurrent neural network uses recurrent connections,
allowing prediction to be conditioned by all previous predictions directly or indirectly.
While the rationale behind a specific prediction of recurrent neural networks is even harder
to explain than in the case of feed-forward neural network-based language models, it was
shown that recurrent neural networks are very effective in language modelling. [Mikolov
et al., 2010]

N-gram models and language models based on feed-forward neural networks approx-
imate the probability of a word in a sentence using the probability of a word given the
context of several preceding words. A recurrent neural network models the probability of
a word in a sentence using all previous words. Formally, while n-gram and neural network-
based models approximate the probability of a word using P (wt|wt−(n−1), ..., wt−1), the
recurrent neural networks model the probability P (wt|wt−1, ..., w0), where wt−1, ..., w0 are
all words in front of word wt. Moreover, we can calculate the probability of a whole sentence
as

P (w1, ...wn) =
n∏
i=1

P (wi|wi−1, ..., w0).
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The recurrent neural network works similarly to a feed-forward neural network. First,
we create an embedding vector for input word wt

et = Ewt,

where E is embedding matrix and et is resulting embedding vector. Next, we calculate
the hidden state ht

ht = σ((Wet + b) + (Uht−1 + c)),

where ht−1 is hidden state calculated for word wt−1, W and V are matrixes, b and c
are bias vectors and σ is a non-linear function. We use a hidden state calculated for the
preceding word, as the formula shows. A recurrent neural network uses hidden states ht
to store information about the sequence. It can use the information in calculations for
subsequent words. Finally, we pass the hidden state ht through the output layer of the
recurrent neural network with a softmax function

yt = softmax(V ht + d),

where V is a matrix, d is bias vector and yt is a vector in which element j corresponds
to the probability of jth word in the vocabulary of model. We repeat those calculations
until we reach the end of the sequence while storing the hidden states for calculating the
following output.

We can also use stacked recurrent neural networks. Stacked recurrent neural networks
use multiple layers of recurrent neural networks, in which the output of one recurrent neural
network is passed as input to the next layer of the recurrent neural network. Theoretically,
the more layers we use, the better the language model we can train using the backprop-
agation algorithm. The rationale behind this phenomenon is that the first layer extracts
the basic representation and patterns of a sentence, and the following layers create more
advanced abstractions and patterns. This phenomenon allows the recurrent neural net-
work to more precisely model the probability of a word following in a sentence. However,
the number of layers working best in practice depends on our training corpora. Also, the
cost of training increases with the growing number of layers because we introduce more
parameters. Thus, more stacked layers do not automatically make the language model
better.

In practice, the recurrent neural networks face two problems. First, hidden states
have to encode two sets of information - information that is carried to the calculation for
the following words and information for the current output. This fact makes it a more
complex task for parameters of recurrent neural network. The second problem is error
propagation during training using a backpropagation algorithm. This phenomenon is called
the vanishing gradient problem and causes recurrent neural networks to be notoriously hard
to train. Those two problems cause recurrent neural networks to encapsulate only local
relationships between words in sequence while mostly missing the relationships between
words further apart. Thus, in practice, recurrent neural networks are rarely used in their
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most basic form. Instead, Hochreiter and Schmidhuber [1997] proposed recurrent neural
networks using Long short-term memory units, shortly called LSTM. LSTM addresses two
limiting properties of basic recurrent neural networks.

2.14.4 LSTM Language Models

There are slight differences in the architecture of LSTM. We will present the standard
LSTM. The LSMT uses context vector Ct, sometimes called cell state vector, to carry
information along the sequence that the LSTM processes. The context does not pass
through any neural network layer during calculations of the following context vector ct+1.
Thus, it avoids the vanishing gradient problem. Otherwise, LSMT uses the input xt and
hidden state ht to calculate the next hidden state ht+1 as the recurrent neural network
does.

LSTM uses so-called gates to store, retrieve and delete information out of context. The
gate allows us to modify the content of the vector thanks to the sigmoid function, which
outputs numbers between 0 and 1. Thus, the gate can specify how much information it
wants to remove from or add to a vector.

The first gate of LSTM is the forget gate. The forget gate removes information out of
the previous context based on the previous hidden state and recent input. Formally, the
forget gate calculates the vector

ft = σ(Wf (ht ⊕ xt) + bf ),

where ⊕ represents concatenation of vectors. The following calculations will apply the
forget gate to the context Ct.

The second gate is the add gate. The add gate adds new information into context. The
process works in two steps. First, we calculate a new context vector C ′

C ′ = tanh(WC′(ht ⊕ xt) + bC′).

Next, we apply a gate to the vector C ′, which selects which parts of the new context
vector we want to add to the previous context vector

at = σ(Wa(ht ⊕ xt) + ba)� C ′.

We apply vectors ft and at produced by forget and add gates to context Ct

Ct+1 = ft � Ct + at,

where Ct+1 is the new context vector.
Finally, we calculate a new hidden state ht+1 using the new context vector Ct+1 and

output gate based on previous hidden state ht and recent input xt. Formally, we use the
formula

ot = σ(Wo(ht ⊕ xt) + bo)
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to calculate the output gate. We calculate a new hidden state by applying the tanh
function to the new context vector Ct+1 and the result of the output gate. Formally, we
calculate

ht+1 = ot � tanh(Ct+1).

In order to use LSTM as a language model, input vector xt represents the embedding
vector of tth word in a sentence, and we pass hidden state ht+1 through linear layer fol-
lowed by softmax function to calculate probabilities of next word out of language model’s
vocabulary

yt = softmax(Wht+1 + b).

A simpler alternative to LSTM is called Gated Recurrent Unit or GRU [Cho et al.,
2014]. Similarities between those two architectures of recurrent neural networks are the
usage of gates and direct connection between subsequent recurrent units. However, instead
of separate hidden state ht and context ct vectors of LSTM, GRU uses only hidden state ht
that serves as a direct connection. In practical applications, there are only minor differences
in performance between LSTM and GRU.

However, neither LSTM nor GRU does not solve the most limiting factor of recurrent
architectures. That is the problem that subsequent calculations have to be performed
in sequence. Thus, the recurrent neural networks are hard to scale. This fact limits
their ability to learn complex relationships of language modelling. For this reason, the
Transformer architecture was proposed.

2.14.5 Transformer Language Models

Transformer architecture [Vaswani et al., 2017] builds on top of two core concepts: multi-
headed self-attention and layer normalization. Both innovations allow us to radically scale
the number of parameters and achieve new state-of-the-art results on many problems,
including language modelling.

The multi-headed self-attention consists of several self-attention layers. Self-attention
layer takes as an input sequence of vectors x1, x2, ..., xn and produces the sequence of vectors
y1, y2, ..., yn. The length of input and output sequences and the dimensions of elements of
sequences are the same to allow for the stacking of layers. The usual sequence length equals
1024 or 2048, with the largest models reaching sizes of 4096 or 8192. Those sizes represent
the text length in terms of tokens, which we can insert into the model. In many cases,
Transformers models do not use word tokenization but use Byte-Pair encoding instead.
Thus, in practice, transformer-based models are limited to processing a single paragraph
or short article in one forward pass.

First, the self-attention layer calculates each input element’s query, key, and value
vectors. We can perform those calculations in parallel thanks to matrix operations

Q = WqX
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K = WkX

V = WvX,

where X is a matrix consisting of inputs, Wq, Wk, and Wv are matrices transforming
the inputs into matrices consisting of query vectors Q, key vectors K, and value vectors
V . Finally, we calculate the value of self-attention by calculating the dot product between
the query matrix and key matrix, which we normalize, apply the softmax function, and
multiply it with the value matrix. Formally, we calculate

sa(Q,K, V ) = softmax(
QKT

√
dq

)V,

where sa(Q,K, V ) is self-attention and
√
dq is the square root of the dimension of the

query vector used for normalization. However, if we only multiply query matrix Q with
transposed key matrix K, we would include the information about the following words in
calculations of preceding words. Thus, the resulting model would be useless for predicting
the next word in the sequence given the preceding words. For this reason, we have to set
the upper triangle of matrix multiplication product QKT to −∞. Formally, we set the
element of the matrix according to

qij =

{
qij if i ≥ j
−∞ if i < j

,

where qij is element in matrix at position (i, j).
Multi-headed attention uses multiple self-attentions, which we call heads. Each head

has its own matrices W k
q , W k

k , and W k
v , which each produces query, key and value matrices

Qk, Kk, and V k. The resulting vectors of each self-attention are concatenated into a single
vector. We apply a linear transformation to convert the dimension back to the original
dimension of input vectors. Formally, we first calculate

Qk = W k
q X

Kk = W k
kX

V k = W k
vX.

Next, for each k we calculate sa(Qk, Kk, V k). Finally, we calculate multi-headed self-
attention by formula

mhsa(X) = Wo(sa(Q1, K1, V 1)⊕ sa(Q2, K2, V 2)⊕ ...⊕ sa(QK , KK , V K)),
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where ⊕ represents the concatenation operation applied to resulting vectors of individ-
ual self-attentions and Wo is the linear transformation matrix. The linear transformation
decreases the vector’s dimension back to the dimension of single self-attention. Thanks to
the reduction of dimensionality, we can stack layers of multi-head self-attention.

The transformer architecture makes use of layer normalization. The purpose of layer
normalization is to improve the training performance of the model. The layer normalization
moves the values of hidden layers to a reasonable range for the back-propagation algorithm
based on gradients. First, we calculate mean µ and standard variation σ of elements in
vector X

µ(X) =
1

dx

dx∑
i=0

xi

σ(X) =

√√√√ 1

dx

dx∑
i=0

(xi − µ)2,

where dx is dimension of vector X.
We normalize the vector by using the formula

X ′ =
X − µ(x)

σ(X)
.

Finally, we apply gain σ and bias β, which are learnable parameters

layNorm(X) = σX ′ + β

where layNorm(X) denotes the layer normalization.
We combine multi-headed self-attention and layer normalization into a transformer

block. Transformer models consist of multiple transformer blocks. The transformer block
first applies multi-headed self-attention to the input matrix X. We apply layer normaliza-
tion to the result of multi-headed self-attention combined with residual connection. Next,
we apply a linear layer. Finally, we apply the second layer normalization to the result
of a linear layer combined with a residual connection that produces final Y . Formally, a
transformer block can be described as

Z = layNorm(mhsa(X) +X)

Y = layNorm(ZW + b+ Z).

The last important concept of transformer architecture is positional encoding. Due to
the nature of calculations which transformer blocks perform, the position of words in the
input sequence is lost. For this reason, we add positional encoding to input embeddings
that we pass to the model. Thus, the model knows at which position of the sentence the
word is. Positional encoding is created as combination of sin and cos functions
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PE(pos, 2i) = sin(
pos

10000
2i
d

)

PE(pos, 2i+ 1) = cos(
pos

10000
2i
d

),

where pos is position of word in the input sequence, i is dimension of positional encoding
vector PE, and d is dimension of input embedding. Finally, we sum input embedding with
positional encoding

X = Xemb + PE.

We pass the resulting matrix X into the transformer model.
The transformer model consists of multiple stacked transformer blocks. The final model

includes a feed-forward neural layer with a softmax function, which assigns probabilities
to individual tokens of vocabulary. The transformer language model is trained on large
corpora like Common Crawl using the backpropagation algorithm, minimizing the cross-
entropy loss. In this case, minimizing the cross entropy loss is equivalent to minimizing
the negative log probability of the correct word.

During the inference of the transformer-based language model, we insert the sequence
of words and generate the following word. Formally, we select the next word with the
maximal probability according to the formula

wt+1 = argmaxw∈V P (w|w1, w2, ...wt).

Nevertheless, there are other strategies for predicting the next word based on the output
probabilities of any model we have described. If we use the most probable word, we call
this method greedy. However, there is a problem with this approach. Although the model
selects the most probable word in each step, the whole sequence’s probability can be
suboptimal. In other words, the method can get stuck in local minima. An alternative
possibility is to use sampling.

In the sampling, we select the next word based on its probability. We select the more
probable words more often in proportion to their probability and probabilities of other
words. This approach leads to the generation of more diverse sentences. We can also use
alternatives like top-k or top-p sampling. In top-k sampling, we sample only out of the k
most probable words, and the probability mass of all words is redistributed only to the k
most probable words. Alternatively, the top-p sampling samples only out of the smallest
possible set of words whose cumulative probability reaches the probability p. Both top-k
and top-p sampling address the problem of ordinary sampling: the unlikely words can be
sampled with non-zero probability.

Another decoding method is called beam search. The beam search is a balance between
two problems. A greedy search considers only the most probable word, which might not lead
to the most probable sentence. However, to find the most probable sentence, we must search
the whole search tree representing all possible generated sentences. Search in the whole
search tree would be too complex. Beam search considers the k most probable sentence
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hypothesis. The parameter k is called beam size. It balances greedy and exhaustive
search. With k equal to 1, beam search equals greedy search. With k equal to ∞, beam
search becomes an exhaustive search. In each decoding step, we take the k most probable
sequences, for which we select the next word. We sort the probabilities of sequences and
select only the k most probable sequences for the next step of beam search until the model
finishes the generation of k sequences. We call the generated sequences hypothesis. The
probability of sequence of words x1, ..., xn is defined by chain rule of probabilities

P (x1, ..., xn) = P (x1)P (x2|x1)P (x3|x1, x2)...P (xn|x1, x2, ..., xn−1).

Probabilities in the formula above can cause numerical instabilities due to the multi-
plication of small numbers. Thus, we can alternatively score the sequence by the sum of
logarithms

score(x1, ..., xn) = log(P (x1)) + log(P (x2|x1))
+ log(P (x3|x1, x2)) + ...+ log(P (xn|x1, x2, ..., xn−1)).

Moreover, we can add length normalization because models tend to score longer se-
quences as less probable. Thus, we can define the score of sequence as

score(x1, ..., xn) =
1

n
(log(P (x1)) + log(P (x2|x1))

+ log(P (x3|x1, x2)) + ...+ log(P (xn|x1, x2, ..., xn−1))),

where n is the length of the sequence.
Beam search is one of the most popular decoding strategies of language models. Typical

beam size is between 5 and 10. However, we also consider smaller beam sizes like 3 in real-
world applications of conversational AI. The reason for the smaller size is that the language
model produces the response faster with the smaller beam size. Faster reaction time leads
to more fluent conversation.

Moreover, we can also combine the beam search with sampling and its derivatives in
practice. Instead of selecting the most probable word as a continuation of the sequence,
we sample according to the probability of words. Thus, the decoding strategy and its
hyperparameters are one of the properties of the system that we have to select. We must
select them according to our application because each decoding strategy produces slightly
different outputs.

2.14.6 Comparison of Language Models

We present a general comparison of language models in Table 2.4 for an illustration. The
Table 2.4 compares perplexity on the Penn Treebank dataset testing set [Marcus et al.,
1994]. Compared models are the n-gram language model, feed-forward neural network
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Language Model Perplexity
Trigram 367.79 [Takahashi and Tanaka-Ishii, 2019]
FF NN 140.20 [Mikolov and Zweig, 2012]
RNN 114.50 [Bai et al., 2018]
GRU 92.48 [Bai et al., 2018]
LSTM 78.93 [Bai et al., 2018]
Transformer-XL 54.52 [Dai et al., 2019]
GPT-2 35.76 [Radford et al., 2019]
GPT-3 20.50 [Brown et al., 2020]

Table 2.4: Comparison of perplexity achieved by language models on a testing set of Penn
Treebank dataset [Marcus et al., 1994]

language model, recurrent neural network language model, GRU language model, LSTM
language model and three variants of Transformer language models. The three variants
of Transformer language models namely are Transformer-XL [Dai et al., 2019], GPT-2
[Radford et al., 2019] and GPT-3 [Brown et al., 2020]. We can observe that the perplexity
of subsequent methods decreases with increasing complexity of the method. The state-of-
the-art performance is achieved by GPT-3.

2.15 Evaluation of Conversational AI

Evaluating conversational AI is necessary for improving the whole research field, yet it is
a complicated discipline. We can divide the evaluation methods into upstream evaluation
and downstream evaluation.

The downstream evaluation methods measure the quality of individual components and
sub-tasks of conversational AI. Downstream evaluation methods are possible thanks to the
fact that conversational AI systems consist of multiple components. We are talking about
the accuracy of intent recognition, F1 score of named entity recognition or BLEU [Pap-
ineni et al., 2002] and ROUGE [Lin, 2004] scores of summarization and machine translation.
Those evaluation methods are generally automatic, repeatable and explainable. Thus, they
are relatively cheap and reliable approaches to evaluate individual components. Upstream
evaluation seems perfect for evaluating conversational AI because optimizing those met-
rics for individual components should improve a whole system’s performance in theory.
However, this is not guaranteed in practice. The upstream evaluation does not tell us
anything about the system’s performance. Error in one component can have a ripple effect
on the rest of the components. Moreover, the conversational system might employ a wrong
conversational strategy, leading to poor user experience, which would not be observable
through upstream evaluation. In conclusion, upstream evaluation is helpful during the
development of individual components, but we have to use downstream evaluation metrics
to evaluate the quality of a system as a whole.

The downstream evaluation measures the quality of a conversation the system is ca-
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pable of conducting. The proper downstream evaluation metric is automatic, repeatable,
correlated to human judges, explainable and differentiates between dialogue systems. [De-
riu et al., 2021] The exact metric is different for each application of conversational AI and
its goal. The main problem with downstream evaluation is that an automated evaluation
procedure that satisfies the above mentioned requirements has yet to be developed. [Deriu
et al., 2021] Thus, we have to use human evaluation for downstream metrics.

Human evaluation of downstream metric is typically conducted by lab experiments,
in-field experiments or crowdsourcing. While human evaluation is the only option for
downstream evaluation, it is problematic for several reasons. The most pressing issue is that
collecting those metrics is time-consuming and costly because humans have to perform the
evaluation. Next, most downstream metrics usually rely on rating some desired property of
conversation, like answering appropriately or having a good conversation. The problem with
those specifications is that such properties are poorly defined. Moreover, those qualities
are highly subjective. This fact leads to low annotation agreement.

Users are asked to rate or annotate some part of a conversation for any downstream
metrics. There is a trade-off between the frequency of asking for feedback and the usefulness
of the rating. On one extreme, the metric can be designed to ask for feedback only at the
end of the conversation. This requires minimal human labour but provides information
only for the conversation as a whole. Thus, information about the quality of individual
parts of the conversation is lost. On the other extreme is asking for feedback after each
conversational turn. This approach provides complete information about the dialogue but
is labour-intensive and might unnecessarily interrupt the flow of the conversation.

What is more, there is also a question of how much metrics to use and what is their scale.
We can ask for several metrics at once, rating how the conversation is engaging, how it is
natural, or how knowledgeable the system appears, but again, we can overwhelm the human
annotator and the cost of evaluation increases. Also, it is crucial to select an appropriate
scale of the metric. The metrics scale can be simply binary or be more fine-grained and
provide more distinction. However, more options make correct and objective rating difficult
for human evaluators. This is because differences between individual levels tend to blur
with more fine-grained scales. In conclusion, selecting the proper downstream metric is
a complicated task, and the final choice depends on the application of the conversational
system and resources we have at our disposal. Nevertheless, downstream metrics are the
only approach to evaluate conversational AI systems appropriately and provide us with
the most valuable feedback.
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Chapter 3

Generative Adversarial Network for
Out-of-Domain Data Generation

The section proposes a Generative Adversarial Network for Out-of-Domain Data Gener-
ation. [Marek et al., 2021b] The proposed approach improves the recognition of out-of-
domain inputs by generating out-of-domain synthetic training examples using in-domain
training examples for intent recognition. Out-of-domain recognition produces an impor-
tant signal for dialogue manager. The signal means the input is unexpected and can not be
classified into one of the conversational AI’s intent classes. Consequently, the dialogue flow
is not prepared to handle an unexpected input, and processing the out-of-domain input
might lead the dialogue manager to select erroneous action. Thus, an alternative method
of handling the unexpected input has to be employed, like Hybrid dialogue management.

The proposed method is closely connected to Hybrid dialogue management that we
propose in Chapter 6. Moreover, the proposed method is more computationally efficient
regarding the number of trainable parameters than other baseline methods. This fact
makes it suitable for real-world applications.

3.1 State of the art

We divide this section into two parts. The first part mentions state-of-the-art intent recog-
nition because it is a closely connected problem to out-of-domain recognition. The second
part mentions notable works in out-of-domain recognition on which we build our proposed
method.

3.1.1 Intent Recognition

In intent recognition, Kim [2014] proposes convolutional neural networks trained on top of
pre-trained word vectors for sentence-level classification tasks. They show that a simple
CNN with little hyperparameter tuning and static vectors achieves excellent results on
multiple benchmarks. Learning task-specific vectors through fine-tuning offers further gains

36
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in performance. They additionally propose a simple modification to the architecture to
allow for the use of both task-specific and static vectors.

Zhao and Wu [2016] propose a convolutional neural network with an attention mecha-
nism. They found out that it is not easy to encode long-term contextual information and
correlation between non-consecutive words in a traditional convolutional neural network.
They demonstrate that the proposed attention-based convolutional neural network can
capture these kinds of information for each word without any external features.

Zhang et al. [2018a] propose a capsule-based neural network model that accomplishes
slot filling and intent detection via a dynamic routing-by-agreement schema. They pro-
pose to model the hierarchical relationship among each word, the slot it belongs to, and
the whole utterance’s intent label by a hierarchical capsule neural network structure called
CAPSULE-NLU. The proposed architecture consists of three types of capsules. WordCaps
learns context-aware word representations. SlotCaps categorizes words by their slot types
via dynamic routing and constructs a representation for each type of slot by aggregating
words that belong to the slot. IntentCaps determines the intent label of the utterance
based on the slot representation and the utterance contexts. Once IntentCaps have deter-
mined the intent label, the inferred utterance-level intent helps re-recognize slots from the
utterance by a rerouting schema.

Niu et al. [2019] propose a bi-directional interrelated model for joint intent detection
and slot filling. They introduce an SF-ID network to establish direct connections for the
two tasks to promote each other mutually. They also designed an entirely new iteration
mechanism inside the SF-ID network to enhance the bi-directional interrelated connections.

Obuchowski and Lew [2020] propose a novel approach to intent recognition, combining
transformer architecture with capsule networks. They used the encoder part of transformer
architecture combined with capsule networks and dynamic routing to construct an accurate
embedding for the queried sentence.

3.1.2 Out-of-domain Recognition

In out-of-domain recognition, Larson et al. [2019] proposes three baseline approaches for
predicting whether a query is out-of-domain. The first approach trains additional intent
on a limited set of out-of-domain training data. The second uses a threshold on the
classifier’s probability estimate. Furthermore, the third uses a two-stage process where it
first classifies a query as in- or out-of-domain, then classifies it into one of the intents if
classified as in-domain.

Zheng et al. [2020] propose a model to generate high-quality pseudo-out-of-domain
samples akin to in-domain input utterances, thereby improving the performance of out-
of-domain detection. An autoencoder is trained to map an input utterance into a latent
code. Moreover, the codes of in-domain and out-of-domain samples are trained to be
indistinguishable by utilizing a generative adversarial network. An auxiliary classifier is
introduced to regularize the generated out-of-domain samples to have indistinguishable
intent labels to provide more supervision signals.
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Lee and Shalyminov [2019] proposed the AE-HCN-CNN model, consisting of an au-
toencoder and a reconstruction score-aware HCN model. They also introduce a counterfeit
data augmentation method for training the proposed model.

Ryu et al. [2018] propose to use only in–domain sentences to build a generative ad-
versarial network in which the discriminator generates low scores for out-of-domain sen-
tences. To improve basic GANs, they apply feature matching loss in the discriminator,
use domain–category analysis as an additional task in the discriminator, and remove the
generator’s biases.

3.2 Method

The state-of-the-art intent recognition algorithms are trained using neural networks to
produce probability distribution over output classes and use cross-entropy loss. However,
Lakshminarayanan et al. [2017], and Guo et al. [2017] pointed out that the neural network
classifier tends to be overconfident in its classification. This means that the classifier tends
to assign a high probability for one class, even when the example was not seen in the
training phase. Thus, such a classifier cannot correctly recognize if an example belongs to
an in- or out-of-domain distribution during runtime with any reasonable threshold value.
In this method, we focus on improving the performance of the out-of-domain detection
method with the help of generated out-of-domain data.

Zheng et al. [2020] proposed to use negative entropy as an additional loss for the
classification task in a neural network. The negative entropy loss trains the network to
flatten the produced probability distribution as opposed to cross-entropy, which teaches the
network to maximize the correct class probability. Thus, the idea is to apply cross-entropy
loss on in-domain data and negative entropy loss on out-of-domain data. The result is that
in-domain data receives a high probability for the correct class, and out-of-domain data
receives low probabilities for all classes. Thanks to this fact, we can select a reasonable
threshold on the output probability to classify in- and out-of-domain data correctly. We
need out-of-domain data to train models in this way. However, the collection of out-of-
domain data is a manual and expensive process.

The in-domain data forms a small distribution cluster in the space of vector text rep-
resentation. In principle, the rest of that space is covered by out-of-domain data. Also, in
real-world scenarios, most out-of-domain data share patterns with in-domain data. Nev-
ertheless, Zheng et al. [2020] demonstrated that training intent recognition model with
out-of-domain data just outside in-domain distribution should be sufficient to handle most
out-of-domain inputs during runtime.

We propose a novel out-of-domain data generation model OodGAN, which is an exten-
sion of SeqGAN [Yu et al., 2017]. We use GAN to generate out-of-domain data that share
the same patterns as in-domain data and are very close to in-domain data distribution.
Unlike the previously proposed models, OodGAN works with a sequence of words directly.
Previously proposed models work on latent space represented by auto-encoder. Our model
eliminates the need for the auto-encoder, which reduces the model’s overall size.
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Figure 3.1: The illustration of SeqGAN [Yu et al., 2017]. Left: Discriminator D is trained
over the real data and the data generated by generator G. Right: The generator is trained
by policy gradient, where the discriminator provides the final reward signal and is passed
back to the intermediate action value via Monte Carlo search.

Dialogue designers can define any number of in-domain intents in dialogues and provide
sample utterances for each to build voice applications. These voice applications should
recognize out-of-domain inputs during run time without additional dialogue designer effort
to provide out-of-domain training data. The dialogue manager can then react to out-of-
domain utterances and improve user experience.

3.2.1 SeqGAN

The SeqGAN model proposed by Yu et al. [2017] is a starting point for the proposed
OodGAN. SeqGAN is a sequence generation framework illustrated in Figure 3.1. Yu et al.
[2017] denote the problem of sequence generation as follows. Given a dataset of real-world
structured sequences, train a θ-parameterized generative model Gθ to produce a sequence

Y1:T = (y1, ..., yt, ...yT ), yt ∈ Y,

where Y is the vocabulary of candidate tokens. They apply reinforcement learning to
this problem. In timestep t, the state s is the current produced tokens (y1, ..., yt−1) and
the action a is the next token yt to select.

They propose to additionally train a φ-parameterized discriminative model Dφ that
provides guidance for improving generator Gθ. Dφ produces a probability Dφ(Y1:T ) repre-
senting the probability of Y1:T being a real sequence versus a generated one. The discrim-
inative model Dφ is trained with real sequence data, labelled as positive examples, and
synthetic sequences from the generative model Gθ, labelled as negative examples.

SeqGAN uses the REINFORCE algorithm [Williams, 1992] to train generative model
Gθ. Parameters of generative model Gθ are updated simultaneously by a policy gradient
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Figure 3.2: The overall architecture of the OodGAN. Cψ is pre-trained to recognize intent
classes for IND examples. Dφ is trained to distinguish between IND and generated OOD
examples during adversarial training. Gθ is trained by the REINFORCE algorithm during
adversarial training to generate OOD sequences. The training is guided by rewards RC

and RT originating in Cψ and Dφ.

and Monte Carlo search based on the expected end reward received from the discriminative
model Dφ for the generated sequence. The reward is represented by the likelihood that the
generated sequence will fool the discriminative model Dφ.

3.2.2 OodGAN

We propose OodGAN based on SeqGAN. There are two benefits of SeqGAN for our task
of out-of-domain data generation. SeqGAN produces sequences similar to the training
data, and it works directly on input sequence, unlike earlier model [Zheng et al., 2020],
which works on latent space. Eliminating the auto-encoder responsible for converting a
sequence of words into latent space reduces the overall model size. Also, our experiments
with the work of Zheng et al. [2020] show a degradation in the overall performance due to
the auto-encoder component. We present this finding in section 3.5.

Since our task is to generate out-of-domain data, we have the additional criterion that
generated sequences should be close to the training in-domain sequences. However, we
also want them not to belong to any in-domain intent class. We propose the OodGAN to
achieve the two criteria.

The main difference between SeqGAN and OodGAN is the introduction of an auxiliary
intent classifier. The auxiliary intent classifier Cψ estimates the probability Cψ(zi|Y ) of
example Y belonging into intent class zi.

The task of the auxiliary intent classifier is to produce an additional reward signal. The
reward signal guides the generator to produce a sequence not belonging to any in-domain
intent class. The reward RCψ coming from the auxiliary intent classifier for each generated
example is defined as Shannon’s Entropy
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RCψ = −
m∑
i=1

Cψ(zi|Y ) · log(Cψ(zi|Y )),

where m is the number of in-domain intent classes.
The intuition for using Shannon’s Entropy is to reward a generator for producing exam-

ples for which the auxiliary intent classifier cannot clearly assign one of in-domain classes.
In other words, the auxiliary classifier should assign a nearly uniform distribution across
all intent classes for a well-generated example. The generator obtains a high reward for
such examples because the uniform distribution has the highest Shannon’s Entropy.

We train the auxiliary intent classifier to predict one of the classes z1...m for each training
in-domain example X1...n during the pre-training step. We do not have to retrain it during
adversarial training because in-domain intent classes’ distribution does not change.

The goal of the generator is to generate a sequence that maximizes the expected sum of
rewards from discriminator Dφ (the estimated probability of the sequence being real) and
auxiliary intent classifier Cψ (Shannon’s Entropy calculated using estimated probabilities
of sequence belonging to in-domain intent classes by auxiliary intent classifier).

Empirically, we evaluated different training strategies. We found that optimizing gen-
erator G using only the discriminator’s reward first, followed by using only the auxiliary
intent classifier reward and then repeating the process for each training batch produced the
most stable results. This worked better than summing up the rewards from the discrimina-
tor and auxiliary intent classifier. When we tried summing up the two rewards, we noticed
that the generator tended to collapse into a state in which it generated a single sequence
highly rewarded by the auxiliary intent classifier, even though this did not happen for all
training runs. We observed this situation even when we normalized rewards to a value
between 0 and 1.

We also observed that part of the examples generated by OodGAN is semantically simi-
lar to some in-domain training examples or is generated multiple times. Examples that are
identical or too close to in-domain examples are problematic and confuse the out-of-domain
classifier. Duplicated examples do not represent the out-of-domain distribution effectively.
For those reasons, we removed generated out-of-domain examples by an automatic filter
that are identical or similar to in-domain examples or that are generated repeatedly.

To summarize, OodGAN’s training procedure has the following steps:

1. Train Auxiliary intent classifier: First train auxiliary intent classifier to predict
the classes z1...m for in-domain data X1...n until convergence.

2. Train Generator as Language Model: Next, train the generator on the in-domain
data X1...n as a language model until it converges. This step makes it easier for the
generator to fool the discriminator from the start of the adversarial training.

3. Train Discriminator: Generate adversarial examples from the generator. This
training step helps the discriminator provide a useful reward signal from the start of
adversarial training.
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4. Adversarial Training: Perform adversarial training of generator and discrimina-
tor. There are three optimization steps for each training batch. First, optimize the
generator using reward from discriminator as proposed by Yu et al. [2017]. Next,
optimize the generator using a reward from the auxiliary classifier. Lastly, optimize
the discriminator.

3.2.3 Filtering Mechanism

During experiments, we observed that part of the examples generated by OodGAN is se-
mantically similar to in-domain training examples or is generated multiple times. Examples
equal or too close to in-domain examples are problematic and confuse the out-of-domain
classifier. Duplicated examples do not represent the out-of-domain distribution effectively.
For those reasons, we propose the Filtering Mechanism, which removes generated out-
of-domain examples that are equal or similar to in-domain examples and are generated
repeatedly. We designed two variants of the Filtering Mechanism:

• Hard Filter removes duplicated occurrences of a generated out-of-domain example
and removes examples equal to any training in-domain example.

• Soft Filter removes duplicated occurrences of a generated out-of-domain example
and examples for which auxiliary intent classifier predicts in-domain intent class with
a probability higher than the selected threshold. We experimented with different
thresholds.

3.3 Data

We conducted experiments on ROSTD [Gangal et al., 2019] and OSQ [Larson et al., 2019]
datasets.

• ROSTD contains three categories (alarm, reminder, and weather), each consisting
of four intents. The dataset consists of 30,000 training, 4,000 validation and 8,000
testing in-domain examples. Out-of-domain examples were selected so that they do
not belong to any category and do not share patterns with any in-domain examples.
There are also no out-of-domain examples in the training set of the dataset. The
testing set contains 4,500 out-of-domain examples. We present selected in- and out-
of-domain examples from the ROSTD dataset in Table 3.5.

• OSQ consists of 150 intents. The dataset comprises 15,000 training, 3,000 validation
and 4,500 testing in-domain examples. The dataset was created using Mechanical
Turk. The turkers were given the name of the intent, and they were supposed to
write intent examples fitting into the intent. The dataset authors manually went
through examples and moved examples not fitting into the given intent class to the
out-of-domain class. Thanks to this procedure, out-of-domain examples share the
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same patterns as in-domain examples. The OSQ dataset contains 100 training out-
of-domain examples. However, we do not use them for training due to the nature
of our experiments. There are also 100 validation and 1,000 testing out-of-domain
examples. We present selected in- and out-of-domain examples from the OSQ dataset
in Table 3.6.

3.4 Experiments

This section explains the experiments we performed and the metric we used to evaluate
the quality of our proposed method.

3.4.1 Evaluation Process

The evaluation process of OodGAN is complicated because we can not use upstream eval-
uation. In theory, we could compare generated out-of-domain data with a pool of testing
out-of-domain data to measure the quality of generated out-of-domain data. However,
because the distribution of out-of-domain data is limitless, our pool of testing out-of-
domain data would capture only a part of the properties of complete out-of-domain data
distribution. There is a possibility that generated out-of-domain data would be out of a
different part of the entire distribution of out-of-domain data than testing out-of-domain
data. This difference would unnecessarily penalize the measured quality of out-of-domain
data. Hence, comparing testing out-of-domain data with generated out-of-domain data in
upstream evaluation is not objective.

Instead, we evaluate the model on the downstream task of out-of-domain data detection
and measure the change in out-of-domain data detection metrics. We designed experiments
in the following way. We train the OodGAN on in-domain training examples as a first step.
Next, we generate the out-of-domain examples using the trained model of OodGAN. We
generate the same number of out-of-domain examples as the number of in-domain examples
in the training set. In the third step, we train the threshold-based out-of-domain detection
model using cross-entropy loss on training in-domain examples and negative entropy loss
on generated out-of-domain examples. In the last step, we evaluate both in-domain and
out-of-domain metrics.

3.4.2 Metrics

We evaluate the OodGAN by measuring metrics on the downstream task of out-of-domain
detection. We measure AUROC, AUPR, and FPRN metrics [Ren et al., 2019, Hendrycks
and Gimpel, 2017, Hendrycks et al., 2019] to evaluate the ability of OodGAN to generate
out-of-domain data that helps intent classifier to distinguish in-domain and out-of-domain
input utterances. We treat out-of-domain examples as the positive class. We also measure
in-domain accuracy that evaluates the influence of generated out-of-domain data on the
ability of the intent classifier to recognize the intents of in-domain data correctly.
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• AUROC The area under the receiver operating characteristic (ROC) curve. The
score says the probability that a randomly selected out-of-domain example will have
a higher predicted probability of being an out-of-domain than a randomly selected
in-domain example. A higher AUROC score is better.

• AUPR The area under the precision-recall curve when out-of-domain inputs are
treated as positive samples. AUPR calculates the average precision score for all
recall values. Intuitively, the higher the classification threshold we select, the more
out-of-domain examples will be classified as out-of-domain. However, we risk that
more in-domain examples will be classified as out-of-domain. AUPR expresses this
risk. A higher AUPR score is better.

• FPRN The false-positive rate (FPR) when the true positive rate (TPR) is N%.
FPRN metric is a practical value in real-world application since it evaluates an out-
of-domain detection performance at a particular threshold. Lower FPRN means
there is a smaller chance of in-domain examples triggering false alarm (in-domain
example getting classified as out-of-domain) when the model correctly recognizes
N% of out-of-domain examples. We report FPR when TPR is 0.95 and 0.90. A lower
FPRN score is better.

We consider the FPRN metric as the most practical value in real-world application since
it evaluates an out-of-domain detection performance at a particular threshold. We also
measure in-domain accuracy that evaluates the influence of generated out-of-domain data
on the ability of the intent classifier to recognize the intents of in-domain data correctly.

• IND accuracy The percentage of in-domain examples that have assigned correct
intent label. We expect that generated out-of-domain examples can not improve
the ability of the intent classifier to recognize intent labels for in-domain examples.
However, generated out-of-domain examples can degrade the ability of the intent
classifier to recognize the intents of in-domain examples. Thus, we measure the in-
domain accuracy to evaluate whether generated out-of-domain examples negatively
impact the intent classifier. Higher IND accuracy is better.

3.5 Results

We present the results of a proposed out-of-domain data generation model OodGAN, which
is an extension of SeqGAN Yu et al. [2017]. We use OodGAN to generate out-of-domain
data that share the same patterns as in-domain data and are very close to in-domain data
distribution.

First, we conducted experiments to replicate results reported by Zheng et al. [2020]
on the OSQ dataset. We created our implementation according to the paper’s description
because there is no publicly accessible implementation of their proposed model. We report
results in Table 3.1.
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OSQ
[Larson et al., 2019]

AUROC ↑ AUPR ↑ FPR
0.95

↓ FPR
0.90

↓ IND
Acc.

↑

Results reported
by Zheng et al. [2020]

95.4 98.9 25.0 10.1 93.3

Our implementation of
Zheng et al. [2020]

88.79 58.22 36.49 26.87 88.00

Table 3.1: OOD detection performance on the OSQ dataset with the model proposed by
Zheng et al. [2020]

We could not reproduce the results reported by Zheng et al. [2020] even though we
implemented the model as was described in the paper. The experiments showed that the
denoising auto-encoder is a weak part of the architecture. Its token accuracy of text recon-
struction on the validation set was only 0.37%. Thus, the auto-encoder’s low performance
is why the generator generates poor-quality examples.

Next, we compare OodGAN with baselines. We selected two baselines to evaluate
improvements of our proposed OodGAN. Baselines for the ROSTD dataset are our imple-
mentation of Zheng et al. [2020] and the work of Gangal et al. [2019]. The baseline for
the OSQ dataset is our implementation of Zheng et al. [2020]. To compare OodGAN with
baselines, we generated out-of-domain data using OodGAN for both ROSTD and OSQ
datasets and evaluated the performance of the out-of-domain detection model. We gen-
erated out-of-domain data for both datasets with various filtering mechanism settings. In
the main results, we present only the best results out of all the filtering mechanism settings
we used for OodGAN. We used a Soft Filter with a maximal intent probability threshold
set to 0.5 for the ROSTD dataset and a Soft Filter with a maximal intent probability
threshold set to 0.25 for the OSQ dataset. We present the experimental results and the
impact of each filtering mechanism at the end of this section.

Table 3.2 shows results on ROSTD dataset and Table 3.3 shows results on OSQ dataset.
Results on ROSTD data are promising. They show around 65% relative improvement in
FPR 0.95 compared to the baseline of our implementation of Zheng et al. [2020] and around
5% absolute improvement in FPR 0.95 compared to baseline of Gangal et al. [2019]. For
the more challenging OSQ dataset, there is around 28% relative improvement in FPR 0.95
and FPR 0.90 compared to the baseline.

Improvement in the OSQ dataset is smaller due to a large number of intents. There are
150 intents. The generator must learn their distribution to generate examples outside their
distributions. Also, the generator depends on rewards from the auxiliary classifier. Thus,
the auxiliary classifier’s low performance can lead to a situation in which the generator
generates in-domain data. Our analysis found that auxiliary classifier performance on the
OSQ dataset is weak on several intents, causing smaller improvements.

OSQ dataset also contains training out-of-domain examples. Thus, we evaluated the
performance of an out-of-domain classifier trained on them as well in order to compare
generated out-of-domain examples with out-of-domain examples from the training set. Ta-
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ROSTD
[Gangal et al., 2019]

AUROC ↑ AUPR ↑ FPR
0.95

↓ FPR
0.90

↓ IND
Acc.

↑

w.o. OOD 97.64 93.86 8.10 5.56 99.05
Our implementation
of Zheng et al. [2020]

88.67 54.84 37.82 26.04 88.00

Gangal et al. [2019] 98.22 96.47 7.41 - -
OodGAN 98.99 96.26 2.59 1.37 98.31

Table 3.2: Performance of out-of-domain detection on the ROSTD dataset

OSQ
[Larson et al., 2019]

AUROC ↑ AUPR ↑ FPR
0.95

↓ FPR
0.90

↓ IND
Acc.

↑

w.o. OOD 90.89 97.99 28.11 20.98 89.04
Training OOD 91.72 98.29 31.78 21.87 86.18
Our implementation
of Zheng et al. [2020]

88.79 58.22 36.49 26.87 88.00

OodGAN 91.24 97.79 26.07 19.29 90.11

Table 3.3: Performance of out-of-domain detection on the OSQ dataset

ble 3.3 shows that using training out-of-domain data yields better AUROC and AUPR
numbers than the model trained with generated data. However, our goal was to propose
a system that can only work with in-domain training examples. Hence, the comparison
between classifier using training and generated out-of-domain examples is only for illustra-
tion.

To evaluate whether OodGAN helps the threshold-based out-of-domain recognition
model to discriminate between out-of-domain and in-domain examples, we plotted the
histogram of the maximum intent probability of test data. We also plotted a histogram for
the system trained without any out-of-domain examples to see the improvement we gain
by using OodGAN. Figures 3.3 and 3.4 show the histogram for ROSTD and OSQ datasets
respectively.

Probability scores for in-domain (blue) and out-of-domain (red) data are spread out
over all probability values when no out-of-domain data is used for model training. Thus, it
is hard to select a well-discriminating threshold. The result of the model trained with out-
of-domain data is significantly better. The ROSTD dataset clearly separates in-domain and
out-of-domain data, with in-domain data receiving high intent scores and out-of-domain
data receiving low intent scores. The graph for the OSQ dataset is more spread out,
but there is still a clear separation between in-domain and out-of-domain data. Thus,
OodGAN generates out-of-domain examples that improve the ability of the out-of-domain
recognition model to discriminate between out-of-domain and in-domain examples.

The out-of-domain detection model is combined with an intent classifier in many real-
world applications. For this reason, the joint accuracy of out-of-domain detection and
in-domain intent recognition is an important metric. We show how the joint accuracy
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(a) Model trained with no out-of-domain examples

(b) Model trained with generated out-of-domain examples

Figure 3.3: Distributions of intent scores corresponding to the in-domain and out-of-domain
examples of the ROSTD dataset
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(a) Model trained with no out-of-domain examples

(b) Model trained with generated out-of-domain examples

Figure 3.4: Distributions of intent scores corresponding to the in-domain and out-of-domain
examples of the OSQ dataset
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Figure 3.5: Joint accuracy for ROSTD data across different threshold values. Points mark
the highest joint accuracy of out-of-domain detection and in-domain intent recognition.

Model # Parameters
Zheng et al. [2020] 7M
SeqGAN [Yu et al., 2017] 800K
OodGAN 2M

Table 3.4: Number of parameters

depends on the selected threshold in Figures 3.5 and 3.6.

To draw this graph, we selected different thresholds and classified examples with an
intent score below the threshold as out-of-domain. We classify intent for the rest. Our
proposed approach leads to high joint accuracy of out-of-domain detection and in-domain
intent recognition with low threshold values. That confirms that models trained with
generated out-of-domain data assign low scores to out-of-domain examples and high scores
to in-domain examples.

The separation between generated out-of-domain and in-domain examples is also visible
in t-SNE [Hinton and Roweis, 2002] visualization. Figures 3.7 and 3.8 show the t-SNE
visualization of in-domain and generated out-of-domain data. We can notice that generated
out-of-domain data create recognizable clusters close to in-domain data but do not mix
with it.

We also compare the number of parameters between OodGAN, SeqGAN, and Zheng
et al. [2020] in Table 3.4. The table shows that OodGAN is more frugal than Zheng et al.
[2020] in the model size.

Finally, we list out-of-domain examples generated by OodGAN in tables 3.5 and 3.6.
Examples demonstrate that OodGAN can generate grammatically correct sentences, and it
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Figure 3.6: Joint accuracy for OSQ data across different threshold values. Points mark the
highest joint accuracy of out-of-domain detection and in-domain intent recognition.

can also generate entities (such as “Game of Thrones” or “Galway”). This is confirmation
that examples generated by OodGAN are close to in-domain data. Results of t-SNE
visualization and observation of generated out-of-domain examples confirm the findings
of Zheng et al. [2020] that training out-of-domain recognition model with out-of-domain
examples that are just outside in-domain data distribution should be sufficient to handle
most of the out-of-domain inputs during runtime.

Table 3.7 and Table 3.8 shows filtering influence on ROSTD and OSQ dataset respec-
tively. We evaluated OodGAN without the Filtering Mechanism, with Hard Filter and
Soft Filter using several thresholds. We can see that the Filtering Mechanism positively
influences the performance of out-of-domain detection. The reason is that OodGAN, with-
out any filtering mechanism, tends to generate some examples that are similar or too close
to in-domain examples. Such examples confuse the out-of-domain classifier that part of
the in-domain data distribution belongs to the out-of-domain class. The Hard Filter re-
moves generated examples that are part of training in-domain data. Thus, it improves the
performance of the out-of-domain classifier. Part of the generated out-of-domain examples
is a paraphrase of training in-domain examples. Such generated out-of-domain examples
are highly similar to training in-domain examples and are removed by the Soft Filter for
this reason. Results show that lowering the similarity threshold on Soft Filter yields better
results.
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Figure 3.7: t-SNE visualization of the BERT feature vectors associated with the examples
from the ROSTD dataset. The blue colour represents IND examples, and the red colour
represents OOD examples. A lighter shade of the colour represents training examples, and
a darker shade represents validation and testing examples. The green colour represents
examples generated by OodGAN.

IND Examples

Should I be expecting rain today
I need a new alarm for 8:30 am
Show my reminders
Show me the extended forecast please
Snooze alarm for 5 more minutes

OOD Examples

Why do people watch television
Where do pineapples grow
Should I go to the mall today or tomorrow
Tell me how to install a pool
Transfer my PayPal balance to my bank

Generated by
OodGAN

Remind me of my 4pm and Game of Thrones alarm
When should I unpack
Add day at workout please
Give me my Sarasota appointment
Do I need to pack to Galway this umbrella

Table 3.5: Examples sampled from the IND and OOD test set of the ROSTD dataset and
OOD utterances generated using the OodGAN model.
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Figure 3.8: t-SNE visualization of the BERT feature vectors associated with the examples
from the OSQ dataset. The blue colour represents IND examples, and the red colour rep-
resents OOD examples. The lighter shade of the colour represents training examples, and
the darker shade represents validation and testing examples. The green colour represents
examples generated by OodGAN.
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IND Examples

How do you say please in French
Transfer $800 from my checking to savings account
Set a 5 minute timer
Can I edit my insurance policy
Can you call me a different name

OOD Examples

How is my driving
Can you tell me who sells Dixie paper plates
Which stocks have lost the least today
Close all internet tabs
When is the next full moon

Generated by Zheng et al. [2020]

Change the the to of the to do list
How do i get to my my my card card
How many calories are in a cup
What is the next time to get to the oil
Make sure to the to for a meeting

Generated by OodGAN

Can you find an option
Please address me softer
How do I show Noel
Can I hurt the company by that song
Can you assure me if I lost the exchange for bank

Table 3.6: Examples sampled from the IND and OOD test set of the OSQ dataset and
OOD examples generated using Zheng et al. [2020] and OodGAN models.

3.6 Conclusion of Chapter

This chapter proposed an out-of-domain data generation model, OodGAN, that generates
out-of-domain examples. The generated-of-domain examples improve out-of-domain de-
tection, an important signal for Hybrid dialogue management (see chapter 6). The model
does not require any out-of-domain training examples. Moreover, the model uses fewer
parameters than other approaches thanks to not relying on the auto-encoder to map utter-
ances into latent space. It models the data generator as a stochastic policy in reinforcement
learning instead. The fact that it uses a smaller number of parameters makes the OodGAN

ROSTD [Gangal et al., 2019] AUROC ↑ AUPR ↑ FPR 0.95 ↓ FPR 0.90 ↓ IND
Accuracy

↑

w.o. OOD 97.64 93.86 8.10 5.56 99.05
OodGAN w.o. Filter 75.52 47.28 73.20 59.70 98.47
OodGAN+Hard Filter 87.78 64.13 36.91 27.55 97.87
OodGAN+Soft Filter 0.75 98.71 95.74 3.35 2.08 97.85
OodGAN+Soft Filter 0.50 98.99 96.26 2.59 1.37 98.31

Table 3.7: Influence of Filtering Mechanism on ROSTD dataset
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OSQ [Larson et al., 2019] AUROC ↑ AUPR ↑ FPR 0.95 ↓ FPR 0.90 ↓ IND
Accuracy

↑

w.o. OOD 90.89 97.99 28.11 20.98 89.04
OodGAN w.o. Filter 86.39 96.80 35.84 28.27 90.64
OodGAN+Hard Filter 87.03 97.00 34.84 27.60 91.38
OodGAN+Soft Filter 0.75 88.96 97.46 29.60 21.87 91.42
OodGAN+Soft Filter 0.50 91.11 97.91 26.71 17.91 91.02
OodGAN+Soft Filter 0.25 91.24 97.79 26.07 19.29 90.11

Table 3.8: Influence of Filtering Mechanism on OSQ dataset

more practical for real-world applications from the point of view of resource requirements.
The model uses two rewards for the generator. The discriminator’s reward guides the
generator to generate examples as close to the IND data as possible. The auxiliary intent
classifier’s reward guides the generator to generate examples with low probabilities for all
intent classes. Our experiments show that OOD examples generated by OodGAN improve
the performance of the OOD detection problem, which is critical in conversational AI.
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Chapter 4

Named Entity Density for
Summarization

This chapter proposes a method for text summarization utilizing entities as features.
[Marek et al., 2021a] We propose an extractive summarization approach, Named Entity
Density, that selects a sentence with the highest ratio between a number of entities and
the length of the sentence as the summary of the article. We demonstrate that the selected
sentence reflects the style of reports concisely identifying to whom, when, where, and what
happened. We show that such a summary is beneficial in combination with the first sen-
tence of an article in voice applications presenting news articles. We use summaries of
articles as an efficient way to ground responses of neural response generators in knowledge,
as we demonstrate in chapter 5. Using summaries instead of whole articles is desirable for
language models with a limited number of input tokens.

4.1 State of the art

Allahyari et al. [2017] briefly survey extractive and abstractive methods for text summa-
rization. We introduce methods for both approaches in the following subsections.

4.1.1 Extractive Summarization

Mihalcea and Tarau [2004] introduce a Textrank algorithm, a graph-based ranking model.
It creates a graph of sentences based on their overlap. It chooses the most important
sentences according to the created graph. Pal and Saha [2014] propose a summarization
algorithm that derives the relevance of the sentences within the text using the Simplified
Lesk algorithm and the WordNet online database. K̊agebäck et al. [2014] propose using
continuous vector representations for semantically aware representations of sentences for
summarization. Zhang et al. [2016] develop convolutional neural networks that learn sen-
tence features and perform sentence ranking. The latest results are achieved by Liu [2019].
They apply the BERT model [Devlin et al., 2018] to extractive summarization.

56
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Especially relevant works for our research are those working with named entities. No-
bata et al. [2002] introduce named entity tagging and pattern discovery to a summarization
system based on a sentence extraction technique. Hassel [2003] integrates a Named Entity
tagger into the SweSum summarizer for Swedish newspaper texts. Filatova and Hatzi-
vassiloglou [2004] propose a summarization technique using features based on low-level
atomic events that describe the relationships between important actors in a document or
a set of documents. The extraction of atomic events relies on a noun phrase and named
entity recognition [Hatzivassiloglou and Filatova, 2003]. Jabeen et al. [2013] apply named
entity recognition for summarization of tweets. Schulze and Neves [2016] present Enti-
tyRank, a multi-document graph-based summarization algorithm solely based on named
entities. They apply it to texts from the medical domain. Khademi and Fakhredanesh
[2020] propose an unsupervised method for summarizing Persian texts that use a named
entity recognition system. Their method consists of three phases: training a supervised
NER model, recognizing named entities in the text, and generating a summary.

4.1.2 Abstractive Summarization

Nallapati et al. [2016] models abstractive text summarization using Attentional Encoder-
Decoder Recurrent Neural Networks. They propose several novel models that address
critical problems in summarization that are not adequately modelled by the basic architec-
ture, such as modelling keywords, capturing the hierarchy of sentence-to-word structure,
and emitting rare or unseen words during the training time. Liu et al. [2017] propose an
adversarial process for abstractive text summarization. Yao et al. [2018] propose a recur-
rent neural network-based Seq2Seq attentional model with a dual encoder including the
primary and the secondary encoders. Song et al. [2019] propose an LSTM-CNN-based
approach that can construct new sentences by exploring more fine-grained fragments than
sentences, namely, semantic phrases. The proposed approach is composed of two main
stages. The first stage extracts phrases from source sentences. The second stage generates
text summaries using deep learning. Liu and Lapata [2019] apply BERT in text sum-
marization and propose a general framework for extractive and abstractive models. For
abstractive summarization, they propose a new fine-tuning schedule that adopts different
optimizers for the encoder and the decoder to alleviate the mismatch between the two, as
the former is pretrained while the latter is not.

4.2 Method

In our experiments with summarization, we focus on the summarization of Czech news
articles by a one-sentence summary. We can also describe this task as the automatic
creation of a headline for a given text. We use the SumeCzech dataset [Straka et al., 2018]
for our experiments.

Additionally, we explore the influence of the named entities on text summarization. We
use SpaCy’s named entity recognition (NER) model, trained on a CoNLL-based extended
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CNEC 2.0 dataset [Ševč́ıková et al., 2014], to label SumeCzech with named entities to
create additional features.

We use the annotations as a foundation for our newly proposed method, which we
call Named Entity Density. The method selects the sentence with the highest ratio of the
number of entities to the sentence length as the summary of the article. We show that our
proposed method achieves nearly as good results in the automatic evaluation as the hard-
to-beat baseline in the news domain that selects the first sentence. Nenkova [2005] shows
that the baseline selecting the first sentence is strong because authors tend to summarize
the main points of an article in the first sentence, especially in the news domain. We
also show that sentences selected by Named Entity Density possess a high information
value mentioning to whom, where, when, and what happened. This structure resembles
the style of reports that concisely identifies and examines issues, events, or findings that
have happened. We propose that such a summary is helpful in voice applications presenting
news. Voice application can present the summary formed out of the first sentence of a news
article and continue with the sentence selected by Named Entity Density if a user requests
additional information. Moreover, both methods can be used as input to neural response
generators to ground their response in knowledge. Input constructed by summarization,
instead of an entire article, is advantageous because it is efficient in terms of length. The
short length is important for transformer-based neural response generators with limited
input sizes.

We also propose two abstractive methods that can construct a novel sentence as a sum-
mary. They are based on the Seq2Seq architecture, initially used for machine translation.
The first method uses the text of the article only. The second method uses additional
annotations created by the named entity recognition system as input features. Our ex-
periments show that both models achieved state-of-the-art results in SumeCzech’s task to
summarize the headline from the text of the article. We also show that the named entities
added as an additional input feature improve the ability of the model to generalize to the
out-of-domain data.

Finally, we propose a new metric, ROUGENE, which measures the overlap of named en-
tities in the target and generated summaries. Poor results of the experiments in ROUGENE

show that summarization of entities still poses many challenges, and this task has not been
fully solved yet.

4.2.1 Named Entity Density

Named Entity Density is our proposed unsupervised extractive method. It calculates each
sentence’s named entity density score and selects the sentence with the highest score. The
score is calculated in two steps. First, we apply a named entity recognition algorithm to all
sentences. Next, we calculate the named entity density as a ratio of the number of tokens
marked as a named entity to the total number of tokens in the sentence.

Formally, let us denote the article A, for which we want to create a summary, as a set
of sentences s0 . . . sn:
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A = {s0, s1, s2, . . . , sn}.
Each sentence si contains word tokens x0 . . . xm:

si = {x0, x1, x2, . . . , xm}.
We apply the named entity recognition algorithm NER on each sentence si of the

article A:

NER(si) = {e0, e1, e2, . . . , em},
that produces NER labels e0 . . . em for each token x0 . . . xm of the sentence si. We can

divide the NER tokens into two sets: ENE and E¬NE. Each NER token belongs to exactly
one of those two sets. ENE contains all NER tokens representing some entity type. E¬NE
contains all NER tokens that do not represent any entity type. In the analogy of the IOB
format, ENE contains I and B tokens, and E¬NE contains O tokens. Next, we calculate
the named entity density NED for each sentence s0 . . . sn of the article A. The NED is
defined as:

NED(si) =
|ENE|
|si|

,

where |ENE| denotes the number of tokens in the sentence si which NER algorithm
marked as named entities and |si| is the number of all tokens x0 . . . xm forming the sentence
si. We select the sentence si with the highest NED score as a summary of article A.

The intuition of the Named Entity Density is that the sentence with the high NED
score mentions the highest number of entities within the smallest text fragment. Such a
sentence corresponds to the form of a report that is structured around concisely identifying
and examining issues, events, or findings that have happened.

4.2.2 Seq2Seq

Seq2Seq is a supervised abstractive summarization method that uses a Seq2Seq neural
network with global attention. Formally, a Seq2Seq neural network models the conditional
probability p(y|x) of translating a source text x = {x0, x1, x2, ..., xn} into a target text
y = {y0, y1, y2, ..., ym} [Luong et al., 2015]. The source text x is an article, y is a summary,
and m < n in our case. The Seq2Seq neural network consists of an encoder and a decoder.
The encoder creates a fixed-length vector representation r of the source text x:

r = ENC(x).

The encoder is usually a recurrent neural network with hidden states hENCs :

hENCs = fENC(hENCs−1 , xs),

and the output of the encoder is its last hidden state:
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Figure 4.1: Seq2Seq with a global attention mechanism. The figure is inspired by Luong
et al. [2015]

ENC(x) = hENCn

The fENC can be a vanilla RNN [Rumelhart et al., 1985], LSTM [Hochreiter and
Schmidhuber, 1997], or GRU [Cho et al., 2014] unit.

The decoder takes r as an input and generates a target text, one token at a time:

log p(y|x) =
m∑
j=1

log p(yj|y<j, r).

We can also represent the probability of generating a target word yj as:

p(yj|y<j, r) = softmax(g(hDECj )),

where g is a transformation function that generates a vocabulary-sized vector. The
hDECj is the output of recurrent neural network unit:

hDECj = fDEC(hDECj−1 , yj−1).

The function fDEC can be a vanilla RNN, LSTM, or GRU unit, like in the case of the
encoder.

We add a global attention mechanism to the Seq2Seq neural network. The attention
allows the network to selectively focus on parts of the source text during the target text
generation. We illustrate the global attention mechanism in Figure 4.1.

The idea is to concatenate a source-side context vector cj with the input vector of the
encoder yj−1:
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ỹj−1 = [cj, yj−1].

The vector ỹj−1 is fed into fDEC :

hDECj = fDEC(hDECj−1 , ỹj−1).

The context vector cj is computed as a weighted average over all vectors of hidden
states of the encoder hENCs :

cj =
n∑
i=0

aji · hENCi ,

where aji is the ith element of the weight vector aj.
The aj is calculated by the softmax function comparing each hidden state of the encoder

hENCs with the current hidden state of the decoder hENCj :

aji =
exp(score(hDECj−1 , h

ENC
i ))∑

s′ exp(score(h
DEC
j−1 , h

ENC
s′ ))

.

There are multiple definitions of the score function. We selected the general score
function, defined as:

score(ht, hs) = h>t Whs.

4.2.3 Seq2Seq–NER

Seq2Seq–NER is a supervised abstractive method that uses a Seq2Seq model with global
attention and adds the NER feature encoded as a one-hot encoded vector appended to
the input embedding vector. Formally, the Seq2Seq neural network models the conditional
probability p(y|xNER), where y is a target text y = {y0, y1, y2, ..., ym} and xNER is a source
sequence. The source sequence is a concatenation of a vector representation of the source
token xi and one-hot vector representation of entity type ei:

xNER = {[x0, e0], [x1, e1], [x2, e2], . . . , [xn, en]}.
The rest of the model works similarly to the Seq2Seq model we have already described.

To summarize, the difference between Seq2Seq and Seq2Seq–NER models is that the latter
has access to the named entity labels of the source words produced by the NER algorithm.

4.2.4 ROUGENE Summarization Metric

Since we focus on the role of named entities in summarization, we propose a novel metric
ROUGENE. ROUGENE measures the overlap of named entities between the reference and
the generated summaries. This metric evaluates the model’s ability to transfer named
entities to the summary.

Formally, let us denote the tokens of a true summary X:
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X = {x0, x1, x2, . . . , xn},

where xi are individual tokens of the summary. Let us denote the generated summary
Y in a similar fashion:

Y = {y0, y1, y2, . . . , ym}.

Next, we apply the named entity recognition algorithm on X and Y . The result is
entity annotations xei and yei for all tokens xi and yi:

{xe0, xe1, xe2, . . . , xen},

{ye0, ye1, ye2, . . . , yem}.

The annotations can be divided into a set of annotations ENE that mark entities and
annotations E¬NE that do not mark entities. In the analogy of IOB format, the former are
I and B annotations, and the latter are O annotations. For the calculation of ROUGENE,
we select only tokens that are marked as entities. Formally, we select only the tokens of
summaries X and Y , for which its entity label is an element of ENE. The results are the
Xe and Ye:

Xe = {xi} for i = 0 . . . n if xei ∈ ENE,

Ye = {yi} for i = 0 . . .m if yei ∈ ENE.

Next, we calculate the ROUGE precision and recall scores using the tokens of Xe and
Ye as follows:

precision =
|Xe ∩ Ye|
|Xe|

,

recall =
|Xe ∩ Ye|
|Ye|

,

where |Xe| and |Ye| denote the sizes of Xe and Ye. |Xe ∩ Ye| denotes the number of
overlapping tokens between Xe and Ye. The resulting values are the precision and recall of
ROUGENE. We define the metrics to be equal to zero for summaries without any named
entity.

4.3 Data

We use SumeCzech for experiments. SumeCzech is a Czech news-based summarization
dataset created by Straka et al. [2018]. It contains over a million documents, consisting of
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Website Number Percentage

ceskenoviny.cz 4,854 0.5%
denik.cz 157,581 15.7%
idnes.cz 463,192 46.2%
lidovky.cz 136,899 13.7%
novinky.cz 239,067 23.9%

Total 1,001,593 100.0%

Table 4.1: Number of documents in SumeCzech from individual news websites

a headline, several sentences of abstract, and a full text. The dataset was collected from
various Czech news websites. We show the distribution of the websites in Table 4.1.

SumeCzech is split into four parts. Three of them are the train, development, and test
sets. Additionally, to simulate a real-life situation where a model is trained on data from
one domain and used on real data from other domains, Straka et al. [2018] created an
out-of-domain (OOD) test set. OOD test set evaluates how models cope with news articles
from domain never seen during training. They clustered the whole dataset into 25 clusters
using K-Means on abstracts of the articles and selected one cluster as the OOD test set.
The OOD test set contains approximately 4.5% of all articles. The OOD testing set seems
to contain news articles about concerts and festivals. The remaining articles were divided
into train, development, and test sets in 86.5 : 4.5 : 4.5 ratio.

4.3.1 Named Entity Annotations

We train a model for named entity recognition in the Czech language to annotate
SumeCzech by named entities. We selected the CoNLL-based extended CNEC 2.0 [Konkol
et al., 2014] as the training dataset, as it is the largest and most up-to-date Czech named
entity recognition dataset. The advantage is that the dataset contains no nested entities,
making the outputs easier to use for summarizers.

We selected SpaCy’s NER model1 [Honnibal et al., 2020] because previous experiments
by Müller [2020a] showed that SpaCy’s NER model offers a good trade-off between per-
formance, speed, and memory requirements. Speed and memory requirements might seem
unimportant for our experiments because we can precompute the annotations. However,
for practical usage, in which the labels have to be created as soon as possible once a new
document for summarization arrives, we also decided to take those properties into account.
The SpaCy’s NER model achieved a 78.45 F-Score on the CoNLL-based extended CNEC
2.0 testing set. For comparison, the current state-of-the-art result on this dataset is 86.39
F-Score [Straková et al., 2019, Müller, 2020b].

We applied the trained SpaCy’s NER model to the text of SumeCzech’s articles. The
result was annotations in IOB2 format, with one label for each word token. The NER found

1https://spacy.io/api/entityrecognizer

https://spacy.io/api/entityrecognizer
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Entity Type Train Dev Test Test OOD

Numbers in addresses 116,990 5,052 5,129 1,827
Geographical names 5,271,938 282,440 285,307 212,637

Institutions 4,488,357 222,524 234,147 250,555
Media names 534,340 24,379 27,966 22,360

Artifact names 2,367,532 118,938 108,811 196,009
Personal names 7,991,790 406,938 395,867 646,556

Time expressions 1,684,152 87,096 86,866 121,357

Total 22,455,099 1,147,367 1,144,093 1,451,301

Table 4.2: Number of named entities in texts of SumeCzech’s articles

Entity Type Train Dev Test Test OOD

Numbers in addresses 331 18 12 26
Geographical names 285,148 15,903 14,697 13,502

Institutions 161,809 7,578 8,472 12,806
Media names 9,088 371 420 718

Artifact names 62,124 3,344 2,837 7,748
Personal names 302,276 15,117 15,856 31,266

Time expressions 14,400 760 838 1,127

Total 835,176 43,091 43,132 67,193

Table 4.3: Number of named entities in headlines of SumeCzech’s articles

Entity Type Train Dev Test Test OOD

Numbers in addresses 1,686 105 85 83
Geographical names 773,901 41,759 38,903 33,001

Institutions 601,129 28,380 33,119 52,938
Media names 77,591 3,744 4,320 3,946

Artifact names 159,122 7,550 7,174 25,204
Personal names 747,686 36,783 37,712 65,950

Time expressions 132,276 7,214 7,272 23,544

Total 2,493,391 125,535 128,585 204,666

Table 4.4: Number of named entities in abstracts of SumeCzech’s articles
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Split Percentage

Train 36.1%
Dev 35.4%
Test 35.7%
Test OOD 14.1%

Table 4.5: Percentage of headlines containing no named entity

approximately 26M named entities in texts, 1M in headlines, and 3M in abstracts. (We
do not use abstracts in our experiments. We present the numbers of named entities in the
abstracts for completeness only.) We show the detailed statistics in Table 4.2, Table 4.3,
and Table 4.4. We also counted the number of headlines without any named entity. We
show the statistic in Table 4.5. We published the annotations2 to promote replication of
results and to enable further research [Marek and Müller, 2021].

4.4 Experiments

The task we study is to create a one-sentence summary from the text of the article. The
one-sentence summarization can be seen as the task of creating a headline for the arti-
cle. We use five baselines introduced by Straka et al. [2018]. Moreover, we propose one
extractive method – Named Entity Density and two abstractive approaches, Seq2Seq and
Seq2Seq–NER, for text summarization.

4.4.1 Metrics

We used the ROUGERAW metric for evaluation. ROUGERAW was proposed by Straka
et al. [2018] as a language-agnostic variant of ROUGE [Lin, 2004]. The original ROUGE
metric automatically determines the quality of the generated summary by comparing it to
a reference summary created by humans. There are two variants. ROUGE-N measures
the overlap of N-grams between the generated and reference summaries. ROUGE-L looks
at the longest common subsequence between the reference and the generated summaries.
ROUGE calculates recall and is English-specific. It employs English stemmer, stop words,
and synonyms.

ROUGERAW does not need any stemmer, stop words, or synonyms, which makes it
language-independent. It measures recall, precision and F1-score. It also has two variants,
ROUGERAW-N and ROUGERAW-L, corresponding to the variants of the original ROUGE
metric. We selected ROUGERAW-1, ROUGERAW-2, and ROUGERAW-L to evaluate ap-
proaches that we propose.

Additionally, we used the proposed metric ROUGENE. ROUGENE measures the over-
lap of named entities between the reference and the generated summaries. This metric

2http://hdl.handle.net/11234/1-3505

http://hdl.handle.net/11234/1-3505


66 CHAPTER 4. NAMED ENTITY DENSITY FOR SUMMARIZATION

evaluates the model’s ability to transfer named entities to the summary.

4.4.2 Baselines

We adopt the methods proposed by Straka et al. [2018] as a baseline. They propose four
extractive methods and one abstractive method for SumeCzech’s task to create a headline
out of the text of the article:

• First : unsupervised extractive method. It returns the first sentence of the article.

• Random: unsupervised extractive method. It returns a random sentence from the
article.

• TextRank : unsupervised extractive method. It selects the most important sentence
of the article using the TextRank [Mihalcea and Tarau, 2004] algorithm.

• clf-rf : supervised extractive method. It selects the sentence that receives the highest
score produced by the Random forest classifier. The classifier performs classification
using vector representation of sentences. The vector representation consists of the
sum of TF-IDF for each word normalized by the sentence length, length of the sen-
tence, cohesion (distance from other sentences), the count of capitalized words in the
sentence, the count of tokens that consist of digits, and the count of non-essential
words that suggests the sentence relates to some other sentence.

• t2t : supervised abstractive method. It uses a neural machine translation model pro-
posed by Vaswani et al. [2017] to generate a summary consisting of a novel sentence.

4.5 Results

We show the evaluation results in Table 4.6. First, we replicated the results of First and
Random baselines reported in Straka et al. [2018]. Our results were on par with the reported
Precision, Recall, and F1-Score of ROUGERaw-1, ROUGERaw-2,
ROUGERaw-L. We additionally evaluated our proposed metric ROUGENE for comparison
with other methods.

Next, we evaluated the proposed extractive method Named Entity Density (NE Den-
sity). Results of Named Entity Density compared to the First, a solid summarization
baseline, especially in the news articles domain, are encouraging. Named Entity Density
achieves only slightly worse results. Moreover, the results are consistent between the test
and the OOD test set. Additionally, as we will show in subsection 4.5.1, Named Entity
Density produces summaries resembling the style of informationally concise reports.

We evaluated the Seq2Seq and Seq2Seq–NER on the test set to compare those methods
with the approaches proposed by Straka et al. [2018]. We can see that our proposed Seq2Seq
and Seq2Seq–NER methods achieve better results on average by 80% relatively in Precision
and F1-score compared to the best methods proposed by Straka et al. [2018]. Only Textrank
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Dataset Method
ROUGERaw-1 ROUGERaw-2 ROUGERaw-L ROUGENE

P R F1 P R F1 P R F1 P R F1

Test

First 7.8 14.6 9.4 1.1 2.3 1.5 6.7 12.6 8.1 2.4 2.7 2.4
Random 6.2 11.0 7.3 0.5 0.9 0.6 5.4 9.5 6.3 1.8 2.1 1.8
Textrank 6.0 16.5 8.3 0.8 0.6 0.7 5.0 13.8 6.9 - - -
Tensor2Tensor 8.8 7.0 7.5 0.8 0.6 0.7 8.1 6.5 7.0 - - -

NE Density 6.6 10.7 7.3 0.8 1.4 0.9 5.9 9.4 6.4 1.5 2.2 1.6
Seq2Seq 16.1 14.1 14.6 2.5 2.1 2.2 14.6 12.8 13.2 5.3 6.5 5.6
Seq2Seq–NER 16.2 14.1 14.7 2.5 2.1 2.2 14.7 12.8 13.3 4.7 6.0 5.0

OOD

First 7.0 14.7 8.7 1.4 2.9 1.7 6.1 12.8 7.6 1.4 1.7 1.4
Random 5.5 10.9 6.6 0.7 1.4 0.8 4.8 9.5 5.8 0.9 1.3 1.0
Textrank 5.8 16.9 8.1 1.1 3.4 1.5 5.0 14.5 6.9 - - -
Tensor2Tensor 6.3 5.1 5.5 0.5 0.4 0.4 5.9 4.8 4.8 - - -

NE Density 6.3 11.4 7.1 1.3 2.3 1.4 5.7 10.2 6.3 1.0 1.9 1.1
Seq2Seq 13.1 11.8 12.0 2.0 1.7 1.8 12.1 11.0 11.2 1.0 1.0 1.0
Seq2Seq–NER 13.7 11.9 12.4 2.0 1.7 1.8 12.6 11.1 11.4 0.9 0.9 0.9

Table 4.6: Results of automatic evaluation

and First achieve better results in Recall. The Seq2Seq–NER achieved slightly better
results than Seq2Seq, which proves NER labels’ usefulness for summarization. However, it
seems from the results of ROUGENE that the better score is not caused by the improved
performance of using entities in the summaries.

We evaluated the Seq2Seq and Seq2Seq–NER on the OOD test set to learn how models
cope with news articles from a domain never seen during training. The results are en-
couraging. Even though they show a drop in absolute values of metrics between Test and
OOD test sets, the trend is the same. Seq2Seq and Seq2Seq–NER methods achieve the best
results of all compared methods in Precision and F1-score, and Seq2Seq–NER has slightly
better results than Seq2Seq.

Finally, we look at the results in ROUGENE. We do not have results for Textrank and
Tensor2Tensor because they were not reported in the work of Straka et al. [2018], and we
did not implement the methods ourselves. However, it is clear from the rest of the results
that even the recent state-of-the-art methods are struggling with the named entities in the
summarization.

4.5.1 Examples

We choose a few representative examples from the test and OOD test sets to show how
different methods summarize. We also provide English translation for convenience. Only
very simple automatic post-processing was done on the output of the proposed Seq2Seq
and Seq2Seq–NER models. We filtered the start of the sentence and end of the sentence
symbols, removed spaces before punctuation, stripped the text of any starting or ending
space, and capitalized the first letter.

First, we present examples of summarization created by Named Entity Density in Ta-
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Method Headline

Gold
Maloobchod v srpnu výrazně rostl
Retail trade grew significantly in August

First
Po očǐstěńı o sezónńı a kalendářńı vlivy rostl maloobchod meziročně o 4,2 procenta.
After adjusting for seasonal and calendar effects, retail trade grew by 4.2 percent year on
year.

NED
Podle Eurostatu vzrostly meziročně kalendářně očǐstěné maloobchodńı tržby v celé Evropské
unii o 2,2 procenta.
According to Eurostat, calendar-adjusted retail sales rose by 2.2 percent year on year across
the European Union.

Gold
Snoubenci zestárli, přibývá levněǰśıch obřad̊u bez svatebčan̊u
The couple is getting old, there are more and more cheaper ceremonies without wedding
guests

First
Stoupá počet sňatk̊u bez svatebčan̊u, ve všedńı den, jen za př́ıtomnosti svědk̊u.
The number of marriages without wedding guests is increasing, on weekdays, only in the
presence of witnesses.

NED
Centrum metropole bude stále patřit k nejžádaněǰśım mı́st̊um pro oddáváńı, potvrdila Právu
mluvč́ı Prahy 1 Veronika Blažková.
The center of the metropolis will still be one of the most sought-after places for wedding,
”Veronika Blažková, spokeswoman for Prague 1, confirmed to Právo.

Gold
Vranovskou přehradu znovu znečistila ropa, unikala ze sud̊u na dně
The Vranov dam was again polluted by oil, escaping from barrels at the bottom

First
Likvidace prob́ıhá za odborné spolupráce pracovńık̊u povod́ı Moravy a odboru životńıho
prostřed́ı.
The liquidation takes place with the professional cooperation of the employees of the Moravia
River Basin and the Department of the Environment.

NED
Starosta Vranova nad Dyj́ı se o ropě dozvěděl z tisku, což jej rozĺıtilo.
The mayor of Vranov nad Dyj́ı learned about the oil from the press, which angered him.

Gold
Z Fondové bude Reaganova žena, doplńı ji Oprah a Posledńı skotský král
The Fond will be Reagan’s wife, complemented by Oprah and the Last King of Scotland

First
Ve sńımku s názvem The Butler (Majordomus) o správci v B́ılém domě pracuj́ıćım pro
několik amerických prezident̊u by se v hlavńı roli mohl podle časopsisu (the word časopsisu
is misspelled in the dataset) Variety objevit americký herec Forest Whitaker.
According to Variety magazine, American actor Forest Whitaker could star in the film The
Butler about a White House caretaker working for several US presidents.

NED
Amerického prezidenta Richarda Nixona si zřejmě zahraje John Cusak.
US President Richard Nixon is likely to be played by John Cusack.

Gold
Zlatého ledňáčka na festivalu Finále Plzeň źıskal sńımek Jako nikdy
Movie Jako nikdy won Golden Kingfisher at the Finale Pilsen festival

First
Letošńı ročńık festivalu Finále byl výjimečný t́ım, že poprvé soutěžily kromě českých také
slovenské sńımky.
This year’s Finale festival was exceptional in that, for the first time, in addition to Czech,
Slovak films also competed

NED
Letošńı ročńık festivalu Finále Plzeň navšt́ıvilo od 27. dubna do 3. května 10 853 divák̊u.
This year’s Finale Plzeň festival was visited by 10,853 spectators from April 27 to May 3.

Table 4.7: Examples of summarizations created by Named Entity Density
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ble 4.7. We do not divide the examples into test and OOD test sets because the generated
summaries of both sets achieve comparative quality thanks to the fact that Named Entity
Density is an unsupervised method.

We can see that the selected sentences contain named entities. Those sentences are
comprised of factual information. The sentences are always grammatically correct, thanks
to the fact that Named Entity Density is an extractive approach. Even though the sum-
maries created by First can contain more entities in general, the summaries created by
Named Entity Density have a higher density of entities. We can see that the summaries
created by Named Entity Density revolve around to whom, when, where, and what hap-
pened. It closely resembles the style of reports that concisely identify and examine issues,
events, or findings that have happened.

Notice also that the sentences selected by Named Entity Density are not the first sen-
tences of the articles. We measured that the sentence selected as a summary by Named
Entity Density differs from the sentence selected by First in 93% of SumeCzech’s articles.
Thus, we can use the summaries created by Named Entity Density as an alternative ver-
sion or reformulation of summaries created by the method selecting the First sentence of
an article. This property is highly praised by voice applications like Alquist [Pichl et al.,
2020b] or Emora [Finch et al., 2020]. Voice applications present news articles in a summary
because users quickly lose focus as news articles are not intended to be read by synthetic
voices. Initially, the voice application can present the first sentence of the article. Addi-
tionally, if the user requests to learn more, it can present the summary produced by Named
Entity Density.

We show the results of Seq2Seq and Seq2Seq–NER models for test and OOD test sets
separately in Table 4.8 and Table 4.9. Both models generate novel sentences and incorpo-
rate entities into the generated summarizations successfully. Despite the promising results
of the automatic evaluation, we can see that some of the outputs are not grammatically
correct and contain repeated words.

4.6 Conclusion of Chapter

We proposed an extractive approach Named Entity Density that selects a sentence with
the highest ratio between the number of entities and length of the sentence as the summary
of the article. We selected the SumeCzech dataset Straka et al. [2018] for our experiments,
which we annotated by named entities by the SpaCy’s NER. We proposed a new metric,
ROUGENE, that measures the overlap of named entities between the true and generated
summaries. The experiments showed that Named Entity Density achieved nearly as good
results as baseline selecting the article’s first sentence, which is a very hard baseline to
beat, especially in news articles. Nevertheless, the summaries generated by Named Entity
Density demonstrated that the selected sentences reflect the style of reports concisely
identifying to whom, when, where, and what happened. We proposed combining Named
Entity Density and First summaries in voice applications. The voice application can
initially present the first sentence of the article and continue by follow-up created by
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Method Headline

Gold
Nejznáměǰśı Albánec může o stavbě mešity přemýšlet ve vězeńı
The most famous Albanian can think about building a mosque in prison

Seq2Seq
Soud potrestal za únos s lidmi
The court punished for kidnapping with people

Seq2Seq–NER
Soud potvrdil tresty za pašováńı drog
The court upheld the penalties for drug smuggling

Gold
Kriminalisté dopadli násilńıka, který v lednu zneužil školáky z Orlové
Criminal investigators caught a rapist who abused schoolchildren from
Orlová in January

Seq2Seq
Policie hledá muže, který v Ostravě znásilnil děti
Police are looking for a man who raped children in Ostrava

Seq2Seq–NER
Policie hledá muže, který se v Ostravě, který se na něj
Police are looking for a man in Ostrava who at him

Gold
Do Valtického Podzemı́ za divadlem mı́sto v́ına
To the Valtice Underground for the theater instead of wine

Seq2Seq
Divadlo se v Brně otevře v Brně
The theater in Brno will open in Brno

Seq2Seq–NER
V Brně otevřeli novou sezonu, divadlo se otevře návštěvńık̊um
They have opened a new season in Brno, the theater will be open to visitors

Table 4.8: Examples of summarizations from the Test set

Named Entity Density if a user requests additional information.
Next, we proposed two abstractive approaches based on the Seq2Seq architecture. The

first approach, Seq2Seq, generates novel summaries using only tokens of the article’s text.
The second approach, Seq2Seq–NER, additionally uses the named entity labels of each
word as its input. Experiments showed that both proposed methods achieve better results
than the methods proposed previously by Straka et al. [2018]. Seq2Seq–NER improved the
results over Seq2Seq in automatic evaluation. This result demonstrated the usefulness of
named entity labels for summarization. Furthermore, the results of the methods showed
similar trends even on the out-of-domain test set.

The rationale for including summarization techniques in this work is their benefit for
Hybrid dialogue management. The techniques serve as a connection between dialogue
management and knowledge base. They provide dense and informationally rich summaries
of knowledge stored as potentially long articles. Due to the limited size of neural response
generators based on transformer architecture, it is advantageous to create summarizations
of those long articles. Summarizations ground the response of neural response generators
in knowledge, as described in chapter 6 proposing Hybrid dialogue management.
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Method Headline

Gold
Havlova Asanace by sama asanaci potřebovala
Havel’s Asanace itself would need sanitation

Seq2Seq
Havel se vrátil do divadla
Havel returned to the theater

Seq2Seq–NER
Havel se s s Havlem Na zábradĺı. Na hradě
Havel with with Havel at Na zábradĺı. On Castle

Gold
Hrad Bouzov nadchne cyklisty i zájemce o mučeńı a draky
Bouzov Castle will delight cyclists and those interested in torture and drag-
ons

Seq2Seq
Hrady a zámky na hrad. Kde se můžete vidět i na hrad
Castles and chateaux for the castle. Where you can yourself and castle

SeqSseq–NER
Na kole na hrad
By bike to the castle

Gold
Filmy z Indie opět v Praze
Films from India again in Prague

Seq2Seq
V Indii se chystá na film o lásce
There are preparations for a movie about love in India

Seq2Seq–NER
V Indii se vraćı do Indie
In India, he returns to India

Table 4.9: Examples of summarizations from the OOD test set



Chapter 5

Dialogue Management

This chapter introduces approaches to dialogue management. We can divide the task of
dialogue management into two levels: topic tracking and flow control. The topic tracking
and flow control differ in the frequency with which they make decisions and the size of the
dialogue unit they select. The former is responsible for the strategic decision process, while
the latter makes tactical decisions. Topic tracking is responsible for selecting the topic of
the conversation that would take place in the following several turns of the dialogue. In
practice, the topic tracking usually changes the topic if the user requests a change to
a different topic or some application-dependent condition is met. The infrequency of the
topic tracking decision process also implies that topic tracking makes the selection between
large conversation units that take place for several turns. Thus, the topic tracking part of
dialogue management decides with a frequency of several turns and selects a large unit of
conversation. The immediate actions in each turn are selected by flow control.

The flow control part of dialogue management is responsible for action selection in every
dialogue turn. It has to represent the immediate state of the dialogue in its internal state.
Flow control selects the action and updates its internal state based on the user’s message
and previous state. The set of actions is usually determined by a dialogue script, which we
call dialogue in this thesis. The system’s response is constructed or selected based on the
flow control output. Thus, the flow control level of dialogue management makes frequent
decisions based on which immediate response of the system is dependent.

In this chapter, we present flow control and topic tracking methods. Important in-
formation for a reader is that this chapter serves as a prelude to the Hybrid dialogue
management proposed in chapter 6.

5.1 State of the art

The following sections introduce state-of-the-art methods in topic tracking and flow control
of dialogue management.

72
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5.1.1 Topic Tracking

We can divide works in topic tracking into two groups. The first group of works focuses
on the topic discovery and representation of the topic state. Those works are related to
problems of natural language understanding. The second group focuses on the policy and
topic selection by which the dialogue manager determines the optimal topic to discuss in a
mixed- or system-initiative setting. The second group is relevant to our proposed methods.
First, we will present relevant works on the topic discovery and representation of the topic
state.

Kim et al. [2014] propose a composite kernel approach for dialogue topic tracking to
utilize various types of domain knowledge from Wikipedia. Two kernels are defined based
on history sequences, and context trees are constructed based on the extracted features.
The proposed work is improved by a subsequent work of Kim et al. [2015] proposing to uti-
lize Wikification-based features for providing mention-level correspondences to Wikipedia
concepts for dialogue topic tracking.

Kim et al. [2016a] present various artificial neural network models for dialogue topic
tracking, including convolutional neural networks to account for semantics at each utter-
ance and recurrent neural networks to account for conversational contexts along multiple
turns in the dialogue history.

Xu et al. [2021b] presents a topic-aware solution for multi-turn dialogue modelling,
which segments and extracts topic-aware utterances in an unsupervised way so that the
resulting model is capable of capturing salient topic shift at the discourse level in need and
thus effectively tracks topic flow during multi-turn conversation. Topic-aware modelling
is implemented by a newly proposed unsupervised topic-aware segmentation algorithm
and Topic-Aware Dual-Attention Matching (TADAM) Network, which matches each topic
segment with the response in a dual cross-attention way.

Williams et al. [2014] introduced the first Dialogue State Tracking Challenge (DSTC)
focused on the dialogue state tracking of human-computer dialogues in the bus timetable
domain. Next, there were DSTC 2 [Henderson et al., 2014a] focused on dialogue state
tracking on human-computer dialogues in the restaurant information domain, DSTC 3
[Henderson et al., 2014b] focused on domain adaptation for human-computer dialogue state
tracking from the restaurant to the tourist information domain, DSTC 4 [Kim et al., 2017]
focused on dialogue state tracking on human-human dialogues in the tourist information
domain and DSTC 5 [Kim et al., 2016b] focused on cross-language dialogue state tracking
on human-human dialogues in the tourist information domain. With the sixth instalment of
DSTC, the challenge’s focus changed to different topics. DSTC challenges were substantial
testing grounds fostering innovation in topic tracking.

Next, we will present related works in policy and topic selection that are especially
relevant to our work. We start with the systems that won the Alexa Prize Socialbot Grand
Challenge 1 [Ram et al., 2018], 2 [Khatri et al., 2018] and 3 [Gabriel et al., 2020] as they
are the most closely influenced methods we propose.

Fang et al. [2017] proposed a Sounding Board. Sounding Board uses a hierarchically
structured, state-based dialogue model, where the state includes a discrete set of interac-
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tion types, the result of the last personality quiz, and a memory of previously discussed
content. Within the DM module is a master processing sequence that manages the con-
versation as a whole and a collection of miniskills that manage conversation segments for
specific types of interactions, which they refer to as conversation modes. The hierarchical
architecture simplifies the process of updating or adding new capabilities, and it is useful
for handling the frequent high-level conversation mode changes that they observed in user
interactions with the Sounding Board. At each turn, the DM module executes a sequence
of processing steps to identify a response strategy that addresses the user intent and meets
any constraints on the conversation topic. At the master processing level, the goal is to
identify the conversation mode and the appropriate miniskill to respond to it. First, a
state-independent processing step tries to identify cases that clearly initiate a new con-
versation segment, such as for an explicit topic request or other command types. If such
cases are not found in the state-independent process, a second processing stage is used
where state-dependent dialogue policies are executed. These processing stages poll mini
skills to identify which can satisfy user intent and topic constraints. Miniskills with the
most detailed topic match are prioritized, but otherwise, miniskills are selected randomly,
trying to avoid the same miniskill for consecutive turns.

Chen et al. [2018] proposed Gunrock. Gunrock uses a two-level hierarchical dialogue
manager to handle users’ conversations. The high-level system selects the best topic di-
alogue module for each user request, leveraging the output from NLU. After that, the
low-level system would activate this topic dialogue module to generate a response. The
system identifies user intent based on NLU output and combines it with each sub-module
feedback. The high-level dialogue manager decides which sub-module should handle the
user utterance. The dialogue module selector first picks a topic dialogue module responsi-
ble for the topic intent detected by our intent classifier. In order to keep the consistency
of responses, the selected module would provide a signal called propose continue to the
system after they generate a response. The system selects this module for the user’s next
utterance if it is set as CONTINUE. If it is set as UNCLEAR, the system selects this
module only when it cannot detect other topics. When it is set as STOP, which means
it cannot handle the user’s further requests, the system does not select this module for
the next turn. In this case, the module should propose a module that may better han-
dle the request. Otherwise, the system would get a special template that proposes one
topic dialogue module that has not been proposed or discussed and concatenates it to
the module’s response. The authors proposed tuning the modules’ priority based on their
performance. The selector selects the proposed module once the user adopts our proposal
in the next turn. The dialogue module selector would deal with some explicit strong user
intents specifically. Authors designed regular expression patterns to catch utterances with
such intents and send them to the module responsible for the current topic. For example,
if the utterance is “Let’s talk about movies,” the dialogue module selector selects the movie
module immediately.

Paranjape et al. [2020] propose a Chirpy Cardinal, an open-domain dialogue agent. The
dialogue manager of the agent handles the high-level logic of tracking which topics it is
discussing with the user and which responses or prompts should be used to form the bot’s
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utterances. User has navigational intent when indicating they do or do not want to discuss
a particular topic. The entity tracker tracks the current entity in the form of a Wikipedia
article. The system relies on multiple response generators. The authors propose to use a
priority system to decide which response generator’s response should be selected on each
turn. When generating responses, each response generator provides one of the response
priorities. A hierarchy of priorities supports preserving conversational continuity while
remaining responsive to the user’s initiative. By avoiding a centralized response-choosing
module, the proposed design allows response generators to decide whether they should
respond and whether their response is high quality.

5.1.2 Flow Control

The first notable work which concerns flow control was proposed by Weizenbaum [1966] in
the ELIZA chatbot. ELIZA uses scripts to describe the conversation. The script contains
rules based on string matching. The system outputs a corresponding response if the rule
is found in the input. There is also memory, which allows ELIZA to store found keywords
and refer to them later in the conversation. Except for memory, ELIZA’s flow control is
concerned with producing immediate responses. Thus, its flow control is rather limited.
Despite this fact, it was a pioneering work.

The subsequent two works are in the field of goal-based dialogue management. We
include them in the related work because they propose innovation in flow control.

Rudnicky and Xu [1999] proposed Agenda dialogue management. The agenda-based
approach addresses the problem of dialogue management in complex problem-solving tasks.
It treats the task at hand as one of cooperatively constructing a complex data structure,
a product, and uses this structure to guide the task. The product consists of a tree of
handlers. Each handler encapsulates processing relevant to a particular schema.

Bohus and Rudnicky [2003] proposed RavenClaw. RavenClaw introduces a clear sep-
aration between task and discourse behaviour specification and allows rapid development
of dialogue management components for spoken dialogue systems operating in complex,
goal-oriented domains. The system development effort is focused entirely on the specifica-
tion of the dialogue task, while the dialogue engine transparently generates a rich set of
domain-independent conversational behaviours.

The next step in the evolution of flow control proposed Wallace [2003]. It was Artificial
Intelligence Markup Language (AIML). AIML enables designers to input knowledge into
chatbots based on the A.L.I.C.E free software technology. AIML describes a class of data
objects called AIML objects and partially describes the behaviour of computer programs
that process them. AIML objects are made up of units called topics and categories, which
contain either parsed or unparsed data. Several dialogue systems were developed using
AIML, like Mitsuku proposed by Worswick [2017]. Mitsuku is a five-times winner of the
Loebner Prize [Mauldin, 1994].

Williams et al. [2017] proposed Hybrid Code Networks (HCNs), which combine an
RNN with domain-specific knowledge encoded as software and system action templates.
Compared to existing end-to-end approaches, HCNs considerably reduce the amount of



76 CHAPTER 5. DIALOGUE MANAGEMENT

training data required while retaining the key benefit of inferring a latent representation
of the dialogue state. In addition, HCNs can be optimized with supervised learning, re-
inforcement learning, or a mixture of both. HCNs attain state-of-the-art performance on
the bAbI dialogue dataset [Bordes et al., 2016] and outperform two commercially deployed
customer-facing dialogue systems.

Vlasov et al. [2019] proposed Dialogue Transformers. It is a dialogue policy based on
a transformer architecture, where the self-attention mechanism operates over the sequence
of dialogue turns. Authors argue that this is a more appropriate architecture than an RNN
due to the presence of interleaved topics in real-life conversations.

Bocklisch et al. [2017] proposed Rasa. Rasa is an open-source tool for building con-
versational software. It aims to make machine-learning-based dialogue management and
language understanding accessible to non-specialist software developers. Rasa works with
human-readable training data formats. Rasa requires a list of utterances annotated with
intents and entities. These can be specified either as a JSON structure or in markdown
format. The utterances and responses are connected into linear training dialogues, which
Rasa calls stories. Rasa can also visualise a graph of training dialogues. A story graph is
a directed graph with actions as nodes. Edges are labelled with the user utterances that
occur in between the execution of two actions. The edge label is omitted if there is no
user interaction between two consecutive actions. Each graph has an initial node called
START and a terminal node called END. The graph does not capture the entire dialogue
state, and not all possible walks along the edges necessarily occur in the training set. To
simplify the visualisation, a heuristic is used to merge similar nodes.

Burtsev et al. [2018] proposed DeepPavlov tailored for developing conversational agents.
The library prioritises efficiency, modularity, and extensibility to make it easier to develop
dialogue systems from scratch and with limited data available. It supports modular as well
as end-to-end approaches to the implementation of conversational agents. A conversational
agent consists of skills, and every skill can be decomposed into components. It allows
assembling a dialogue system from building blocks that implement models for required
NLP functionality. These blocks can be recombined and reused in agents for different
dialogue tasks. Such modularity opens possibilities for fast prototyping and knowledge
transfer. The library supports the creation of multi-purpose agents with diverse skills.
This is important for real-life application scenarios because skills can be added, upgraded
or removed independently when a dialogue system is already deployed.

Similar systems for the creation of conversational AI on the level of flow control are
Voiceflow1, Alexa Skills Kit2 and Google Dialogflow3. All three are commercial software
as a service tools. They allow developers to create, test, modify and deploy dialogue flows
using a visual designer tool. The flows are created by placing dialogue building blocks,
representing messages and responses, and connecting them via transitions.

1https://www.voiceflow.com/
2https://developer.amazon.com/en-US/alexa/alexa-skills-kit
3https://cloud.google.com/dialogflow

https://www.voiceflow.com/
https://developer.amazon.com/en-US/alexa/alexa-skills-kit
https://cloud.google.com/dialogflow
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5.2 Method

In this section, we will introduce methods for both levels of dialogue management, topic
tracking and flow control. The methods were developed for, utilized and tested in subse-
quent versions of socialbot Alquist [Pichl et al., 2018, 2020b,a, Konrád et al., 2021]. Alquist
competed in the Alexa Prize Socialbot Grandchallenges, achieving significant successes.

Division of dialogue management into two parts proved highly advantageous in open
domain socialbot. It allowed us to develop a topic tracking component responsible for the
strategic planning of the dialogue independently of the individual dialogue units executed
by the flow control component. The independent development opened doors for the rapid
development of conversational topics, which turned out to be a powerful strategy, especially
in initial instalments of Alexa Prize Socialbot Grandchallenges.

5.2.1 Topic Tracking

Topic tracking is responsible for the strategic planning of the dialogue. Based on the
context of the conversation and the current state of the dialogue manager, it selects the
optimal topic of a conversation. The topic is usually represented as one or several units of
dialogue realized by flow control dialogue management.

Throughout Alexa Prize Socialbot Grand challenges, we developed three methods of
topic tracking for Alquist. We sort methods in the order in which they were proposed, the
growing complexity of the decision process and the number of dialogue units and topics
it allowed to handle. We call the first method Monolithic topics dialogue management.
The name already suggests that this method relied on a small number of topics realized
as large dialogues. The following proposed method, Topic graph dialogue management,
introduced an ordered graph of topics, which the dialogue manager uses to traverse from
specific to increasingly more general topics of conversation. Finally, we propose Dialogue
selector. Dialogue selector assigns topic tags to dialogues between which it transitions with
the objective of minimizing the distance between topic tags. The following subsections
introduce our three methods of topic tracking in greater detail.

5.2.1.1 Monolithic Topic Dialogue Management

The Monolithic topic dialogue management is the baseline method for topic tracking we
proposed. This method can, in theory, support any number of topics. However, the
reasonable limit is units or tens of topics in practice. Consequently, most of the agency in
the conversation is left to the flow control dialogue management.

Monolithic topic dialogue manager selects topic t based on the intent of recent user
input i and inner state of dialogue manager s

t = MTDM(i, s),

where t is an element of a set of topics T and MTDM is a function of the dialogue
manager according to which it selects the topic. The function MTDM relies on 1 : m
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Executed
Topics:

Music, Sports

I want to chat
about movies.

Do you know
anything about

films?

Let's chat
about music.

I would like to
talk about
animals.

Movies

Music

Animals

Sport

Please specify
a different

topic.

What would
you like to chat

about?

State s Intents I MTDM(i, s) Topics T Fallbacks

Figure 5.1: Schema of Monolithic topic dialogue manager

mapping, in which m intents are mapped to a topic. We illustrate the Monolithic topic
dialogue management using Figure 5.1.

Demonstrated by practical example, the intents recognised in inputs I want to chat
about movies and Do you know anything about films? are mapped to topic Movies. The
execution of conversation about movies is directed to a corresponding dialogue unit of flow
control. Additionally, the dialogue manager keeps track of topics that have been selected
using its inner state s. Suppose the topic t would be selected for the second time. In
that case, the dialogue manager selects a fallback dialogue, which asks the user to select
a different topic to avoid repetition in the conversation. Moreover, the system can select
dialogue directly, asking what topic the user prefers next if no intent with mapping to any
topic is detected.

We tested Monolithic topic dialogue manager for topic tracking in Alquist 1.0 [Pichl
et al., 2018] during Alexa Prize Socialbot Grand Challenge 1. We applied it with Structured
topic dialogues (see section 5.2.2.1) for flow control. The main advantage of this approach
is its simplicity. The reason is that the dialogue manager makes infrequent decisions and
selects out of a small pool of possible topics. However, this approach in topic tracking moves
most of the conversation’s decision-making to flow control. Consequently, the dialogues
executed by flow control must be complex, limiting the modularity of the whole system.
Moreover, the limited modularity can lead to a rigidity of dialogue flows. Those weaknesses
are addressed in Topic graph dialogue manager.



5.2. METHOD 79

Inner state s

Dt,selected Dt,not_selected

Pointer to last
topic t

Topic Graph TG

General
d1,gen....dn,gen.

Movies
d1,mos....dn,mos.

Song
d1,son....dn,son.

Art
d1,art...dn,art

Musican
d1,msc....dn,msc.

Actor
d1,act....dn,act.

Literary 
Author
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Science
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Figure 5.2: Schema of Topic graph dialogue manager. The Topic graph dialogue manager
consists of the inner state s and Topic graph TG. The Topic graph consists of topic nodes.
Each topic node contains a set of dialogues d1,t...dn,t. There is a root topic node we call
General. The root node contains dialogues which apply to entities of unrecognizable topics.
We simplified the structure of the Topic graph in the figure for clarity.

5.2.1.2 Topic Graph Dialogue Manager

Topic graph dialogue manager addresses the rigidity of dialogue flows of Monolithic topic
dialogue manager. Topic graph is the core principle of Topic graph dialogue manager. The
Topic graph is a graph structure that groups dialogues into topics and connects topics into
broader topics. This structure allows the Topic graph dialogue manager to chain dialogues
of the same topics. Moreover, the dialogue manager can transition to dialogues from
more general but still related topics once the dialogues of a certain topic are depleted.
The approach based on the Topic graph allows for a modular development of dialogues
executed by a flow control dialogue management as a consequence.

Formally, the Topic graph is an oriented graph TG. TG consists of nodes V and edges E

TG = (V,E).

Each node v ∈ V represents topic t out of a set of all supported topics T . The topic t
contains dialogues Dt of the topic t.

Dt = d1,t, d2,t, ..., dn,t

The edges E are oriented. Edge connects two topic nodes according to the relative
generality of the nodes. If the edge ei ∈ E starts in node vj ∈ V and ends in node vk ∈ V
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it means that topic tj of node vj is less general than topic tk of node vk. To demonstrate
the relation by an example, the topic tj of node vj can be literary author and topic tk of
node vk can be literature.

The Topic graph dialogue manager is a function TGDM(i, e, s, TG), where i and e are
the intent and entity extracted out of a user’s message, s is the inner state of the dialogue
manager, and TG is the Topic graph. The inner state s contains two non-overlapping sets
of dialogues. One set contains dialogues that have been selected already Dt,selected and
dialogues that have not been selected yet Dt,not selected. Moreover, it contains a pointer to
the node v of topic t in the Topic graph TG, out of which the last dialogue was selected.
The result of the function TGDM(i, e, s, TG) is one dialogue which a flow control dialogue
manager will execute.

The procedure in which the function TGDM(i, e, s, TG) selects the dialogue consists
of the following steps. First, the Topic graph dialogue manager tries to find topic node
v according to its inner intent mapping. If there is topic node v to which the intent i
is mapped, the Topic graph dialogue manager selects one of the dialogues d connected
to node v and present in Dt,not selected. Also, the pointer in the inner state is updated to
point to v and selected dialogue d is moved out of Dt,not selected to Dt,selected. Alternatively,
the topic node v can also be selected similarly by mapping entity types to topic nodes.
Next, if the last selected dialogue ends and Topic graph dialogue manager has to select the
following dialogue, it first tries to select one of the dialogues out of topic node v to which
points the pointer stored in the inner state s. The selection is limited to set Dt,not selected.
If the set Dt,not selected is empty, the dialogue manager takes a transition out of topic node
v through oriented edge of Topic graph TG to topic node vk with more general topic tk.
The Dialogue selector tries to select dialogue connected to vk and not present in Dt,selected.
Without such dialogue, the dialogue manager transitions to an even more general topic.
The procedure repeats until some dialogue is selected. If no edge leads to a more general
topic, the dialogue manager has to execute a procedure to select a new topic node. Such
a procedure can be a simple random function, explicitly asking users for their preferences
or some recommendation algorithm.

We illustrate the Topic graph dialogue manager in Figure 5.2. Moreover, to demonstrate
Topic graph dialogue manager using an example, imagine that the user explicitly asks to
talk about literary author J. R. R. Tolkien, who is recognized by the system as an entity
of type literary author. The dialogue manager finds mapping from entity type literary
author to topic node literary author. This topic node contains dialogues that can lead
a conversation about any literary author. Those dialogues can be, for example: “How
do you like the work of this author?”, “What is your favourite book of this author?” or
“How many books written by this author have you read?” One of the dialogues which
has not been selected yet is selected. Once the user goes through all the dialogues from
literary author topic, the Dialogue selector can transition to a more general topic literature.
This topic contains dialogues that talk about literature in general: “What genre is your
favourite?”, “Where do you read books?”, “How do you pick a book to read,” etc. Once
those dialogues are all selected, the Dialogue selector can move to a more general topic of
art or entertainment.
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We used Topic graph dialogue manager for topic tracking in Alquist 2.0 [Pichl et al.,
2020b] competing in Alexa Prize Socialbot Grand Challenge 2. We used it in Alquist 2.0
together with Dialogue trees (see section 5.2.2.2). We observed two main benefits of Topic
graph dialogue manager. The first is that thanks to the ability of the dialogue manager to
transition from more to less specific topic nodes, the conversation can naturally progress
for a longer time without significant or abrupt changes to the topic. Second, the dialogue
management system is more modular due to separating topics and dialogues. This fact
is advantageous because it eases the development of dialogues and can introduce more
variable conversation flows. The variability stems from the selection process of individual
dialogues connected to topic nodes because there is no strict order in which the dialogues
are selected. However, the Topic graph still induces one topic for one dialogue. The system
does not allow multiple topics to be assigned to any dialogue. This property of the Topic
graph dialogue manager leaves room for improvement.

5.2.1.3 Dialogue Selector

Dialogue selector is a dialogue manager for topic tracking inspired by content-based filtering
recommendation systems [Pazzani and Billsus, 2007]. The Dialogue selector improves the
idea behind the Topic graph dialogue manager. Instead of fixed mapping of dialogue to a
single topic enforced by a structure of Topic graph, the Dialogue selector uses tags. There
can be multiple tags assigned to each dialogue. The tag represents the topic of the dialogue.
Tags can have several layers of granularity. There can be tags describing a whole topic
like movies, music or animals. Next, there can be a more specific layer of tags like action
movies, romantic movies or western movies. Next, there can be even more specific layer
of tags like plot of action movies, actors in action movies or directors of action movies.
Thus, there can be a dialogue asking users “Do you eat popcorn when you watch action
movies?” with assigned tags food, snacks, popcorn, movies and action movies.

In addition to tags, each dialogue has a starting condition. The starting condition
specifies what conditions must be met for the dialogue to be considered for selection. The
starting condition is a logical expression with either true or false result. If the result is
true, dialogue can be selected by a Dialogue selector. If the result of a logical expression is
false, the dialogue can not be selected. The input to the starting condition is a user profile
and the inner state of the Dialogue selector. The starting condition can require a certain
value stored in the user profile or state. The starting condition is crucial in ensuring that
the Dialogue selector will avoid selecting a dialogue for which execution any information
is missing. For example, for the dialogue “Do you eat popcorn when you watch action
movies?” the starting condition can require the fact “user likes action movies” to be true
and the fact that the dialogue was not executed in the conversation’s history to be true.

The principle behind the selection process of Dialogue selector is to minimize the change
of topics between two selected dialogues while keeping the flexibility of possible selections as
high as possible. Thus, the Dialogue selector selects one of the dialogue candidates based on
the overlap between the tags of the last selected dialogue and the dialogue candidates. This
principle ensures a high degree of freedom in selection with little change in the dialogue
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Figure 5.3: Schema of Dialogue selector

topic. Thanks to this fact, the topic of the dialogue evolves smoothly. Moreover, only
dialogue candidates for which their starting condition is satisfied are considered candidates
to be selected. This fact assures that only dialogues meeting the necessary conditions can
be executed, and the dialogue does not fail.

Formally, the Dialogue selector is a function DS(i, e, s,DC), where i is the intent of the
user message, e are entity types recognized in user message, s is the inner state and DC is
the set of dialogues that are candidates for selection. The dialogue candidate is formally a
triple

dcn = (scn, Tn, dn),

where scn is a starting condition in the form of logical expression, Tn is a set of tags
(tn1, tn2, ..., tnm) assigned to the dialogue candidate, and dn is the dialogue itself which flow
control dialogue manager will execute in case of selection of dialogue candidate dcn. We
illustrate the Dialogue selector in Figure 5.3.

The selection process of dialogue by Dialogue selector goes as follows. First, the Di-
alogue selector evaluates the starting condition of all dialogue candidates dc1, dc2, ..., dcn.
Only the dialogue candidates whose starting condition holds are considered for the next
selection step. We create a set of dc′ that consists of all dcn for which the starting condition
holds.

Next, we compare the tag overlap between tags of previously selected dialogue candidate
dcp = (scp, Tp, dp) kept in the inner state s and tags of all dialogue candidates of dc′n. For
each dc′n, we calculate the tag overlap score os

osn =
|T ′n ∩ Tp|

max(|T ′n|, |Tp|)
,
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where |T ′n∩Tp| is a number of identical tags that are assigned both to dc′n and dcp, and
max(|T ′n|, |Tp|) is a normalization factor equal to the number of tags in the larger of two
sets of tags T ′n and Tp|. Finally, the Dialogue selector selects the candidate dialogue dc′s
with maximal overlap score oss

dc′s = arg max
s

(os1, os2, ..., osn).

The selection process requires the previous dialogue with assigned tags in order to
calculate the overlap score and select the following dialogue. However, the previously
selected dialogue is not present at the start of the conversation. In this case, the baseline
approach would be randomly selecting some dialogue. However, a better approach is to
start a dialogue by asking users what topic they are interested in discussing. The topic
tags are retrieved from the user’s response either through entity recognition or mapping
intent to the tags. Those retrieved tags are then used for the initial selection of dialogue
by the Dialogue selector.

The user initiative to change the topic of the dialogue is similarly handled in Dialogue
selector as in the Topic graph with a slight change. There is also mapping using intents
and entities extracted from user messages. However, instead of topics, they are mapped to
the sets of tags. The tags from mapping are used to calculate topic overlap scores instead
of topic tags of previously selected dialogue.

We tested the Dialogue selector in a practical setting in Alquist 4.0 [Konrád et al., 2021]
competing in Alexa Prize Socialbot Chrand Challenge 4 together with Dialogue trees (see
section 5.2.2.2). The Alquist 4.0 conducted more dynamic conversation thanks to Dialogue
selector.

5.2.2 Flow Control

Flow control dialogue management starts once the topic tracking dialogue manager selects
the dialogue unit which should continue in the conversation. The flow control dialogue
manager is responsible for tactical decisions in the dialogue. This fact means that the
flow control dialogue manager is responsible for selecting actions based on the immediate
user input, the context of the dialogue and its inner state. In most cases, the action is an
immediate response presented to the user. However, it can also be a call to an external
service or knowledge base. Flow control dialogue manager uses their response to select
the next action. Thus, the flow control dialogue manager decides what will happen in the
dialogue on a turn-by-turn basis.

We developed two approaches to flow control for socialbot Alquist throughout Alexa
Prize competitions. The first approach uses Structured topic dialogues [Pichl et al., 2018].
The second approach utilizes Dialogue trees [Pichl et al., 2020b].

5.2.2.1 Structured Topic Dialogues

Structured topic dialogue is a rule-based system inspired by state automata with an ex-
tension of intents. The dialogue is represented as a graph structure consisting of nodes
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called states and edges called transitions. The state consists of a function represented by
a programmatic code, which can access user input, modify the inner state of the dialogue
manager, make requests to external services and knowledge base and construct a response.
The mandatory result of the state’s function is to select a transition to following state.
There are two types of transition: the immediate transition and the transition with user
input. The first type of transition executes the programmatic code of the following state
immediately. The second type of transition presents the constructed response to the user
first, lets the user input a message and only after this executes the programmatic code
of the following state. Thus, the second type of transition ends the dialogue turn. The
Structured topic dialogue handles user initiative through intents. If the supported intent
is recognized, the Structured topic dialogue switch the execution of the conversation to the
state according to its inner mapping. There is one starting state in which the Structured
topic dialogue begins and multiple ending states. Once any ending state is reached, the
dialogue processing is transferred from the flow control level of the dialogue manager back
to the topic tracking level of the dialogue manager, which selects the following Structured
topic dialogue.

Formally, the Structured topic dialogue S is a graph consisting of nodes N =
n1, n2, ..., ni, oriented edges E = e1, e2, ..., ek, intents I = i1, i2, ..., ij, one starting node
ns ∈ N and set of terminating nodes T ⊆ N . Each node nx is implemented as a function
taking the inner state of dialogue manager st and user input it. There is partially finished
response rt in the inner state st. The function modifies inner state st including the re-
sponse rt forming inner state st+1 with response rt+1, and outputs one of the edges en ∈ E
adjacent with the node nx.

st+1, en = nx(ct, rt)

The edge e is a tuple containing reference to the next node and an indication of whether
the transition is immediate or whether the turn ends

e = (ny, (immediate/turn ends)).

The intent in contains the reference to the node

in = ni.

If the intent in is recognized in the user’s input, the Structured topic dialogue gives
control to the node ni.

There is a starting node ns, in which the Structured topic dialogue starts, and a set of
nodes T = (nt1, nt1, ..., ntn) in which the Structured topic dialogue terminates.

In practice, the nodes in Structured topic dialogue are functions implemented using
arbitrary programming language. We present a pseudocode in Listing 5.1. The function
takes the inner state of the dialogue manager and user input as its arguments. The code
can access NLU annotations like recognized intent, detected entities or sentiment analysis
results. It can make API calls to external services, access knowledge bases, or do any other
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class Edge :
def i n i t ( s e l f , next node , t r a n s i t i o n ) :

s e l f . next node = next node
s e l f . t r a n s i t i o n = t r a s i t i o n

class Node1 ( State ) :
def execute ( context , u s e r i npu t ) :

context . addResponse ( ” Hel lo , how are you?” )
return Edge ( Node2 , Trans i t i on .TURN ENDS)

class Node2 (Node ) :
def execute ( context , u s e r i npu t ) :

i f ”good” in use r i npu t :
return Edge ( Node3 , Trans i t i on .IMMEDIATE)

i f ”bad” in use r i npu t :
return Edge ( Node4 , Trans i t i on .IMMEDIATE)

class StructuredTopicDia logue :
def i n i t ( s e l f ) :

s e l f . s t a t e = State ( )
s e l f . s t a r t i n g n o d e = Node1 ( )
s e l f . t e rminat ing nodes = [ Node3 , Node4 ]
s e l f . i n t e n t s = { i n t en t1 : Node1 , i n t en t2 : Node2}
s e l f . cur rent node = s t a r t i n g n o d e

def proce s s ( s e l f , s ta te , u s e r i npu t ) :
i n t e n t = IntentRecogn i t i on ( ) . r e c o g n i z e ( u s e r i npu t )
i f i n t e n t in s e l f . i n t e n t s :

s e l f . cur rent node = s e l f . i n t e n t s [ i n t e n t ]
while True :

i f current node in t e rminat ing nodes :
e x i t ( )

edge , s t a t e = s e l f . cur rent node . execute ( s ta te ,
u s e r i npu t )

s e l f . cur rent node = edge . next node
t r a n s i t i o n = edge . t r a n s i t i o n
i f t r a n s i t i o n == Trans i t i on .TURN ENDS:

break

Listing 5.1: Pseudocode of Structured topic dialogue in Python
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computation or data manipulation. Based on the previous results, it can store new data in
the inner state and modify the response. The functions have to return a transition to the
next node and indicate whether the turn ends. The intent extension in Structured topic
dialogue is represented as a map with keys containing the intent and values containing
node references. First, the Structured topic dialogue checks whether recognized intent is
in the map at the beginning of a turn. If the intent is present in the map, the node from
the transition is overwritten by the node to which the map points.

The advantage of Structured topic dialogues is its flexibility, thanks to the fact that
nodes are represented by the programming code. This fact allows the node to do arbitrary
computations and data manipulation. Thus, even the most complicated logic is possible in
this approach. Moreover, there is a possibility to make a library of commonly used nodes
for reusability. Also, the intent extension allows Structured topic dialogues to handle users
with initiative.

However, the main disadvantage of this method for dialogue management is the re-
quirement to code. Thus, the complicated logic possible in theory is feasible only for
experienced programmers who can implement it. Moreover, the demand for proper code
design increases with the complexity of the dialogue logic and the number of nodes. The
possibility for errors and difficulty of maintenance increases, too. For those reasons, the
Structured topic dialogues proved infeasible for typical dialogue designers with little pro-
gramming experience, and it was challenging for programmers who needed significant time
for development. We made this observation during the development of Alquist 1.0 [Pichl
et al., 2018] for Alexa Prize Socialbot Grand Challenge 1, in which Structured topic dia-
logues were utilized for flow control dialogue management together with Monolithic topic
dialogue management (see section 5.2.1.1) for topic tracking.

5.2.2.2 Dialogue Trees

Dialogue trees is a method of flow control dialogue management whose aim is to ease and
standardise the development of dialogues compared to Structured topic dialogues. Dialogue
trees model the conversation as a graph structure. The graph consists of nodes and edges.
The nodes represent actions the dialogue manager performs. Instead of arbitrary code in
states, Dialogue trees uses standardised nodes, which represent the dialogue’s start and
end, conversational AI’s response, user inputs, local intents, global intents, and functions.
Edges of the graph describe the dialogue flow. The flow of the dialogue is branched in a
standardised way through intent nodes instead of return values of states in the form of
transitions. Also, the dialogue turn ends once the flow reaches the user input node, thanks
to which the dialogue designer does not have to specify a type of transition as in Structured
topic dialogues. Thus, the Dialogue trees bring the development of dialogue flows using
standardised building blocks, making the development easier and faster.

We demonstrate an example of a Dialogue tree in Figure 5.4. Naming the Dialogue
tree a tree is misleading because the flow of the dialogue can merge two branches, or it
can loop back to any previous node of the flow. Thus, it is a graph. However, its name
was inspired by a gameplay mechanic used in video games for interaction with non-player
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Enter

What's your
favorite sport?

Swimming
Football,

basketball, ice
hockey

I don't like
sports I don't know I like sleeping Yes, I have

favorite sport

Haha, but
really. What's
your favorite

sport?

Alright, and
what is it?

Wow, that's
nice. Do you
do it yourself?

Do you go
swimming
yourself?

None? What
sport do you
find at least
interesting?

I don't know
that sport.

Yes No

Oh, I see.

Exit

Football,
basketball, ice

hockey
Swimming I don't knowNo

Oh, ok.
Well alright

then, Michael
Phelps.

Nice! I don't know
that sport.

Help Repeat

You can stop
me by saying

Stop.
I said:

Go backGo back

Dialogue

Figure 5.4: Example of Dialogue tree. Blue nodes represent system responses. Green
rhombuses represent user inputs. Light green nodes represent local user intents. Black
nodes represent function nodes. In this particular example, function nodes try to detect
and save sports mentioned by users into their user profiles and branch dialogue according
to the result. Finally, there is a purple rhombus representing subdialogue.
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characters. [Adams, 2014]
The flow of the conversation starts in the node representing the start of the dialogue.

Next, it follows the progression of edges through nodes. Every time the node is reached,
the action it represents is performed. The response nodes add part of the response. Code
in the function node is executed. User input starts the new turn by prompting the user
to provide input. Corresponding local intents connected via edge to user input and global
intents are recognized by the intent recognition component in the user’s input.

The flow of the dialogue can be branched by user input based on the connected local
intent nodes and all global intent nodes. Whereas local intents branch the dialogue on the
local level, the global intents allow the dialogue flow to switch to a completely different
part of the conversation (see section 2.9). Additionally, flow can be branched by function
nodes based on the results of functions they contain. The flow is ended in one of the end
nodes of the Dialogue tree.

Formally, the Dialogue tree consists of set of nodes N = (n1, n2, ..., ni) and oriented
edges E = (e1, e2, ..., ej). Nodes are divided into types. There is a set of response nodes
Nr ∈ N , user input nodes Nui ∈ N , local intent nodes Nli ∈ N , global intent nodes Ngi ∈ N
and function nodes Nf ∈ N . There is also a set of ending nodes Nt ∈ N and one starting
node ns ∈ N .

Edges have the following constrains: Edge starting in ns has to end in nj ∈ (Nr ∪Nf ).
Edges starting in nri ∈ Nr have to end in nj ∈ (Nr ∪ Nui ∪ Nf ∪ Nt). Only one edge can
start in every nri ∈ Nr. Edges starting in nuii ∈ Nui have to end in nj ∈ Ni. Multiple
edges can start in nuii. Multiple edges can start in nuii. Edges starting in nlii ∈ Nli have
to end in nj ∈ (Nr ∪Nf ∪Nt). Only one edge can start in every nlii ∈ Nli. Edges starting
in Ngii ∈ Nr have to end in nj ∈ (Nr ∪ Nf ∪ Nt). There can be only one edge starting
in every Ngii, and no edge ends in any Ngii. Edges starting in nfi ∈ Nf have to end in
nj ∈ (Nr ∪Nf ∪Nui ∪Nt). Multiple edges can start in nfi. Moreover, there are no edges
leading to ns or originating in any nj ∈ Nt.

Furthermore, we can introduce nesting, modularity and reusability into Dialogue trees
through additional node representing other Dialogue trees. Thus, during the execution
of the Dialogue tree, we can reach the node that directs the conversation flow to another
Dialogue tree. We can call this nested Dialogue tree a subdialogue. The rules which apply
to Dialogue trees apply to subdialogues as well. The flow of the subdialogue starts in the
starting node and follows the dialogue flow according to the edges until it reaches one of
its end nodes. At that time, the flow is returned to the original Dialogue tree, and the
flow continues from the node representing the subdialogue. The described method allows
us to create Dialogue trees out of standardized building blocks that can be reused in many
situations. This modularity significantly eases the development of Dialogue trees.

The main advantage of Dialogue trees is that they can be designed using a visual editor
(see Figure 5.5). Dialogue designers use visual editor in a drag-and-drop fashion. They
drag nodes out of the editor’s palette to the working canvas and configure the node for its
purpose in the conversation. They write several intent examples into intent nodes, write
responses into response nodes or write code into function nodes. Next, they connect the
nodes by edges into the flow of the dialogue. The visual representation of the dialogue
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Figure 5.5: Visual drag-and-drop editor for Dialogue trees

makes for a straightforward interpretation of the dialogue. Although we can also develop a
visual editor for Structured topic dialogues in theory, the requirement to code makes it far
less ideal for a drag-and-drop visual editor than a pallet of standardized nodes of Dialogue
trees. The Dialogue trees, together with drag and drop visual editor, were tested in the
practice in Alexa Prize Grand Challenge 2, 3 and 4, where they proved highly effective.

5.3 Discussion and Results

This section compares proposed methods of topic tracking and flow control dialogue man-
agement. Nevertheless, as described in section 2.15, objective evaluation of conversational
AI is problematic. This fact is amplified in the case of dialogue managers for open domain
conversations, for which no suitable upstream evaluation has been proposed yet, according
to our best knowledge. Although many other factors play an important role, the per-
formance of the dialogue manager can be approximated by the performance of the whole
conversational system using the downstream evaluation. This is because the dialogue man-
ager plays a crucial part in the system’s perceived quality. The quality of the conversation
can be determined via human evaluation. Nevertheless, such evaluation tends to be highly
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subjective. Thus, collecting many ratings via crowd-sourcing is necessary for objectively
evaluating conversational AI. Thus, we can use it as an approximation for the quality of
dialogue managers.

For the comparison, we take advantage of the fact that all proposed systems for topic
tracking and flow control were applied in subsequent versions of Alquist. Alquist competed
in the Alexa Prize Socialbot Grand Challenges. The Alexa Prize Socialbot Grand Challenge
used implicit and explicit metrics to evaluate socialbots collected via crowd-sourcing. The
socialbots were made available to users of Amazon Alexa based in the United States. Users
activated one randomly selected socialbot competing in the competition by the phrase
“Alexa, let’s chat.” Users had a conversation, which they terminated as they pleased.
The system measured the duration of the conversation and asked for the rating of the
conversation on a scale from one to five stars. Hundreds of thousands of ratings were
collected for each socialbot in the span of one instalment of grand challenge in this fashion.
Average rating, median and 90th percentile of time were used as metrics. Moreover, during
the finals, Amazon conducted a small-scale qualitative comparison of systems through
human experts, which awarded the three best socialbots. We present the results in Table 5.1
and discuss them in the following paragraphs.

The first version of Alquist socialbot utilized Structured topic dialogues for flow con-
trol dialogue management and Monolithic topic for topic tracking dialogue management.
While the combination of those two systems allowed for an independent development of
conversational topics, the development of the topic itself was complicated. The reason was
that the topic tracking dialogue management did not allow for any more fine-grained divi-
sion of topics due to its limitation to traverse similar topics. Thus, the dialogue manager
selected the Structured topic dialogue based on the intent recognized in user phrases like “I
would like to chat about movies”, “I want to chat about video games”, or “Let’s chat about
books”. Next, the Structured topic dialogues handled the rest of the conversation. Con-
sequently, the Structured topic dialogues had to be large and structurally intricate, which
complicated development. Also, the Structured topic dialogues flows were rigid because
they relied on the underlying graph of states with low flexibility. Nevertheless, the first
version of Alquist was a second-place winner of Alexa Prize Socialbot Grand Challenge 1,
with an average rating of 3.44, median time of conversation of 2:06 and 90th percentile of
time of conversation equal to 8:24 during the week of Alexa Prize finals.

The second version of Alquist socialbot utilized a Topic graph for topic tracking and
Dialogue trees for flow control. The Topic graph significantly increased the number of
dialogues the system could handle and move between them smoothly. Dialogue trees am-
plified this progress. Our philosophy was to create many small dialogue flows, which a
topic tracking dialogue manager would flexibly chain. As a consequence of this develop-
ment, the perceived quality of the conversation improved thanks to a richer content of the
conversation, as demonstrated by an improved average rating of 3.6, as well as time spent
in the conversation. The median of time reached 2:13, and the 90th percentile of time
grew to 12:49. The values were obtained during the week of the Alexa Prize finals. Again,
the second version of Alquist was the second-place winner of Alexa Prize Socialbot Grand
Challenge 2.
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System Topic Tracking Flow Control # Dialogues
Avg.
Rating

Median
Time

90th Percentile
Time

Alexa
Prize

Alquist 1.0 Monolithic topics Str. topic dial. 16 3.44 2:06 8:24 2nd
Alquist 2.0 Topic graph Dialogue trees 164 3.6 2:13 12:49 2nd
Alquist 3.0 Topic graph Dialogue trees 164 3.59 2:06 12:31 3rd
Alquist 4.0 Dialogue selector Dialogue trees 273 3.51 1:30 9:11 1st

Table 5.1: The final performance of Alquist socialbot in Alexa Prize Socialbot Grand
Challenges and their corresponding flow control and topic tracking dialogue managers.

The third version of Alquist socialbot competing in Alexa Prize Grand Challenge 3
utilized the combination of Topic graph and Dialogue trees. The main reason for using the
principally same components was the start of the COVID-19 pandemic, which complicated
the system’s development and slowed innovation due to the necessity for social isolation and
remote work. The system achieved an average rating of 3.59, a median time of conversation
of 2:06 and a 90th percentile time of conversation of 12:31 during the week of Alexa Prize
finals. The Alquist 3.0 was the third-time winner of Alexa Prize Grand Challenge 3.

The last innovation was a combination of Dialogue trees with Dialogue selector in-
troduced in the fourth version of Alquist socialbot. The Dialogue selector improved the
flexibility of the Topic graph. While the Topic graph allowed for a transition between
dialogues in the same topic, and once the topic was exhausted, it transitioned to dialogues
of the parent topic, the Dialogue selector created a web of connections between dialogues.
Thus, the number of possible transitions grew, and with it, the flexibility of the dialogue
flows. Moreover, the number of dialogues that the system incorporated grew to 273, which
can be attributed to the modularity the Dialogue selector enabled.

Despite the progress, the average rating of Alquist 4.0 was only 3.51. The median time
was 1:30, and 90th Percentile time of conversation was 9:11. However, the Hu et al. [2021]
stated in the overarching report of Alexa Prize Grand Challenge 4 that average rating
of all competing socialbots was also 9.7% lower than at the end of Semifinals of Alexa
Prize Grand Challenge 3. Hu et al. [2021] noticed the similar trend in 90th percentile of
time, which decreased by 8.39%. This was the first instalment of the Alexa Prize Grand
Challenge, in which average results fell compared to the preceding instalment. Hu et al.
[2021] hypothesise that the drop can be attributed in part to rising expectations from
users. Nevertheless, Alquist 4.0 succeeded in the expert jury by winning first place in the
Alexa Prize Grand Challenge 4, which was the most significant achievement we reached
throughout the Alexa Prize Socialbot Grand Challenges.



Chapter 6

Hybrid Dialogue Management

Rule-based systems and neural response generators based on large language models provide
opposite and complementary advantages for conversational AI. Rule-based systems provide
controllability, while language models excel in flexibility. However, there was little progress
in the research of combining those approaches into a single system so that the advantages
of both are utilized. In this chapter, we propose a Hybrid dialogue management, which
combines the control of rule-based systems with the flexibility of neural response generators
based on large language models.

Rule-based dialogue systems were a norm in conversational AI until recent years. Those
systems operate according to the rules describing the system’s behaviour. The rules can be
in the form of simple mapping of users’ messages to the system’s responses [Weizenbaum,
1966] up to complex dialogue flows in the form of Dialogue trees that consider the context
of the dialogue implicitly through its structure (see chapter 5). Domain expert or dialogue
designer creates the rules by which the dialogue system operates. This fact ensures that the
rule-based dialogue system’s designers have control over its behaviour. They can influence
how the system reacts to various user inputs, the style of responses, and the content of
the response can be checked for untrue, explicit or otherwise harmful elements in advance.
Most importantly, designers explicitly or implicitly specify a goal of the dialogue system
in the conversation. Thus, rule-based systems allow designers to control their behaviour
and specify its purpose.

A traditional approach to designing rule-based dialogue systems requires a domain
expert to create the rules describing the system’s behaviour in the form of code or
some domain-specific language [Wallace, 2003]. This approach was streamlined thanks
to progress in design tools for conversational AI [Bocklisch et al., 2017, Burtsev et al.,
2018, Pichl et al., 2022]. However, even nowadays, rule-based dialogue systems still require
dialogue designers to design the flow of the dialogue on the level of individual system’s ut-
terances and possible users’ inputs represented by intents. The design process is a labour-
intensive task which requires more effort with the growing complexity of conversations the
system has to support.

Moreover, the system’s behaviour and reaction must be specified during the design
phase. Thus, the designers must anticipate users’ behaviour through previous experience
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or initial system testing. Experiments like Wizard-of-Oz might provide helpful insight.
However, those approaches are primarily viable for constrained applications. In open-
domain conversational applications, the sheer amount of conversational situations makes
it highly unlikely that designers would describe them all and specify satisfactory reactions.
As a result, there will always be a golden path of the dialogue, which a system covers well,
and out-of-domain inputs, which the system does not handle adequately. To mitigate this
problem, the designers usually limit the initiative of users. The system keeps the initiative
and direction of conversation through proposals and questions to keep users on the golden
path of designed conversation. Consequently, users might perceive such systems as too
invasive, directive and non-intelligent.

Over the last several years, there has been a boom of large language models [Radford
et al., 2018, 2019, Brown et al., 2020] capable of generating high-quality texts. Those mod-
els were quickly adapted to the domain of conversations [Zhang et al., 2019, Roller et al.,
2020, Adiwardana et al., 2020]. The large language models in this domain are also called
neural response generators. In the domain of conversation, their task is to generate mean-
ingful responses given the context of the dialogue. Generating responses in conversation
is more complicated than a general generation of text because conversations bring unique
challenges like competing goals of two speakers, multiple possible responses, changing of
initiative, grounding or repairs. Nevertheless, neural response generators provide satisfac-
tory results even in such complicated situations. Their most significant advantage is the
flexibility with which they react to the never-observed conversation contexts. Moreover,
they can adapt without any work needed from dialogue designers because neural response
generators learn their behaviour out of training data. Thus, neural response generators
can appear as an ideal solution for conversational applications.

However, the neural response generator’s conversational style, strategy or goal is mostly
unknown in advance. Predicting how neural response generators would react to various
conversational situations is complicated. Moreover, neural response generators alone pro-
vide very little control over their behaviour on the level of an individual response, let alone
the overall strategy and goal of the conversation. It is true that instruction-based mod-
els like ChatGPT [OpenAI, 2023b], Vikuna [Chiang et al., 2023] or Falcon [Almazrouei
et al., 2023, Penedo et al., 2023] marked a progress in influencing the behaviour of large
language models through prompts. However, they enable dialogue designers to influence
the properties of individual responses or a few turns long section of a dialogue, which can
hardly influence the overall strategy and goal of the whole system. Thus, neural response
generators are applied only to open-domain chit-chat applications and are sparsely utilized
in applications where some goal is specified.

Moreover, the state-of-the-art large language models are implemented as neural net-
works with tens or hundreds of billions of parameters. Such architectures demand signifi-
cant computational resources for training as well as inference. The resource requirements
increase the cost of training and operation of large language models, limit the usability of
models in client and mobile devices, and hinder academic research due to the high cost
of experiments. Also specific to conversational AI is the problem of high latency of large
model architectures, which is problematic in real-time communication. Thus, any method
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limiting the computational requirements of large language models would make more appli-
cations viable.

Finally, many works point out that large language models tend to hallucinate [Maynez
et al., 2020, Liu et al., 2023, Zhang et al., 2023, Mündler et al., 2023], produce toxic
outputs [Gehman et al., 2020, Welbl et al., 2021, Shaikh et al., 2022, Deshpande et al.,
2023] and generate otherwise malicious or biased responses [Motoki et al., 2023, Venkit
et al., 2023, Dhingra et al., 2023]. Large language models generate facts that are not
true [Pan et al., 2023, Zhou et al., 2023], overstate their abilities or mislead users. They
also do it very convincingly, which is recognizable only by experts in the said domain
[Else, 2023, Alkaissi and McFarlane, 2023]. The general public might be misled to believe
them. This misleading can spread misinformation, which might cause harm in the real
world. Thus, mitigating the hallucination of large language models is an active field of
research. Even though neural response generators based on large language models can be
vital in conversational AI, primarily thanks to the robustness and flexibility they introduce
compared to rule-based systems, their adoption is limited due to the low controllability,
high costs of operation and concerns about safety.

A solution might be a combination of the flexibility of neural response generators with
the controllability and predictability of rule-based systems. However, the exact technique
allowing us to combine both approaches was unclear. Although neural response generators
can produce a response correctly reacting to user input, we do not want to completely
give the management of the dialogue to the neural response generator. A neural response
generator without any direction might completely miss the goal of the intended dialogue.
Thus, we want a neural response generator to handle specific situations in the dialogue but
return the flow back to the original flow of the dialogue outlined by a human designer to
reach its goal.

Combining responses written by human designers and generated responses in a single
conversational AI system opens two problems. First, it is preferable to make the generated
response style similar to responses produced by a rule-based part of the system designed
by the human designer. Second, suppose the conversation flow deviates from the rule-
based system’s designed flow. In that case, letting the neural response generator handle
the dialogue for several dialogue turns is relatively straightforward. The hard part of this
problem is to return the flow back to the original flow, which is designed to reach the
intended goal of the dialogue. The ability to influence properties of generated response is
an approach to mitigate both issues. With the right tools for influencing the properties
of generated response (see section 6.2), we can unify the style of responses. Moreover, we
can specify the properties of the response, which will connect back to the original dialogue
flow so that it happens as smoothly as possible. The ability to influence dialogue act (see
section 2.5) is vital for a smooth transition back to the original flow. Thanks to it, the
neural response generator does not generate questions in an inappropriate moment, for
example.

Hybrid dialogue management is the method we propose for combining a rule-based
system with a neural response generator. Rule base system, preferably in the form of
Dialogue trees (see section 5.2.2.2), can represent the flow of the dialogue on the pragmatic
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level. By pragmatic level, we mean that the flow of the conversation is divided into several
steps, and each step describes what should happen during its execution. Each step is
described by prompt, linguistic or stylistic properties of responses by tags or guides the
model to the desired topic by introducing the appropriate context of a dialogue. Moreover,
we can also specify what knowledge the generative model should utilize in each step. The
neural response generator creates a response during the execution of the dialogue based
on the specified properties of the step. It is also possible to combine generated responses
in the flow with responses written by human designers and transition smoothly between
both parts. Thus, in Hybrid dialogue management, a rule-based system provides a means
of influencing the overall strategy of the conversation, while a neural response generator
introduces robustness and flexibility to edge scenarios.

While Hybrid dialogue management can theoretically utilize prompt-based language
models [OpenAI, 2023b, Chiang et al., 2023, Almazrouei et al., 2023, Taori et al., 2023],
we propose a lightweight language model PraGPT. PraGPT is capable of a Pragmatic
level of control. By Pragmatic level of control, we mean mechanism to influence the style
and content of the generated response. A rule-based system injects the Pragmatic level
of control into the model. PraGPT is several magnitudes smaller than stat-of-the-art
neural response generators. Nevertheless, our experiments show that PraGPT achieves
comparable results in human evaluation as models with significantly larger architecture in
constrained conversational domains where Hybrid dialogue management is intended to be
applied.

6.1 State of the art

We present state-of-the-art methods which influenced or are related to Hybrid dialogue
management, and we describe the main differences with our proposed approach.

Keskar et al. [2019] propose CTRL, a 1.63 billion-parameter conditional transformer
language model trained to condition on control codes that govern style, content, and task-
specific behavior. They utilised features that naturally occur in texts, like URLs, domains
or tasks, as a control mechanism. This allowed them to train the model in an unsupervised
setting. They taught the model probabilities of texts prepended with control codes. They
demonstrate that the model outputs change based on the provided control code.

Opposed to the work of Keskar et al. [2019], which proposes a general method for con-
ditional text generation, our proposed method addresses conditional generation specifically
in the domain of response generation in dialogue systems.

Hedayatnia et al. [2020] addressed the weakness of neural response generation ap-
proaches of not having explicit mechanisms to control the content or style of the generated
response. This frequently results in uninformative utterances. They propose using a di-
alogue policy to plan the content and style of target responses as an action plan, which
includes knowledge sentences related to the dialogue context, targeted dialogue acts or
topic information. Their work results in a policy-driven neural response generator, which
consists of a dialogue policy that determines the action plan based on the dialogue context
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and a response generation model that takes the action plan and the dialogue context as
input to generate a response. They investigate different dialogue policy models to predict
an action plan given the dialogue context. They demonstrate that a basic dialogue policy
that operates at the sentence level generates better responses than a turn-level generation
and baseline models with no action plan.

Similarly, Xu et al. [2018] propose managing the flow of human-machine interactions
with the dialogue acts as policies. The policies and response generation are jointly learned
from human-human conversations, and the former is further optimized with a reinforcement
learning approach. They demonstrate that their proposed method achieves better responses
and longer dialogue length than other state-of-the-art methods they were comparing.

Gao et al. [2023] propose CAB, a framework that takes a comprehensive perspective
of cognition, affection and behaviour to generate empathetic responses. They propose to
use appropriate dialogue acts to guide the dialogue generation to enhance its empathy
expression. They propose to use eight categories of dialogue acts.

Opposed to works of Hedayatnia et al. [2020], Xu et al. [2018] and Gao et al. [2023],
our proposed method targets the problem of combining rule-based Dialogue trees with a
controllable generative model, which their works do not address.

6.2 Control Mechanisms of NRGs

Despite their ability to handle conversations on many different topics, neural response
generators lack the intent of the conversation. The reason is that neural response generators
are language models. Language models train to output the most probable sequence of
tokens. Thus, the conversation flow conducted by the neural response generator alone
follows the most probable path instead of aiming for a specified goal.

Neural response generators offer four approaches to influence their output. The first
approach is finetuning. We can use training data, which contains a specific conversation
style, knowledge, or the dialogue flow of the training conversations to achieve the desired
goal. Second, there are tags. Tags are special input tokens that describe linguistic or
stylistic properties of the response. Third, we can use the context of the dialogue or
specific knowledge as an input to the model. The generative model then uses this input
to generate the following conversation. Lastly, we can use prompts to direct the neural
response generator.

6.2.1 Finetuning

Finetuning is a method that allows us to adapt a model trained to perform one task to
perform a different task that is similar to the original task. The finetuning can be done
using significantly less data than the original training.

In the domain of neural response generators, the model is usually trained on a large
corpus of conversational data on which the model learns to generate texts or operate in
the dialogue domain. Examples of such corpora are Reddit comments [Baumgartner et al.,
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2020] or Common Crawl1. The model learns to model basic properties of conversation using
this corpus. However, the large corpus is usually moderated only basically. The Reddit
comments have many offensive, non-conversational or generally poor-quality responses.
The Common Crawl is not a conversational dataset. It is a corpus extracted from internet
websites. It has the same problems commonly found on the internet, like falsehoods,
grammatically wrong texts, or no longer true facts. Filtering all of those problems is
an open field of research. Thus, a model can learn to model undesired properties of
conversation.

Additionally, training large language models on large-scale corpora is an expensive pro-
cess. The time to fully train the model might take several days of computational time.
The training requires sizeable computational power and data storage capacity. For those
reasons, the training process alone can cost millions of dollars with measurable environ-
mental impact on CO2 emissions [Luccioni et al., 2022, Luccioni and Hernandez-Garcia,
2023]. Thus, training each model from the random weights would be impractical. Thank-
fully, many research teams share pre-trained language models on large corpora [Wolf et al.,
2019]. We can use those models as a starting point for finetuning.

The finetuning is performed using significantly less data specific to the dialogues we
would like to model. Since the model is trained on large corpora, it can generate texts or
operate in dialogue. Thus, we can use a significantly smaller number of data for finetuning,
which would otherwise be insufficient for its training. Using data for finetuning, the model
learns to generate responses that resemble the conversation style we would like to achieve.
The properties of the final model we can influence are typically the topic of conversation,
persona and language style of a speaker or length of a response.

Thus, finetuning is a technique which allows us to create a neural response generator
with desired conversational properties using significantly fewer resources than complete
training. However, the model uses a style of the dataset used for finetuning in all responses
the model generates. The finetuning alone does not allow us to select one property we would
like the response to have while not selecting others. For this ability, we can use tags.

6.2.2 Tags

Tags are a method through which we can influence the output of the neural response
generator on the level of an individual response. The method uses conditional generation
in its core. Tags are special input tokens that describe the linguistic and stylistic properties
of the response. Properties we influence through tags can be dialogue acts, sentiment or
topic of a response, for example. By introducing tags into the input of the neural response
generator, the model generates a response with properties specified by tags.

Tags are introduced into the model during the training or finetuning process. For the
training process, we need a dataset of conversations with responses annotated by properties
we want to specify during generation. For example, we want to influence the dialogue act
of the generated response. In that case, we need a dataset of conversations in which all

1https://commoncrawl.org/

https://commoncrawl.org/
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responses are annotated by their corresponding dialogue act. Next, we introduce special
tokens into the vocabulary of the model. Each added token represents one tag representing
one dialogue act. During the finetuning, we prepend a corresponding special token to each
utterance of the dataset. Thus, the model learns the conditional probability of response
given the special token representing the tag and context of the dialogue.

During the inference, we influence the dialogue act of the response in the following
way. First, we construct the input into the model. For the neural response generators,
this step usually consists of concatenating utterances in the dialogue history and marking
which utterances were said by the system and which were said by the user. Next, we select
the properties we want the model to output in the response. We take the corresponding
tag for each selected property and append their special tokens to the input formed in the
previous step. If the model was properly trained for the task, it generates a response that
follows up in the context and possesses a selected property.

Selecting a property of the response using tags is crucial for neural response generators
with a Pragmatic level of control. Thanks to tags, the model generates responses with
specified properties. However, tags specify the desired properties of a single response, which
is useless in directing the dialogue to the desired goal. Thus, tags alone are insufficient
without a mechanism which selects the properties of responses so that the system reaches
the goal of the conversation. For this reason, we propose to use tags as one part of Hybrid
dialogue management.

6.2.3 Context and External Knowledge

Neural response generators are trained to generate text that follows what it receives as
an input. The input to the neural response generator is usually context containing a
conversation history with speaker information assigned to each utterance. The neural
response generator generates an utterance of the speaker that continues in the dialogue so
that the response follows the context of a conversation. Neural response generator generates
different responses for different contexts. This fact can be generalized to input in general.
The neural response generator generates different responses for different inputs. Thus,
we can influence the generated response by changing the input into the neural response
generator.

Consequently, we can condition the neural response generator through input modifica-
tion. We can enhance the input to the neural response generator by texts like snippets
of external knowledge. The external knowledge conditions the generated response of the
neural response generator by it.

There are two options for including external knowledge in the context of the dialogue.
Either, we can finetune the language model using the annotated dataset as inspired by
Gopalakrishnan et al. [2019]. Even though the model is trained to condition its responses
by external knowledge, the need for finetuning is the main downside. Alternatively, we
propose using external knowledge as a part of the dialogue flow. In this method, we
include the external knowledge in the system’s utterance, which is presented to the user as
part of the dialogue. Therefore, external knowledge appears as a part of the context, and
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no special finetuning is necessary.

6.2.4 Prompting

Prompting is a method that uses text description to describe the task to language model.
We can use prompts in neural response generators, too. By prompt, we can describe a
speaker’s personality represented by the conversational system, the situation in which the
conversation is happening or additional helpful information for conversational exchange.
However, the most useful for our case is the ability to describe the flow of the conversation,
its intent and its goal in a natural language. The neural response generator then tries to
follow the description described in the flow. The limitation of this ability is the limited
input length of the generative model and lack of memory. Thus, only a small chunk of the
dialogue can be described in such a way. Also, only the most powerful and computationally
demanding large language models are capable of following the prompt. This is in contrast
to our aim. We aim to propose efficient methods. For those reasons, we do not focus on
prompting in this work.

6.3 Proposed Method

Hybrid dialogue management is a method for combining neural response generators with
strategy introduced by rule-based systems. At the centre of Hybrid dialogue management
is a Pragmatic level of control. A Pragmatic level of control enables dialogue designers to
create a high-level flow of dialogue and its properties. A neural response generator with a
Pragmatic level of control then follows the designed strategy of the flow.

Dialogue graphs can represent the flow of the dialogue on a higher level of abstraction.
We can divide the flow of the conversation into several steps. We can describe a goal of
the step by linguistic or stylistic properties of responses by tags, or guide the model to
the desired topic by introducing the appropriate context of a dialogue. Moreover, we can
specify what knowledge the generative model should utilize in each step and combine parts
of the dialogue with human-designed parts. We call the combination of generative models
and human-designed Dialogue trees Hybrid dialogue management.

We can describe the Hybrid dialogue management in the form of graphical diagrams as
described in section 5.2.2.2. The diagrams consist of nodes connected by edges. The nodes
represent the system’s response, user input, intent or one of the NLP components. We
combine intent recognition, out-of-domain recognition, entity recognition and summariza-
tion. There is also a subdialogue node representing encapsulated dialogues. Edges connect
the components into dialogue flows. As opposed to standard Dialogue trees, we omit part
of the nodes in graphical diagrams describing situations of Hybrid dialogue management
for clarity.

We present several conversational situations in which Hybrid dialogue management is
the most useful. We must remember that Hybrid dialogue management is highly flexible
with many possible combinations. However, not all of them would be practical. Also,
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notice that all situations are designed to demonstrate a connection back to the flow of
human-designed dialogue at the end of each conversational situation.

6.3.1 Handling Out-of-Domain Inputs

The significant problem in classical dialogue management based on intents and template
responses (see section 5.2.2.2) is handling out-of-domain inputs. The traditional approach
to designing the dialogue is to keep the initiative on the side of the conversational sys-
tem during the whole conversation. The conversational system actively asks the user for
information, and the user only passively provides it. This dynamic is hardly satisfying,
especially in the open domain dialogues. The main reason for this choice is the fact that
the dialogue system can be designed to handle only limited variability of user inputs in
practice. During the design process of dialogue, the dialogue designer can prepare only
a limited set of the most common intents and corresponding response templates covering
cooperative users. However, users tend to be uncooperative and say inputs unexpected
during the design phase. Also, users can act proactively by asking questions or giving pro-
posals, which the systems do not handle well in most cases. Such inputs of uncooperative
and proactive users do not fit into prepared structures of intents and response templates.
Systems output unsatisfactory responses in such cases, and the coherence of the dialogue
falls apart.

In the situation we choose to demonstrate, the system can detect that the input does not
fit into any prepared intent by out-of-domain recognition (see chapter 3). Next, the system
has to create an appropriate response. We propose to use a neural response generator with
the Pragmatic level of control that we instruct to generate a response with a statement or
opinion dialogue act. The generated response is then connected to the original flow. This
approach to handling out-of-domain input allows the system to handle unexpected input
from uncooperative or proactive users and return the dialogue to the original flow. We
present the structure of the Hybrid dialogue management scenario in Figure 6.1.

Figure 6.1: Diagram of Hybrid dialogue management handling out-of-domain inputs intro-
duced by uncooperative and proactive users

6.3.2 Incorporation of External Knowledge

Hybrid dialogue management is helpful in the incorporation of external knowledge into the
dialogue. External knowledge can be in the form of social media posts, summaries of news
articles or search snippets. The traditional approach [Pichl et al., 2020b] was to incorpo-
rate external knowledge into response templates consisting of introduction, knowledge and
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follow-up parts. The template responses are far from satisfactory in this case. We can use
only generic templates like “Did you know that...”, “What do you think?” and “I see!”.
The problem with templates is that they must be generic enough to incorporate any ex-
ternal knowledge. This leads to small variability. Users quickly recognize small variability,
and they consider conversational systems as less intelligent as a result.

We can use Hybrid dialogue management to incorporate external knowledge into the
conversation and follow up on it for a few turns. The advantage of this approach is that
we do not use neural response generators, which tend to hallucinate, to generate facts. A
verified source can provide the facts instead. Moreover, a neural response generator used
in Hybrid dialogue management can use the incorporated external knowledge to ground
its following responses in facts.

In the situation where we decided to showcase the incorporation of external knowledge,
we would like the system to read the piece of external knowledge and continue with some
follow-up question. The follow-up question is generated by a neural response generator
capable of the Pragmatic level of control. Next, the system lets the user react to the
generated question. The system continues by providing some comment in the form of a
statement or opinion, which is generated again. Finally, the system connects the flow
back to the dialogue specified by the designer. The scenario is visually demonstrated in
Figure 6.2.

Figure 6.2: Diagram of Hybrid dialogue management incorporating external knowledge

6.3.3 Extending the Length of the Dialogue

A problem of traditional conversational systems is the scaling of the design process. Con-
structing dialogue graphs on the level of individual system and user utterances is labour-
intensive. Neural response generators open an opportunity to ease the volume of labour
by letting them drive the conversation for a predetermined number of dialogue turns.

We decided to study the dialogue situation in our experiments in which Hybrid dialogue
management is utilized to connect two dialogues implemented as Dialogue trees (see section
5.2.2.2). Once the first dialogue ends, Hybrid dialogue management activates a neural
response generator with the Pragmatic level of control, which generates questions followed
by user input and then generates a response in the form of a statement or opinion. Finally,
the second dialogue continues in the dialogue. Figure 6.3 presents the structure of the
described conversational situation.

There are three main benefits of this approach. First, it can serve as a natural connec-
tion between two units of conversation thanks to the fact that the neural response generator
has access to the history of the dialogue. Therefore, the generated question can be relevant
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to the topic of the previous dialogue. Second, generated questions and responses can in-
troduce variability. Different histories of the dialogue and stochastic decoding strategy of
the neural response generator cause generated utterances to differ. Thus, no two dialogues
are the same. Third, it can increase the length of the conversation, which is advantageous,
especially in open-domain conversational systems focused on chitchat.

Figure 6.3: Diagram of Hybrid dialogue management extending the length of the dialogue

6.4 Models

Throughout our experiments concerning Hybrid dialogue management, we compared the
proposed PraGPT language model with GPT-3 [Brown et al., 2020]. We describe models
in the following subsection. We put the main focus on the PraGPT that we propose in
this thesis.

Moreover, we also used the ALBERT model for dialogue act classification. The reason is
that Pragmatic level of control through dialogue acts is an important property of PraGPT.
In order to introduce dialogue acts into all datasets we used in experiments, we had to use
the ALBERT model to annotate dialogue acts. For this reason, we include the ALBERT
model in this section too.

6.4.1 PraGPT

We propose a Pragmatic Generative Pretrained Transformer, simply PraGPT2. PraGPT is
a neural response generator designed for the Pragmatic level of control in Hybrid dialogue
management. The model contains control mechanisms for influencing dialogue act and
speaker of generated utterance. Specifying dialogue acts helps connect generated utter-
ances and utterances produced by the rule-based part of the system into coherent dialogue
flow. Specification of the speaker helps the model understand whether it should expand
the last utterance of the dialogue or start a new utterance. Those properties form the
Pragmatic level of control, which is essential for the model to be applicable in Hybrid di-
alogue management. Moreover, it is finetuned on domain-specific data. Thus, PraGPT is

2The name PraGPT refers to PraGmatic level of control. The name uses the Old Czech pra- prefix
referring to before in time (https://en.wiktionary.org/wiki/pra-) as a reference to smaller models
before the large language models with billions of parameters were the trend. Moreover, PRAGpt attributes
Prague as the place of its origin.

https://en.wiktionary.org/wiki/pra-
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Problematic responses generated by DialoGPT
Yea, ya know, sure, y’know, yeah, yeah. Y’know?
Well, you know what they say, if you don’t have a parent, you can’t be a parent. s
Uhh, uhh, uh, uh. I guess, uh... I guess. Haha.
Haha, I love you. :D lt 3 lt 33 lt 333 lt 2
You’re right. I didn’t even notice that. Thanks for pointing it out. I’ll edit my comment.
Oh, you know, that’s a lot of commas. Are you sure you don’t have a stroke?
Uhhh... yeah, that’s the joke. I’m not sure why you’re being downvoted for it.
Yeah, you’re right. I’m not sure what I was thinking when I wrote that comment. Sorry for that.
I am here now. Are you still available? I will be online for the rest of the day. Sorry for the delay.
No, that’s a typo. It should be “ most people don t commit genocides ”.

Table 6.1: Problematic responses generated by DialoGPT that we observed during our
experiments. Some of them reference Reddit (downvoted; edit my comment; I will be
online), use emojis (:D; lt 3) or can be perceived as potentially offensive (have a stroke;
commit genocides).

Model Params Layers dmodel
PraGPT 117M 12 768

Table 6.2: PraGPT model size

a lightweight model in terms of the number of parameters. It is in stark contrast to recent
advances in large language models based on growing architecture sizes.

PraGPT is based on Generative Pretrained Transformer architecture, namely on the
GPT-2 architecture [Radford et al., 2019]. In order to utilize already pre-trained weights
and allow finetuning to start from a more advantageous start, we initialize the model by
weights of DialoGPT3[Zhang et al., 2019]. Initialization by weights of DialoGPT allows the
model to start with a basic knowledge of dialogues, decreasing the overall cost of training
[Iman et al., 2023]. However, such initialization alone leads to an offensive model with
biases and poor-quality responses (see table 6.1) without the possibility of directing it
pragmatically. Thus, we propose several innovations that form PraGPT.

First, the PraGPT uses conditioned generation through means of control tags. More
specifically, outputs of PraGPT are conditioned by a set of tags specifying the dialogue
act of the generated response and by another set of tags specifying the speaker. Second,
we propose to train the model on the conversational dataset, which has dialogue act and
speaker annotations. Third, finetuning on the domain-specific dataset allows PraGPT to
use a significantly smaller number of parameters (see Table 6.2) than comparable models
for general purposes. The resulting model can be utilized in Hybrid dialogue management.
We show in the experiments that PraGPT achieves better results in Hybrid dialogue man-
agement on dialogues constrained to certain topic than significantly larger language models
designed for general purposes.

Formally, PraGPT is trained on the dialogue with the user and dialogue act annotations.

3We used weights from https://huggingface.co/microsoft/DialoGPT-small.

https://huggingface.co/microsoft/DialoGPT-small
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The conversational dataset D consists of dialogues, which contains turns T

D = (t1, t2, ..., tn),

where (t1, t2, ..., tn) ∈ T . Each dialogue turn tk ∈ T is pair of message and response

tk = (mk, rk),

where mk is message and rk is response. Every message and response is utterance,
which is represented by a set of utterance segments S. Every segment sk ∈ S consists of
the speaker, dialogue act and text of segment

sk = (spk, dak, textk),

where spk is tag representing speaker, usually “user” or “system”, dak is tag representing
dialogue act and textk is the text. Every text consists of individual tokens

textk = (wk,1, wk,2, ..., wk,p).

Before training, we concatenate all segments in the order they appear in the dialogue.
Moreover, we append a special token, “EOS,” which indicates the end of a segment. This
procedure forms training dataset U ,

U = (sp1, da1, w1,1, w1,2, ..., w1,p, EOS, ..., spk, dak, wk,1, wk,2, ..., wk,p, EOS).

To demonstrate the output of the previous procedure, the training dataset U can con-
tain, for example:

<User><ConversationalOpening>Hello! EOS <User><WhQuestion>How are you?
EOS <System><StatementOpinion>I’m good! EOS <System><OpenQuestion>How

can I help you? EOS <User><Command>I want to chat about movies! EOS
<System><AgreeAccept>Sure! EOS <System><StatementNonOpinion>I’m happy to
talk about movies. EOS<System><OpenQuestion>What is your favorite movie? EOS

During training, we optimize parameters θ of the PraGPT model through a backprop-
agation algorithm to maximize the likelihood

θ = arg max
θ

∑
i

logPθ(xi|x1, x2, ..., xi−1),

where xn represents nth element of training dataset U . Thus, xn represents tokens
of segments and tags representing dialogue acts, speakers and “EOS”. The effect of this
training procedure is that as a bi-product, the PraGPT learns P (r|c, sp, da), which is the
conditional probability of response r given the context of conversation c, speaker tag sp
and dialogue act tag da.
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The learned conditional probability is utilized in inference for generating response with
specific properties and pragmatics. First, we concatenate the history of conversation an-
notated by user and dialogue act tags into the same format we used during training. This
forms the context c of the dialogue

c = (sp1, da1, w1,1, w1,2, ..., w1,p, EOS, ..., spk, dak, wk,1, wk,2, ..., wk,p, EOS).

Next, to control the properties of the generated response, we append speaker sp and
dialogue act da tags to context c. We select the tags according to the pragmatics we want
to give to the generated response. Those tags condition the model to generate the selected
speaker’s response and have the dialogue act specified by the tag. Context with appended
tags forms input I to the PraGPT.

I = (c, sp, da)

During the inference, the model creates the response by generating individual tokens
using any standard decoding strategy (see section 2.14.5) until it generates the “EOS”
token. Formally, we can define one step of this procedure by

wi = fw(P (w|I, w0, ...wi−1)),

where wi is the currently generated token, fw is a function like greedy search, beam
search or sampling, which selects the token out of probability distribution of conditional
probability P , I is the input to the model, and w0, ..., wi−1 are tokens generated previously.

An important fact to note is that PraGPT is ready to be extended to include other con-
trol tags. Examples of such sets of tags can describe a response’s sentiment, intent or topic.
However, we propose that the most useful sets in Hybrid dialogue management are tags
specifying dialogue acts and tags specifying the speaker of the utterance. Consequently,
we focus on those two of the most useful sets of tags in further experiments.

6.4.2 GPT-3

GPT-3 proposed by Brown et al. [2020] is an autoregressive large language model with 175
billion parameters that, during its proposal, was ten times larger than any other language
model. The model was trained on a Common Crawl web corpus containing nearly a trillion
words. The model is highly capable in a few-shot setting. The model receives only a few
examples describing the requested behaviour and solves the few-shot task without any
finetuning of parameters. Moreover, few-shot tasks for GPT-3 are described in natural
language and passed to the standard input of the model.

Throughout the experiments, we used the GPT-3 accessible via OpenAI API4. The
reason for using API is that with its 175 billion parameters, it is unfeasible to run the
model with the resources we have at our disposal. The OpenAI API hosts the models and
makes them accessible for a small fee calculated per thousand tokens processed.

4https://platform.openai.com/

https://platform.openai.com/
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Several variants of GPT-3 are accessible through OpenAI API, like Babbage, Curie and
Davinci. The documentation of OpenAI API does not specify the number of parameters nor
connect any model variant to variants of GPT-3 specified in Brown et al. [2020]. However,
we can infer that variants of GPT-3 proposed in [Brown et al., 2020] are similar, or possibly
identical, to variants available in OpenAI API. We show the sizes of models in Table 6.3.

Model Params Layers dmodel nheads dhead
GPT-3 Small 125M 12 768 12 64
GPT-3 Medium 350M 24 1024 16 64
GPT-3 Large 760M 24 1536 16 96
GPT-3 XL 1.3B 24 2048 24 128
GPT-3 2.7B 2.7B 32 2560 32 80
GPT-3 6.7B 6.7B 32 4096 32 128
GPT-3 13B 13.0B 40 5140 40 128
GPT-3 175B 175.0B 96 12288 96 128

Table 6.3: Sizes of GPT-3 variants

We used the Davinci model in our experiments, specifically its version 002. OpenAI
describes the model as the most capable, able to perform any task that the other variants
can do, with higher quality, longer output, better instruction following, and often with less
instruction. The downside is that Davinci requires more compute resources and thus costs
more per API call and is slower than other models. The Davinci model uses the same
architecture as GPT-3 175B.

6.4.3 ALBERT

ALBERT [Lan et al., 2019], is an acronym for A Lite BERT for Self-supervised Learning of
Language Representations. It is a transformer-based model for a language representation
utilizable in text classification tasks. The primary motivation why we utilized ALBERT
in our experiments was to teach it to recognize dialogue acts and use it to annotate con-
versational datasets by dialogue acts if this annotations was missing.

The ALBERT is based on BERT. BERT [Devlin et al., 2018] is designed to pre-train
deep bidirectional representations from an unlabeled text by joint conditioning on both
left and right context in all layers. The resulting model can be easily finetuned to different
tasks, achieving good results. ALBERT differs from BERT in two parameter reduction
techniques that lower memory consumption and increase training speed while achieving
comparable results to BERT.

ALBERT was pre-trained on a large corpus of text in a self-supervised fashion. Lan
et al. [2019] pretrained ALBERT on masked language modelling and sentence ordering
prediction tasks. The former task requires the model to predict randomly masked words
in the input, which teaches it a bidirectional representation of text. In the latter task, the
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model predicts the ordering of two consecutive text segments. Correctly ordering the text
segments teaches the model to understand and represent coherence and cohesion.

There are four sizes of the ALBERT model. We present a comparison of variants
with variants of the BERT model in table 6.4. Throughout our experiments, we used the
smallest variant of ALBERT, ALBERT base, as it is the most frugal variant of the model.

Model Params Layers Hidden Embedding
BERT base 108M 12 768 768
BERT large 334M 24 1024 1024
ALBERT base 12M 12 768 128
ALBERT large 18M 24 1024 128
ALBERT xlarge 60M 24 2048 128
ALBERT xxlarge 235M 12 4096 128

Table 6.4: Sizes of BERT and ALBERT variants

6.5 Data

In the experiments with proposed language model capable of Pragmatic level of control
PraGPT and experiments with Hybrid dialogue management we utilized Switchboard [Ju-
rafsky, 1997], EmpatheticDialogues [Rashkin et al., 2018], Topical-Chat [Gopalakrishnan
et al., 2019], The Therapy Fanfic and CCPE-M [Radlinski et al., 2019] datasets. Our mo-
tivation for selecting Switchboard was its annotation by dialogue acts. Next, we selected
EmpatheticDialogues and Topical-Chat because they are conversational dialogues utilized
in many other related works. Thus, we can use them for comparison purposes. Finally,
the role of The Therapy Fanfic and CPPE-M was to evaluate our proposed method on a
limited domain for which the PraGPT is intended. It is a domain of psychology in the
former and a domain of movies in the latter dataset. We describe the properties of datasets
in the following sections. Table 6.6 presents the number of words each dataset contains.

Switchboard

Switchboard [Jurafsky, 1997] is a dataset of about 2 400 two-sided telephone conversations
among 543 speakers (302 male, 241 female) from all areas of the United States. A computer-
driven robot operator system handled the calls, giving the caller appropriately recorded
prompts, selecting and dialling another person (the callee) to participate in a conversation,
introducing a topic for discussion and recording the speech from the two subjects into
separate channels until the conversation was finished. About 70 topics were provided,
of which about 50 were used frequently. The conversations were manually transcribed.
Additionally, speaker turns were segmented into utterances. Each utterance is annotated
by the SWBD-DAMSL dialogue act. The switchboard contains 41 dialogue acts in the
training part of the dataset, 35 in the evaluation part, and 38 in the test part. We present
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the statistics on dialogue acts in the Switchboard dataset in table 6.5. We utilized the
Switchboard dataset thanks to the fact that it is annotated by dialogue acts.

EmpatheticDialogues

EmpatheticDialogues [Rashkin et al., 2018] is a written dataset with about 25 000 personal
dialogues. Each dialogue is grounded in a specific situation where a speaker feels a given
emotion, with a listener responding. It consists of crowdsourced one-on-one conversations
and covers a large set of emotions in a balanced way.

Topical-Chat

Topical-Chat [Gopalakrishnan et al., 2019] is a knowledge-grounded human-human conver-
sation dataset comprising approximately 11 000 conversations. The underlying knowledge
spans eight broad topics, and conversation partners do not have explicitly defined roles.
The dataset was collected by partnering up with Amazon Mechanical Turk workers, provid-
ing them topical reading sets and asking partners to have naturally coherent and engaging
conversations grounded in their provided reading sets. Validation and testing parts of the
dataset are split into frequent and rare parts. The frequent set contains entities frequently
seen in the training set. The rare set contains entities that were infrequently seen in the
training set.

The Therapist Fanfic

The Therapist Fanfic is a dataset created out of fictional transcripts of therapy sessions.
The dataset consists of approximately 750 dialogues. The source of this dataset is The
Company Therapist webpage5. The Company Therapist is a website that encompasses
two goals. The first is to be a hyperdrama with well-developed, interesting characters
and an entertaining storyline. The second goal is to create a site that uses the web as an
effective educational tool for advancing adult literacy, integrating the works of many writ-
ers. The website’s story follows psychiatrist Charles Balis, who primarily treats employees
of a prominent San Francisco computer company. There are almost three years’ worth
of well-organized patient transcripts, Doctor’s notes, correspondence, and other materi-
als ensnaring readers in the Doctor’s fictional world. The transcripts include 35 fictional
characters with between 101 and 2 sessions each.

CCPE-M

CCPE-M [Radlinski et al., 2019] consists of approximately 500 dialogues between two paid
crowd-workers using a Wizard-of-Oz methodology. One worker plays the role of an “assis-
tant”, while the other plays the role of a “user”. The “assistant” is tasked with eliciting the

5http://www.thetherapist.com/Transcripts.html

http://www.thetherapist.com/Transcripts.html
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Dialogue Act # Train # Eval # Test # Whole
Statement-non-opinion (sd) 72 549 1 270 1 317 75 136
Acknowledge (Backchannel) (b) 36 950 567 764 38 281
Statement-opinion (sv) 25 087 616 718 26 421
Abandoned or Turn-Exit (%) 14 597 249 349 15 195
Agree Accept (aa) 10 770 146 207 11 123
Appreciation (ba) 4 619 62 76 4 757
Yes-No-Question (qy ()) 4 594 47 84 4 725
Yes answers (ny) 2 918 39 73 3 030
Conventional-closing (fc) 2 480 20 81 2 581
Wh-Question (qw) 1 896 25 55 1 976
No answers (nn) 1 334 14 26 1 374
Response Acknowledgement (bk) 1 271 7 28 1 306
Hedge (h) 1 181 22 23 1 226
Declarative Yes-No-Question (qyˆd) 1 167 15 36 1 218
Backchannel in question form (bh) 1 015 17 21 1 053
Quotation (ˆq) 931 35 17 983
Summarize Reformulate (bf) 905 24 23 952
Other (foo fw” by bc) 857 7 15 879
Affirmative non-yes answers (na) 831 6 10 847
Action-directive (ad) 712 6 27 745
Collaborative Completion (ˆ2) 690 14 19 723
Repeat-phrase (bˆm) 655 11 21 687
Open-Question (qo) 631 9 16 656
Rhetorical-Questions (qh) 554 9 12 575
Hold before answer Agreement (ˆh) 539 10 7 556
Reject (ar) 337 4 3 344
Negative non-no answers (ng) 290 6 6 302
Signal-non-understanding (br) 286 3 9 298
Other answers (no) 277 1 6 284
Conventional-opening (fp) 220 0 5 225
Or-Clause (qrr) 206 1 2 209
Dispreferred answers (arp nd) 204 0 3 207
3rd-party-talk (t3) 115 2 0 117
Offers, Options, Commits (oo co cc) 109 1 0 110
Self-talk (t1) 102 0 1 103
Downplayer (bd) 100 2 1 103
Maybe Accept-part (aap am) 97 0 7 104
Tag-Question (ˆg) 92 0 0 92
Declarative Wh-Question (qwˆd) 79 0 1 80
Apology (fa) 76 1 2 79
Thanking (ft) 67 4 7 78

Table 6.5: Dialogue acts in Switchboard
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“user” preferences about movies following a Coached Conversational Preference Elicitation
(CCPE) methodology. In particular, the assistant is required to ask questions designed to
minimize the bias in the terminology the “user” employs to convey his or her preferences
and obtain these in as natural language as possible. Each dialogue is annotated with entity
mentions, preferences expressed about entities, descriptions of entities provided, and other
statements about entities.

Dataset Train words Eval words Test words Total words Vocab. size
Switchboard 1 811 830 31 883 37 477 1 881 190 22 707
EmpatheticDialogues 1 307 641 201 997 195 017 1 704 655 26 903
Topical-Chat 4 256 889 266 106 264 381 4 787 376 52 275
The Therapy Fanfic 1 067 543 130 281 133 743 1 331 567 24 460
CCPE-M 145 377 17 709 18 075 181 161 5 890

Table 6.6: Sizes of datasets

6.6 Annotation of Datasets by Dialogue Acts

This section describes our approach to annotating conversational datasets by dialogue
acts. We had to take this critical step because the proposed model PraGPT trains using
those annotations. Moreover, we propose to train PraGPT on domain-specific datasets to
decrease the number of model parameters required. The domain-specific datasets rarely
contain dialogue act annotations. Thus, we had to introduce the annotations into datasets.

We decided to develop a dialogue act classifier to create annotations of dialogue acts.
We selected ALBERT as a dialogue act classifier. To initialize the model’s weight, we used
the pre-trained parameters from Hugging Face model hub6. We used the default training
hyperparameters specified by Hugging Face Transformers [Wolf et al., 2019].

To train the ALBERT dialogue act classifier, we used the Switchboard dataset. The
switchboard dataset contains SWBD-DAMSL dialogue act labels for each segment of all
utterances. There are 41 types of dialogue acts. We present statistics of dialogue acts in
Table 6.5.

First, we trained the ALBERT dialogue act classifier to recognise the complete set of 41
SWBD-DAMSL tags. After the training, the model achieved 75% classification accuracy
on the Switchboard dataset’s testing set. Related works in this domain achieve accuracy
between 73% and 85% [Lee and Dernoncourt, 2016, Colombo et al., 2020, He et al., 2021].
Thus, our results are comparable. We present precision, recall, F1 score and accuracy of
individual dialogue acts in table 6.7. The results show that the quality of classification
varies significantly in individual classes. Another problem is that some classes are present
only in a few cases or are entirely missing in the testing set. Those two facts limit the
practical applicability of the dialogue act classifier we developed.

6https://huggingface.co/albert-base-v2
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Dialogue Act Prec. Rec. F1 Acc. Support
Statement-non-opinion 0.78 0.87 0.82 0.87 1 317
Acknowledge (Backchannel) 0.77 0.92 0.84 0.92 7 64
Statement-opinion 0.76 0.60 0.67 0.60 718
Agree Accept 0.73 0.45 0.56 0.45 207
Abandoned or Turn-Exit 0.77 0.85 0.81 0.85 349
Appreciation 0.69 0.87 0.77 0.87 76
Yes No Question 0.73 0.83 0.78 0.83 84
Yes Answers 0.00 0.00 0.00 0.00 73
Conventional-closing 0.69 0.73 0.71 0.73 81
Wh-Question 0.72 0.75 0.73 0.75 55
No answers 0.53 1.00 0.69 1.00 26
Response Acknowledgement 0.38 0.43 0.40 0.43 28
Hedge 0.88 0.61 0.72 0.61 23
Declarative Yes-No-Question 0.42 0.14 0.21 0.14 36
Other 1.00 0.13 0.24 0.13 15
Backchannel in Question Form 0.65 0.81 0.72 0.81 21
Quotation 0.50 0.41 0.45 0.41 17
Summarize Reformulate 0.00 0.00 0.00 0.00 23
Affirmative Non-yes Answers 0.00 0.00 0.00 0.00 10
Action-directive 0.31 0.56 0.39 0.56 27
Collaborative Completion 0.08 0.05 0.06 0.05 19
Repeat-phrase 0.50 0.14 0.22 0.14 21
Open-Question 0.75 0.75 0.75 0.75 16
Rhetorical-Questions 0.31 0.42 0.36 0.42 12
Hold before answer Agreement 0.50 0.14 0.22 0.14 7
Reject 0.00 0.00 0.00 0.00 3
Negative non-no answers 1.00 0.33 0.50 0.33 6
Signal-non-understanding 0.83 0.56 0.67 0.56 9
Other answers 0.00 0.00 0.00 0.00 6
Conventional-opening 1.00 0.60 0.75 0.60 5
Or-Clause 1.00 1.00 1.00 1.00 2
Dispreferred answers 0.00 0.00 0.00 0.00 3
3rd-party-talk 0.00 0.00 0.00 0.00 0
Offers, Options, Commits 0.00 0.00 0.00 0.00 0
Self-talk 0.00 0.00 0.00 0.00 1
Downplayer 1.00 1.00 1.00 1.00 1
Maybe Accept-part 0.00 0.00 0.00 0.00 7
Tag-Question 0.00 0.00 0.00 0.00 0
Declarative Wh-Question 0.00 0.00 0.00 0.00 1
Apology 0.67 1.00 0.80 1.00 2
Thanking 0.00 0.00 0.00 0.00 7

Table 6.7: Results on the whole set of dialogue acts
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Dialogue Act Example
Statement He’s about five months old.
Other Oh, really?
Opinion I think it would be kind of stressful.
Yes Answer Yeah.
Yes No Question Do you work now?
Open Question Well what other long range goals do you have besides college?
No Answer Well maybe not.
Other Answer I don’t know.
Command Let’s just get started.

Table 6.8: Examples of dialogue acts

Dialogue Act # Train # Eval # Test # Whole
Statement 72 549 1 270 1 317 75 136
Other 62 610 981 1 376 64 967
Opinion 29 992 681 803 31 476
Yes Answer 14 616 191 297 15 104
Yes No Question 5 761 62 120 5 943
Open Question 2 527 34 71 2 632
No Answer 2 165 24 38 2 227
Other Answer 1 458 23 29 1 510
Command 712 6 27 745

Table 6.9: Dialogue acts in Switchboard after limiting the number of dialogue acts

As a next step, we limited the set of dialogue acts from 41 to 8 types of dialogue
acts. We selected SWBD-DAMSL dialogue acts Statement, Opinion, Yes Answer, Yes No
Question, Open Question, No Answer, Other Answer and Command. Those tags cover
most conversations and are helpful in Hybrid dialogue management. We grouped the rest
of the dialogue acts under the Other class. We present the number of dialogue acts in the
dataset with the limited number of dialogue act types in Table 6.9. We present examples
of dialogue acts in Table 6.8.

Limiting dialogue acts to 8 classes improved the classifier’s accuracy to 78%. We
present the result achieved on individual classes in Table 6.10 and the confusion matrix
in Figure 6.4. The results show that the classification performance is more evenly spread
out between individual classes. The only classes with unsatisfactory performance are Com-
mand, No Answer and Other Answer. Those classes have the lowest presence in the training
and testing datasets. Moreover, the confusion matrix shows that examples labelled as No
Answer and Other Answer are misclassified as statements. Those are semantically close
classes.

We used the resulting ALBERT dialogue act classifier trained on eight dialogue act
classes to annotate The Therapy Fanfic, CCPE-M, EmpatheticDialogues, and Topical-Chat
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Figure 6.4: Confusion matrix of dialogue act classifier
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Dialogue Act Prec. Rec. F1 Acc. Support
Open Question 0.78 0.87 0.82 0.87 67
Yes No Question 0.78 0.77 0.78 0.77 118
Command 0.83 0.19 0.30 0.19 27
Opinion 0.75 0.72 0.74 0.72 788
Statement 0.80 0.86 0.83 0.86 1 311
Yes Answer 0.62 0.58 0.60 0.58 114
No Answer 0.60 0.38 0.46 0.38 16
Other Answer 0.92 0.48 0.63 0.48 23
Other 0.78 0.74 0.76 0.74 482

Table 6.10: Results on a limited set of dialogue acts

datasets. First, we split all utterances of every dataset into segments by nltk sent tokenize
[Loper and Bird, 2002]. Next, we annotated each segment by the ALBERT classifier. We
utilize the resulting annotations in the following experiments.

6.7 Experiments and Results

We divided experiments into two categories. In the first category, we evaluated the capabil-
ities of the PraGPT model. We designed the experiments as an ablation study evaluating
the influence of individual proposed innovations. In the second category of experiments,
we evaluated the Hybrid dialogue management in real-world scenarios through human
evaluation.

6.7.1 Ablation Study

The presented ablation study aims to evaluate the capabilities of the PraGPT model and
quantify the benefits each proposed innovation brings to PraGPT. The main focus was to
evaluate whether we could influence the model’s output. Namely, we evaluated the influ-
ence of finetuning on a domain-specific dataset, the influence of dialogue act annotations,
and the influence of user annotations. Perplexity is the metric we used to quantify and
compare the performance.

6.7.1.1 Influence of Finetuning on Domain Specific Dataset

This experiment aimed to evaluate what influence brings the finetuning of PraGPT on
the domain-specific dataset, which is constrained to a single domain. First, we initialized
PraGPT by weights of DialoGPT-small7 and evaluated the perplexity the model achieved
on the training, validation and testing parts of datasets. We present the results in table
6.11.

7https://huggingface.co/microsoft/DialoGPT-small

https://huggingface.co/microsoft/DialoGPT-small
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Dataset PraGPT w/o ft.
The Therapist Fanfic
Train PPL 1885.17
Val. PPL 2215.36
Test PPL 1977.33

CCPE-M
Train PPL 400.84
Val. PPL 319.06
Test PPL 366.55

EmpatheticDialogues
Train PPL 210.58
Val. PPL 190.26
Test PPL 208.16

Topical-Chat
Train PPL 1011.14
Val. PPL (Freq/Rare) 1017.11/1034.25
Test PPL (Freq/Rare) 971.58/1049.29

Table 6.11: Perplexity of PraGPT without finetuning

In the next step, we finetuned the model on the training set of datasets and re-evaluated
their perplexity. We present the results in table 6.12. The results show that even though
PraGPT is initialized by weights optimized on conversational data extracted from Reddit,
the perplexity on other dialogue datasets is high. The reason is that the style of the
conversations from Reddit and the datasets we tested the model on differ. The perplexity
significantly lowered once we finetuned the model on the domain-specific datasets. The
model achieved such a low perplexity because dialogue domains present in the dataset and
the style of the conversations are constrained. This is the setting for which the PraGPT
was intended.

6.7.1.2 Influence of Dialogue Act Annotations

The experiment aimed to evaluate the influence of dialogue act annotations on PraGPT.
We wanted to evaluate how adding dialogue act annotations and consequently conditioning
the model output to dialogue act control tags influence the perplexity.

First, we finetuned the PraGPT model on the training set of datasets into which we
added tags specifying the dialogue acts of all segments of utterances. We demonstrate the
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Dataset PraGPT + ft.
The Therapist Fanfic
Train PPL 12.35
Val. PPL 18.85
Test PPL 17.96

CCPE-M
Train PPL 5.49
Val. PPL 8.89
Test PPL 9.78

EmpatheticDialogues
Train PPL 11.36
Val. PPL 17.21
Test PPL 17.70

Topical-Chat
Train PPL 9.71
Val. PPL (Freq/Rare) 13.77/16.86
Test PPL (Freq/Rare) 14.71/18.46

Table 6.12: Perplexity of PraGPT on datasets with finetuning

Dataset PraGPT + ft. + da.
The Therapist Fanfic
Train PPL 5.22
Val. PPL 6.79
Test PPL 6.47

CCPE-M
Train PPL 3.25
Val. PPL 4.12
Test PPL 4.37

EmpatheticDialogues
Train PPL 9.60
Val. PPL 14.46
Test PPL 14.73

Topical-Chat
Train PPL 8.21
Val. PPL (Freq/Rare) 11.50/13.86
Test PPL (Freq/Rare) 12.22/15.03

Table 6.13: Perplexity of PraGPT on datasets with dialogue act annotations
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format of datasets in the following examples:

<ConversationalOpening>Hello! EOS <WhQuestion>How are you? EOS
<StatementOpinion>I’m good! EOS <OpenQuestion>How can I help you? EOS

<Command>I want to chat about movies! EOS <AgreeAccept>Sure! EOS
<StatementNonOpinion>I’m happy to talk about movies. EOS <OpenQuestion>What is

your favorite movie? EOS

We evaluated the perplexity of training, validation and testing sets of datasets. We
excluded the tokens representing the dialogue act control tags from calculation during
the perplexity evaluation. Thus, the perplexity between models with and without control
tokens can be compared.

We present results in table 6.13. The results show that adding dialogue acts annotations
further decreases the perplexity on all datasets compared to using only finetuning (see
section 6.7.1.1). Thus, we might conclude that the model quality improves if we give it a
dialogue act tag.

6.7.1.3 Influence of User Annotations

Since dialogue turns consist of utterances that are separated into segments, the rule that
one speaker speaks odd parts of the dialogue, and even parts are spoken by another speaker,
can not be applied. We demonstrate the problem in the following example in which it is
not clear where individual dialogue turns end:

Hello! EOS How are you? EOS I’m good! EOS How can I help you? EOS

Thus, the model loses critical information about turn-taking without any speaker anno-
tation of each utterance. Such deficiency could negatively impact the performance of the
model. For the above reasons, we added annotation of which user speaks to each segment
of all utterances. We used special tokens “user” and “system” to distinguish segments spo-
ken by appropriate speakers. We show the example of input with user tags we constructed
for the PraGPT model in the following example:

<User>Hello! EOS <User>How are you? EOS <System>I’m good! EOS
<System>How can I help you? EOS <User>I want to chat about movies! EOS

<System>Sure! EOS <System>I’m happy to talk about movies. EOS<System>What is
your favorite movie? EOS

As in the previous experiment, we trained the model on the training set of datasets
and evaluated perplexity on training, validation and testing sets. Again, we excluded the
tokens representing the user control tags from the perplexity calculation. Thus, the results
are comparable between individual experiments.

We present the experiment results in table 6.14. Even though the resulting perplexity is
not radically different from evaluating the benefits of finetuning alone (see section 6.7.1.1),
we can observe some improvements. Thus, providing the model with a speaker tag improves
its performance.
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Dataset PraGPT + ft. + sp.
The Therapist Fanfic
Train PPL 12.15
Val. PPL 18.48
Test PPL 17.60

CCPE-M
Train PPL 5.38
Val. PPL 8.85
Test PPL 9.68

EmpatheticDialogues
Train PPL 11.15
Val. PPL 17.03
Test PPL 17.27

Topical-Chat
Train PPL 9.51
Val. PPL 13.43/16.55
Test PPL 14.34/18.06

Table 6.14: Perplexity of PraGPT on datasets with user annotations

6.7.1.4 Influence of User and Dialogue Act Annotations

Finally, we evaluated the model on the dataset with both dialogue act annotations and
speaker annotations. Thus, the model has information about dialogue acts and speakers
of all segments. This setting represents the full intended PraGPT model as we propose it.

We finetuned the model on datasets. We used perplexity as the metric to evaluate
the resulting model. We excluded all control tags from the calculation of perplexity. We
present results in table 6.15. The results show that the model achieved the best perplexity
of all its variants evaluated in other experiments. Therefore, all proposed innovations of
PraGPT bring improvements to the model quality.

6.7.1.5 Discussion of Results

We present the results of PraGPT in table 6.16. The table shows the perplexity achieved
on testing sets of all selected datasets for comparison and discussion. We discuss the
influence of individual components of the PraGPT we propose. Our discussion originates
from results achieved on all datasets because the overall trend is the same. However, we
also discuss differences achieved on individual datasets if they are present.

The results show that without finetuning, the PraGPT does not achieve good results in
terms of perplexity on domain-specific datasets. The reason is that PraGPT is intended as
a small and efficient language model. The model without domain adaptation in the form
of finetuning does not perform well for this reason. The results dramatically improve for
all datasets once we introduce finetuning.
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Dataset PraGPT + ft. + sp. + da.
The Therapist Fanfic
Train PPL 4.71
Val. PPL 6.63
Test PPL 6.30

CCPE-M
Train PPL 3.18
Val. PPL 4.04
Test PPL 4.27

EmpatheticDialogues
Train PPL 9.42
Val. PPL 14.12
Test PPL 14.42

Topical-Chat
Train PPL 8.04
Val. PPL (Freq/Rare) 11.33/13.68
Test PPL (Freq/Rare) 12.04/14.83

Table 6.15: Perplexity of PraGPT on datasets with user and dialogue act annotations

A further slight improvement in perplexity brings the introduction of speaker acts.
Even though improvement after the introduction of speaker acts is not dramatic, we will
demonstrate in further experiments (see section 6.7.3) that the ability to specify whose
turn the model generates through speaker control tags is crucial for real-world application
of PraGPT.

Significant improvement is achieved thanks to the introduction of tags representing
dialogue acts of segments. This information brings important information about the prag-
matics of the following segment. Additionally, dialogue act tags are important control tags,
allowing PraGPT to be incorporated with Dialogue trees.

Finally, we can notice significantly lower perplexity on the CCPE-M dataset. The
reason for such a low value is the relatively rigid structure of dialogues present in the
dialogue. The dataset was collected via the Wizard-of-Oz experiment, and human operators
simulating the system were instructed to follow a set of steps in each dialogue described in
Radlinski et al. [2019]. Thus, the language model can easily learn the dialogue structure,
resulting in low perplexity.

6.7.2 Comparison to Related Works

We present a comparison of PraGPT with related works in table 6.17 using the Topical-
Chat dataset and in table 6.18 using the EmpatheticDialogues dataset. The PraGPT
achieves the best perplexity in comparison to other relevant works. However, it is impor-
tant to note that the presented results are not directly comparable. Opposed to other
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PraGPT Testing ppl.
The Therapist Fanfic
w/o ft. 1977.33
ft. 17.96
ft. + sp. 17.60
ft. + da. 6.47
ft. + sp. + da. 6.30

CCPE-M
w/o ft. 366.55
ft. 9.78
ft. + sp. 9.68
ft. + da. 4.37
ft. + sp. + da. 4.27

EmpatheticDialogues
w/o ft. 208.16
ft. 17.70
ft. + sp. 17.27
ft. + da. 14.73
ft. + sp. + da. 14.42

Topical-Chat
w/o ft. 971.58/1049.29
ft. 14.71/18.46
ft. + sp. 14.34/18.06
ft. + da. 12.22/15.03
ft. + sp. + da. 12.04/14.83

Table 6.16: Final comparison of perplexity on test sets of datasets. We compare models
without finetuning (w/o ft.), with finetuning (ft.), with finetuning and speaker tags (ft. +
sp.), with finetuning and dialogue act tags (ft. + da.), and with finetuning, speaker tags
and dialogue act tags (ft. + sp. + da.).
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Topical-Chat Perplexity
EmoKbGAN [Varshney et al., 2023] 88.80 / -
Seq2Seq [Luong et al., 2015] 80.20 / - [Varshney et al., 2023]
MTASK-RF [Ghazvininejad et al., 2018] 51.30 / 51.60 [Li et al., 2020]
ZRKGC [Li et al., 2020] 44.20 / 42.00
GPT [Radford et al., 2018] 36.80 / - [Su et al., 2023]
TMN [Dinan et al., 2018] 30.30 / 52.10 [Li et al., 2020]
TF [Gopalakrishnan et al., 2019] 29.80 / 40.40
DRD [Zhao et al., 2020] 25.90 / 28.00 [Li et al., 2020]
SKT [Kim et al., 2020] 25.10 / 35.60 [Li et al., 2020]
ITDD [Li et al., 2019b] 21.40 / 24.70 [Li et al., 2020]
GPT-2 [Radford et al., 2019] 18.84 / - [Su et al., 2023]
TF2-GOLD [Gopalakrishnan et al., 2020] 18.40 / 24.40
PraGPT 12.04 / 14.83

Table 6.17: Comparison of perplexity reported by related works and PraGPT on frequen-
t/rare testing set of Topical-Chat dataset

relevant works, we give PraGPT information about the speaker and dialogue act of seg-
ments of utterances. We do this because it is an important control mechanism allowing the
controllability of the model on the pragmatic level. Henceforth, we can at least conclude
that the PraGPT achieves results comparable to previously proposed models.

6.7.3 Real World Evaluation of Hybrid Dialogue Management

Experiments presented in this section evaluate Hybrid dialogue management in real-world
scenarios. Those experiments aim to evaluate a hypothesis that in applications suitable for
Hybrid dialogue management, a significantly smaller language model with the Pragmatic
level of control can achieve similar or better results on a limited dialogue domain than a
significantly larger language model. We designed experiments utilizing Hybrid dialogue
management in the mobile application Elysai to evaluate this hypothesis.

Elysai mobile app

Elysai is a mobile app in the English language. In Elysai, users talk or text with digital
personas represented by 3D avatars that conversational AI operates. We show the appear-
ance of the app in Figure 6.5 and Figure 6.6. The personas aim to discuss users’ well-being
and related topics. The app is accessible worldwide, and over 300 000 users downloaded
it to their smartphones. Thus, it serves as an ideal experimentation ground in which we
can evaluate many aspects of conversational AI and how it interacts with many users from
diverse cultural backgrounds, with different behaviours and a wide range of preferences.

The app is divided into several modules that represent conversational topics. Users
select the module they want to interact with in the main menu of the Elysai application.
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EmpatheticDialogues Perplexity
MoEL [Lin et al., 2019] 38.04 [Li et al., 2022]
MIME [Majumder et al., 2020] 37.09 [Li et al., 2022]
KEMP [Li et al., 2022] 36.89
T5-small [Raffel et al., 2020] 36.88 [Majumder et al., 2022]
CAB [Gao et al., 2023] 34.36
EmpDG [Li et al., 2019a] 34.18
LEMPEx [Majumder et al., 2022] 26.37
BART [Lewis et al., 2019] 26.01 [Zhong et al., 2022]
E2S2-BART JOPR [Zhong et al., 2022] 25.23
Transformer [Vaswani et al., 2017] 21.24 [Rashkin et al., 2018]
PraGPT 14.42

Table 6.18: Comparison of perplexity reported by related works and PraGPT on a testing
set of EmpatheticDialogues dataset

Figure 6.5: Elysai in voice interaction mode Figure 6.6: Elysai in text interaction mode
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For our experiments, the relevant module is Relationship hub. In Relationship hub, the
digital persona discusses various aspects of users’ interpersonal relationships, like their
dating preferences, relationship with parents or whether users have friends with whom
they can share their experiences. The conversational AI of this module is represented
as multiple Dialogue trees (see section 5.2.2.2), which we also call subdialogues. The
subdialogues are chained in the dialogue one after another without any particular order.
The fluid order of the subdialogues in the conversation is possible, thanks to the fact that
they form an independent units of conversation. We present the schema of Relationship
hub in Figure 6.7. Originally, Dialogue trees of subdialogues did not use any language
model. All their responses were implemented as templates.8

In experiments evaluating Hybrid dialogue management, we wanted to utilize all pro-
posed situations of Hybrid dialogue management described in sections 6.3.1, 6.3.2 and
6.3.3. They are handling of out-of-domain inputs, incorporating external knowledge into
conversation and extending the length of the dialogue by connecting subdialogues. We
intentionally selected the module Relationship hub of Elysai because it represents a typical
conversation with conversational AI with sufficient length and depth. There are out-of-
domain inputs during the flow of conversation. We incorporate funfacts into the conversa-
tion. Moreover, the module is divided into several subdialogues represented as individual
Dialogue trees. The module connects those Dialogue trees into a single flow. Thus, we can
test all proposed situations of Hybrid dialogue management in the Relationship hub.

Models

In all three situations where we test Hybrid dialogue management, we compared three
approaches to creating responses - template responses, GPT-3 and PraGPT. The template
responses are a baseline approach representing the rule-based dialogue systems relying on
the Dialogue tree, in which no language model is utilized. Instead, all out-of-domain inputs
are handled by generic responses like “I see.”, external knowledge is incorporated into the
conversation by general questions like “What do you think about that?”, and subdialogues
are connected by universal question “Interesting, right?”. Thus, this approach represents
a behaviour of dialogue not utilizing Hybrid dialogue management.

The GPT-3 represents a general-purpose large language model directed by prompting.
GPT-3 is a huge model with 175 billion parameters. We used model davinci-002 accessible
through OpenAI API9. The model is competent in few-shot and zero-shot tasks that can
be specified using only the model’s standard text input without any parameter updates
through backpropagation. As the GPT-3 davinci model is strong in zero-shot tasks and
it is the main way to utilize this model, we did not perform any finetunning. Instead, we
encoded the input into the model in the format presented in Table 6.19.

Thus, the GPT-3 can be utilized in Hybrid dialogue management by prompting the
desired speaker and dialogue act of the response. This approach represents the class of

8The described properties of Elysai and Relationship hub reflect the state in April 2022.
9https://openai.com/api

https://openai.com/api
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Dialog 1 Dialog 2 Dialog 3 Dialog 4 Dialog 5

Hey there!

Enter

Exit

Figure 6.7: Schema of Relationship hub. The conversation starts in the top ‘Enter’ node.
Then, the system greets the user. Next, the top black function randomly selects any
previously non-selected dialogue node. The dialogue nodes have inner branching dialogue
structures implemented as Dialogue trees. Once the dialogue in the selected dialogue node
concludes, the bottom black function decides whether to continue in the conversation by
looping to the top black function node or proceeding to the bottom exit node and ending
the conversation.
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speaker1-dialogueAct1: segment1
speaker2-dialogueAct2: segment2
speaker1-dialogueAct3:

Table 6.19: Input format for GPT-3

Model Params Layers dmodel
PraGPT 117M 12 768
GPT-3 175B 175B 96 12 288

Table 6.20: Comparison of model sizes

general-purpose large language models with a large number of parameters and large com-
putational requirements as a consequence.

Lastly, we utilized PraGPT, a 117 million parameters large language model we propose.
It represents a small and efficient language model. We compare the number of parameters
in Table 6.20. The PraGPT is capable of the Pragmatic level of control thanks to speaker
and dialogue act control tags and is finetuned to a specific domain. In our experiments,
we finetuned PraGPT on the EmpatheticDialogues dataset [Rashkin et al., 2018]. The
reason is that the topics mentioned in dialogues of this dataset resemble the domain of the
Relationship hub the closest.

Metrics

To evaluate the dialogues produced by Hybrid dialogue management, we asked human an-
notators to evaluate produced responses by Sensibleness, Specificity and Coherence metrics.
The final result of the evaluated approach is the percentage of responses deemed sensible,
specific and coherent. We demonstrate sensible, specific and coherence on example dia-
logues in Table 6.21.

Sensibleness [Adiwardana et al., 2020] determines whether the response, given the con-
text, makes sense. Sensibleness covers some of the most fundamental aspects of conver-
sational human likeness, such as common sense and logical coherence. Sensibleness also
captures other important aspects of a conversational AI, such as consistency.

Specificity [Adiwardana et al., 2020] determines whether a response is specific given the
context. This prevents bots from hiding behind vague replies. For example, if speaker A
says, “I love tennis,” and speaker B responds, “That’s nice,” then the utterance should be
marked “not specific”. That reply could be used in dozens of different contexts. However,
if speaker B responds, “Me too, I can’t get enough of Roger Federer!” it is marked as
“specific” since it relates closely to what is being discussed.

The last metric we use is coherence. Cambridge dictionary states [Coherence], that if
an argument, set of ideas, or a plan is coherent, it is clear and carefully considered. Each
part of it connects or follows naturally or reasonably. We can apply the same definition
to the coherence of the response in the dialogue. If the system’s response is coherent, the
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conversational partner clearly understands what the system is trying to convey. Coher-
ence is one of the metrics proposed by the team organizing Alexa Prize Socialbot Grand
challenges [Ram et al., 2018].

Traditionally, coherence was understood as the coherence of a response to the previous
part of the dialogue. However, suppose we generalize the coherence to the individual
segments of a response. In that case, the coherence metric can also judge whether the
segment is coherent with the segments that follow in the same response. In other words,
a coherent, generated response seamlessly connects the conversation back to the dialogue
flow designed by a dialogue designer. We can also describe it as the ability of the generated
response to connect back to the original dialogue flow. If the generated response asks a
question or gives a command, the agency in the dialogue should be given to the user to
have an opportunity to react. Moreover, there should be only one question or command
in the response combined from the generated and template parts. Also, there should not
be abrupt changes between topics of the dialogue.

6.7.3.1 Handling of Out-of-Domain Inputs

For experiments with Hybrid dialogue management and handling of out-of-domain inputs,
we recreated a sequence of states described in section 6.3.1. In the Dialogue trees of Elysai’s
Relationship hub, we selected 18 points in which users provide input and the flow of the
dialogue is branched by intent and out-of-domain recognition algorithm. After the out-of-
domain, we connected a response produced by approaches we compare. After a response,
the flow connects back to the original flow.

Next, we divided users of Elysai’s Relationship hub into three groups in the fashion of
AB testing experiments. If the users from the first group reached any out-of-domain input
handling part of the dialogue flow, the response was created by a template. The template
responses served as a baseline approach. We present templates we used in Table 6.22.
GPT-3 and PraGPT generated responses for the users assigned to the second and third
groups. Both models obtained two previous dialogue turns with speaker and dialogue act
annotations, and out-of-domain user message as input. Additionally, we provided control
tags specifying that the language model generates a system response and that the dialogue
act of the response is a statement or opinion. Those two dialogue acts, as opposed to
questions, have a chance to be coherent due to the design of dialogue flow. For PraGPT,
we used the input format described in section 6.4.1, and for GPT-3 we used the format
described in 6.4.2.

We collected over 1 000 conversations from the period between 18.4.2022 and 7.8.2022,
which reached some part of the dialogue handled by Hybrid dialogue management. After
filtering nonsensical data, for example, users who inserted only a random sequence of
characters or spoke a different language than English, we collected 960 conversational
samples. One-third of conversational samples used template responses, one-third used
GPT-3 and the last third used PraGPT.

For annotation purposes, we created a labelling interface using Label Studio. Label Stu-
dio [Tkachenko et al., 2020-2022] is an open-source data labelling platform. The labelling
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Speaker Utterance
System (Dial. tree) That’s great! What’s your best friend’s name?
User Maya.

System (Hyb. dial. mgmt.)
Maya is a great name! (Sensible, Specific,
Coherent)

System (Dial. tree) What does friendship actually mean to you?

System (Dial. tree) That’s great! What’s your best friend’s name?
User Asanda.

System (Hyb. dial. mgmt.)
It’s great that you have a close friend! What’s it like
having someone you can always count on? (Sensible,
Specific)

System (Dial. tree) What does friendship actually mean to you?

System (Dial. tree)
Have you ever heard the idea that you are the average
of the five people you spend the most time with?

User Yes I do.
System (Dial. tree) What do you think about it?
User Well it makes me feel great.
System (Hyb. dial. mgmt.) Good point. (Coherent)

System (Dial. tree)
Well, I think it’s an interesting thing to pay attention
to, it may not be completely true but...

System (Dial. tree)
The type of music you listen to impacts the way you
look at the world.

System (Hyb. dial. mgmt.)
Does it impact your emotions? (Sensible, Specific,
Coherent)

User Sure thing!
System (Hyb. dial. mgmt.) I listen to music to relax. (Specific, Coherent)

System (Dial. tree)
What do you personally think are some of the most
important elements of a good relationship?

System (Dial. tree)
Our own local culture and environment can
sometimes cause hallucinatory voices.

System (Hyb. dial. mgmt.) What do you say? (Sensible, Coherent)
User Never happened to me.
System (Hyb. dial. mgmt.) I hear you. (Sensible, Coherent)
System (Dial. tree) Do you want to be in a relationship?

Table 6.21: Examples of Sensibleness, Specificity and Coherence metrics. Dial. tree marks
responses produced by Dialogue tree. Hyb. dial. mgmt. marks responses produced by
Hybrid dialogue management
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Templates
I see.
Good point.
Ah, okay.
Okay.
Uh huh.
I appreciate you telling me that.
Okay, thanks for sharing that with me.
Hmmm, you’re right, that’s really important.
I’m sure your friend is a great person.

Table 6.22: Templates used to handle out-of-domain inputs

Method Sensibleness Specificity Coherence
Templates 0.70 0.00 0.99
GPT-3 0.87 0.82 0.87
PraGPT 0.93 0.90 0.99

Table 6.23: Results on handling out-of-domain inputs

interface we created is based on the chat interface of Label Studio. We show an example
of the labelling interface in Figure 6.8. It shows two previous turns of a conversation as
context, out-of-domain input, template or generated response and following response in the
dialogue. There are three checkboxes under the response for marking that the response is
sensible, specific and coherent. Moreover, the interface shows the description of metrics
for annotators. The labelling interface gave no information about what method created
the response.

We uploaded all conversational samples in random order into Label Studio. Samples
with responses created by individual methods were mixed together. Due to the high sub-
jectivity of evaluation in dialogue systems [Deriu et al., 2021], five annotators annotated
the sensibleness, specificity and coherence of samples. We created the final annotation of
each metric and each sample by a majority of votes. We present results in table 6.23.

The results show that PraGPT produces the most sensible and specific reactions to
out-of-domain inputs. The proposed approach achieves similar performance as template
responses in terms of coherence. The performance of template responses is not surpris-
ing because they are designed to be coherent and sensible in a wide range of contexts.
However, they lack specificity because the small number of templates can not handle a
significantly larger number of possible out-of-domain inputs. In terms of sensibleness and
specificity, the approaches based on language models clearly outperform the template re-
sponses. Additionally, results show that our proposed language model PraGPT performs
better in all three metrics. This proves that our proposed model with control tags and
pre-trained on domain-specific data is comparable to larger language models in Hybrid
dialogue management despite having fewer parameters.
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Figure 6.8: Labelling interface for handling out-of-domain inputs
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We present examples of responses produced by individual methods in Table 6.24. From
the examples, we can notice several points. The responses composed of templates are sen-
sible and coherent in all presented cases. However, templates are non-specific. Responses
produced by GPT-3 are of better quality. Nevertheless, they suffer from bad formatting
and are not coherent by asking unnecessary questions (“So you would have been more stu-
dious? Speaker b: Yes.”). Moreover, there are cases in which the generated response by
GPT-3 is not sensible by being unemphatic towards friend’s name (“I don’t think that’s a
great name.”). Finally, we can notice that even though responses generated by PraGPT
tend to be shorter than responses produced by GPT-3, they are sensible, specific and co-
herent. Those properties make the PraGPT the best model according to this particular
experiment.

6.7.3.2 Incorporation of External Knowledge

To evaluate Hybrid dialogue management’s ability to incorporate external knowledge into
dialogue, we included the sequence described in section 6.3.2 to Elysai’s Relationship hub.
The main building blocks of this part of Hybrid dialogue management are funfacts. The
funfacts have a form of one or two-sentence-long trivia information about wellbeing. Fun-
facts are incorporated into the conversation to break the monotony and surprise the user
by providing interesting knowledge. Pichl et al. [2020b] introduced funfacts into Alquist
socialbot with success. The funfact is presented after the end of one subdialogue and the
beginning of another subdialogue. However, to incorporate the funfact into the conversa-
tion, it can not be presented without conversational follow-up. For this reason, the question
relevant to the funfact follows the funfact immediately. Users react to the question next.
Then, the user’s reaction is followed by a statement or opinion of the system. Finally, the
flow of the conversation connects to the next subdialogue.

We used a similar design of the experiment to the design described in section 6.7.3.1.
We divided users of Relationship hub into three groups in the AB testing experiment.
Followup questions to funfacts and reactions to users’ answers were created by templates
for the first group, GPT-3 for the second group, and PraGPT for the third group.

In the first step, all methods created follow-up question to the funfact. We designed
the templates to be universally utilizable for various funfacts. We present the templates in
Table 6.25. GPT-3 and PraGPT obtained the funfact to their standard input together with
control tags specifying that they generate system turn and desired dialogue acts of gen-
erated follow-up are either open-question or yes-no-question with the balanced proportion
between dialogue acts.

In the second step, all methods created a reaction to users’ answers to a previously
created follow-up question to funfact. Templates are in the form of universal reactions
applicable to many answers. We present them in Table 6.25. GPT-3 and PraGPT took
funfact, follow-up question, and users’ answer as input together with control tags specifying
that generated response is from the system side and desired dialogue acts are statement
and opinion with a balanced proportion between dialogue acts.

We collected over 1 500 conversations that happened between 18.4.2022 and 7.8.2022
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Speaker/Method Utterance

System:
Have you ever heard the idea that you are the average of the five
people you spend the most time with?

User: Not at all.
System: What do you think about it?
User: It is crazy idea of some crazy scientist.
Template: Good point.
GPT-3: I think it is a great idea.
PraGPT: Yeah, I can’t imagine how crazy that sounds!

System:
Well, I think it’s an interesting thing to pay attention to, it may
not be completely true but it certainly is worth thinking about.
Do you have a really close friend?

System: Okay, let’s just chat then. Do you have a really close friend?
User: Yeah.
System: That’s great! What’s your best friend’s name?
User: Ovia.
Template: I’m sure your friend is a great person.
GPT-3: I don’t think that’s a great name.
PraGPT: I guess that’s a great name to have.
System: What does friendship actually mean to you?

System: So, tell me, do you have a lot of people that are close to you?
User: I don’t know.

System:
Yeah, I guess that the number doesn’t really matter, as long
as the connection is good. Right?

User: If we vibe i guess.
Template: I see.

GPT-3:
I think that the number of people that someone has in their
life is less important than the quality of those relationships.

PraGPT: You’re right, it depends on the person.

System:
What do you personally think are some of the most
important elements of a good relationship?

System: Yup. Do you feel that your childhood was a happy one?
User: Not really.
System: What would you have done differently?
User: Have had the best education.
Template: I see.
GPT-3: So you would have been more studious? Speaker b: Yes.
PraGPT: I would have gone to college for a couple years.
System: Is that something that still affects you today?

Table 6.24: Comparison of individual methods for handling of out-of-domain inputs
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Question Templates Reaction Templates
What do you think about that? I see.
What do you say? Good point.
What are your thoughts? Okay.
Interesting, right? Uh huh.
Isn’t it interesting? I appreciate you telling me that.
Have you heard about that? Okay, thanks for sharing that with me.

Table 6.25: Templates used to incorporate external knowledge and to extend the length of
the dialogue

Question Reaction
Method Sensibleness Specificity Sensibleness Specificity Coherence
Template 0.99 0.00 0.92 0.00 0.99
GPT-3 0.70 0.53 0.79 0.78 0.91
PraGPT 0.96 0.77 0.96 0.81 0.99

Table 6.26: Results for incorporation of external texts

in which funfacts were present. After the same filtering as described in section 6.7.3.1,
we collected 1140 conversational samples. One third belonged to the template approach,
one third to GPT-3, and one third to PraGPT. Using Label Studio, we created a labelling
interface inspired by the interface described in section 6.7.3.1. The only difference was that
there were two responses for annotations instead of one response. For the first annotation,
annotators rated the sensibleness and specificity of the follow-up question. Coherence
is not applicable in this case because the follow-up question ends the dialogue turn and
is newer followed by any other system’s segment. For the second annotation, there are
checkboxes for all metrics - sensibleness, specificity, and coherence. Coherence is present
in this case because the first system utterance of the following subdialogue is connected to
the created reactions to users’ answers. Thus, coherence can be violated in this case. We
present the labelling interface in Figure 6.9. Again, we uploaded all samples into the Label
Studio in random order with individual methods intermixed. Five annotators annotated
all samples without knowing which sample was created by which method. We created the
final annotation of each metric and each sample by a majority of votes. We present results
for incorporating external texts by Hybrid dialogue management in table 6.26.

Results show that in terms of the sensibleness of produced follow-up question, the
best approach are templates, closely followed by our proposed method PraGPT. However,
our proposed method highly outperforms templates in terms of specificity. The reason is
that templates use texts that can be used for nearly any external text. However, it also
means that they can not be specific. Concerning specificity, methods based on a generative
approach achieve better results.

The results on the reaction production demonstrate a nearly similar trend to results
measured on the production of follow-up question. The two most sensible methods are
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Figure 6.9: Labelling interface for incorporation of external knowledge
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proposed PraGPT followed by templates. Moreover, methods based on language models
outperform template-based approaches regarding specificity. Additionally, PraGPT and
templates are the most coherent. Again, the results prove that our proposed model with
control tags pretrained on domain-specific data outperforms the large language model in
Hybrid dialogue management despite having fewer parameters while being more specific
than template responses.

We present examples of created questions and reactions in Table 6.27 and Table 6.28.
From those tables, we can notice several facts. The template responses are sensible and
coherent. However, the low specificity would be quickly noticed by any user. Next, GPT-3
questions tend to be in the form of a quiz which tests user’s understanding (“If we weren’t
rewarded, could we still persuade ourselves that a dull job was enjoyable?”) or asks for
information the user can not know (“Do these studies provide evidence that phobias are
indeed passed down through our DNA?”). Moreover, the GPT-3 tends to generate responses
in the wrong format (“That’s interesting.Client:I think that we value our own work more
highly because we have a better understanding of how something works when we put it
together. It’s a combination of both factors.”). Finally, we notice that PraGPT generates
pleasant questions asking for users’ experiences (“Are you familiar with the IKEA?”) and
opinions (“Do you think you would be happier if you did, too?”). Additionally, reactions
generated to users’ responses are encouraging (“Well, I want to encourage you to do what
you want in life.”) and high in sensibleness, specificity and coherence.

6.7.3.3 Extending the Length of the Dialogue

The last set of experiments evaluated Hybrid dialogue management’s ability to extend
the dialogue length. In order to test this ability, we included a sequence of the system’s
question, users’ answer and the system’s reaction between every two subdialogues forming
Relationship hub. This sequence is detailed in section 6.3.3. The role of this sequence is to
extend the length of the dialogue by two additional system utterances and one user input.
The extension of dialogue should happen in a conversational way relevant to the topic of
the previous subdialogue.

We divided users of Relationship hub into three groups. Templates created system
responses for the first group, GPT-3 created system responses for the second group, and
PraGPT created system responses for the third group. We present template texts in
Table 6.25. Question and reaction templates are created intentionally to be vague enough
to cover a large number of contexts and user inputs. Inputs to language models for creating
question consist of two turns of the first subdialogue, followed by control tags specifying
system turn and yes-no-question or open-question dialogue acts. Inputs to language models
for the creation of reaction add to the previously mentioned input users’ reaction, and
control tags specifying system turn and statement or opinion dialogue acts. We used
a balanced ratio between generated statements and opinions and generated yes-no- and
open-questions.

We collected over 500 dialogues with prolonged flows between two subdialogues con-
ducted between 18.4.2022 and 7.8.2022. After filtering nonsensical conversations, includ-
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Speaker/Method Utterance

System:
We might persuade ourselves that a dull job was enjoyable if we
weren’t rewarded.

Template: What do you think about that?
User: It depends.
Template: I see.
System: Do you want to be in a relationship?

System:
We might persuade ourselves that a dull job was enjoyable if we
weren’t rewarded.

GPT-3:
If we weren’t rewarded, could we still persuade ourselves that a
dull job was enjoyable?

User: If you say so.

GPT-3:
If we weren’t rewarded for a dull job, we might still be able to
convince ourselves that it was enjoyable.

System: Do you want to be in a relationship?

System:
We might persuade ourselves that a dull job was enjoyable if we
weren’t rewarded.

PraGPT
Do you think it would be more beneficial to have a job that you
enjoyed?

User: I want a job that I enjoy.
PraGPT: Well, I want to encourage you to do what you want in life.
System: Do you want to be in a relationship?

System:
Phobias may be memories which are passed down through many
ancestors by means of our DNA, according to new studies.

Template: What are your thoughts?
User: How is it possible?
Template: I hear you.
System: How close are you with your family?

System:
Phobias may be memories which are passed down through many
ancestors by means of our DNA, according to new studies.

GPT-3:
Do these studies provide evidence that phobias are indeed passed
down through our DNA?

User: I don’t know.

GPT-3:
There is some evidence that phobias may be passed down through
our DNA. However, more research is needed to confirm this theory.

System: How close are you with your family?

System:
Phobias may be memories which are passed down through many
ancestors by means of our DNA, according to new studies.

PraGPT: Do you think that you may have phobias?
User: I can’t see spiders. I hate them.

PraGPT:
I think it is completely normal that some people with phobias
experience unpleasant sensations and unpleasant memories.

System: How close are you with your family?

Table 6.27: Comparison of individual methods for incorporation of external knowledge
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Speaker/Method Utterance

System:
In Ancient Greece a happy person is one who has, and follows,
a set of moral principles.

Template: What do you say?
User: Nice.
Template: Uh huh.

System:
Is there anything about your partner or your relationship that you
would like to share with me?

System:
In Ancient Greece a happy person is one who has, and follows,
a set of moral principles.

GPT-3: Are you happy with your current set of moral principles?
User: Of course I am.
GPT-3: That’s great!

System:
Is there anything about your partner or your relationship that you
would like to share with me?

System:
In Ancient Greece a happy person is one who has, and follows,
a set of moral principles.

PraGPT Do you think you would be happier if you did, too?

User:
I want to be a good person, but sometimes my moral principles
are in conflict.

PraGPT:
I understand. I also understand that you may want to change your
behavior, but if you don’t, it’s a good idea to be more patient with
yourself.

System:
Is there anything about your partner or your relationship that you
would like to share with me?

System:
People seem to respect items more when they assemble them on
their own, which is known as IKEA Effect.

Template: Isn’t it interesting?
User: Yeah.
Template: OK.
System: How close are you with your family?

System:
People seem to respect items more when they assemble them on
their own, which is known as IKEA Effect.

GPT-3:
Is this IKEA effect in place because we value our own work more
highly, or is it because we have a better understanding of how
something works when we put it together?

User: I would say that both contribute to it.

GPT-3:
That’s interesting.Client:I think that we value our own work more
highly because we have a better understanding of how something
works when we put it together. It’s a combination of both factors.

System: How close are you with your family?

System:
People seem to respect items more when they assemble them on
their own, which is known as IKEA Effect.

PraGPT: Are you familiar with the IKEA?
User: Sure, my sister buys a lot of furniture there.
PraGPT: I think you are giving an example of the Ikea effect.
System: How close are you with your family?

Table 6.28: Comparison of individual methods for incorporation of external knowledge



6.7. EXPERIMENTS AND RESULTS 137

Question Reaction
Method Sensibleness Specificity Sensibleness Specificity Coherence
Template 0.74 0.00 0.90 0.00 0.99
GPT-3 0.84 0.76 0.80 0.79 0.72
PraGPT 0.95 0.88 0.88 0.83 0.97

Table 6.29: Results on extending the length of the dialogue

ing inputs in other language than English or containing strings of random characters,
we obtained 450 dialogue samples for annotation. Each method contained 150 samples.
Each sample intended for evaluation contained two turns of the first subdialogue, created
follow-up question, the user’s answer, created reaction and the first speech of the second
subdialogue.

We created a labelling interface in Label Studio. The labelling interface is similar to
the labelling interfaces used for previous experiments evaluating the ability of Hybrid dia-
logue management to handle out-of-domain inputs (see section 6.7.3.1) and to incorporate
external knowledge into the dialogue (see section 6.7.3.2). Instead of funfact on the top of
the chat interface, there is a context of two turns from the first subdialogue. The rest of the
interface’s elements remained identical. We present the labelling interface in Figure 6.10.

We uploaded all samples into the labelling interface in random order. Knowledge of
which method created which sample was hidden for annotators. Five annotators annotated
all 450 samples. There were two annotations for each sample. In the first annotation,
annotators rated the sensibleness and specificity of the created question. The coherence
is not applicable because the created question ends the system’s utterance as specified by
this particular setup of Hybrid dialogue management. Thus, its violation is not possible
from its definition. In the second annotation, annotators rated the sensibleness, specificity
and coherence of the created reaction. A majority of votes created the final annotation for
each metric.

We present results for extending the length of dialogue in table 6.29. Results show
that the best approach to creating a follow-up question to dialogue in Hybrid dialogue
management is our proposed language model PraGPT. PraGPT achieves the best results
in both sensibleness and specificity metrics. The PraGPT is followed by GPT-3. Finally,
the templates achieve the worst rating. Non-existing specificity of generic templates is
expected. However, the sensibleness is lower than reported in the generation of follow-up
question in experiments evaluating Hybrid dialogue management’s ability to incorporate
external knowledge (see Table 6.26). It is caused by the fact that there is a larger variability
in two-turn-long dialogue contexts than in one or two-sentence-long funfacts. For this
reason, it is much harder to design a universal template in the form of question for this
setting. Thus, Hybrid dialogue management utilizing language models achieves better
results in this setting.

The results further show that the best sensibleness of created reactions is achieved by
templates, followed by PraGPT and GPT-3. The reason is that it is easier to design uni-



138 CHAPTER 6. HYBRID DIALOGUE MANAGEMENT

Figure 6.10: Labelling interface for extending the length of the dialogue
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versal reactions to users’ responses. The best approach is PraGPT in terms of specificity,
followed by GPT-3. Templates are not specific in any evaluated example. Regarding coher-
ence, the two best approaches are templates and PraGPT, followed by GPT-3. Overall, the
experiment evaluating the ability of approaches to create a reaction shows that PraGPT
achieves the most balanced results in all metrics despite the templates achieving the best
result in two out of three metrics. However, the templates significantly lag behind the
language models regarding specificity.

We present examples of created questions and reactions in Table 6.30 and Table 6.31.
The examples let us conclude that the templates are sensible and coherent. However, they
are not as specific as was expected. Next, questions generated by GPT-3 are sensible,
specific and coherent. However, their form could be considered a quiz (“Do you think
that you are the average of the five people you spend the most time with? Why or why
not?”) or impolite (“Is there anything else you want to talk about?”) by some users. In
some cases, the generated response lacks coherence because it asks repetitive question at
an inappropriate time (“I think it’s an interesting idea to explore, and it may or may not
be completely true, but it’s certainly worth thinking about. Do you think that you are the
average of the five people you spend the most time with?”). The questions and reactions
produced by PraGPT are sensible, specific and coherent. Moreover, questions ask for
personal opinions in a chitchat manner (“Are you saying that you like to be around people
who are like you?”). Reactions feel natural and supportive (“That’s fine. I just want you
to be happy.”).

6.7.3.4 Discussion of Results

The results in all three experiments show that our proposed method, PraGPT, using a
smaller model finetuned on domain-specific data with control tags, achieves better perfor-
mance in a wide variety of situations of our proposed Hybrid dialogue management than
significantly larger language model GPT-3. A less significant but also apparent result is
that the template-based method achieves competitive performance in terms of sensibleness
and coherence to method based on generation through language models. However, the
template-based method significantly lags in terms of specificity.

6.8 Conclusion of Chapter

The result opens up a possibility to utilize smaller models with Pragmatic level of control
to enhance rule-based dialogue management in restricted domains. It can be significantly
important in application specialized on single task or domain. Our approach uses sig-
nificantly smaller number of parameters. This fact means that our approach needs lower
computational resources and smaller cost to operate, which is in opposition to current trend
in large language models to grow their size. Thus, Hybrid dialogue management can open
up new possibilities. It can spark a new applications in the area of dialogue systems run-
ning on less computationally capable hardware like mobile device. It can lead to dialogue
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Speaker/Method Utterance
Dialogue 1

System:
Have you ever heard the idea that you are the average of the five
people you spend the most time with?

User: I’m not understanding.

System:

Well, it means that you sort of become very similar to the people
you spend most time with, or that you already surround yourself
with people somewhat similar to you in at least some aspects. It
makes sense, I think, don’t you agree?

User: Yes i’m close to people like that.

System:
Well, I think it’s an interesting thing to pay attention to, it may
not be completely true but it certainly is worth thinking about.

Template: What do you think about that?
User: I will think about it.
Template: I see.

GPT-3:
Do you think that you are the average of the five people you spend
the most time with? Why or why not?

User: Yes, because we have similar interests.

GPT-3:

I think it’s an interesting idea to explore, and it may or may not be
completely true, but it’s certainly worth thinking about. Do you
think that you are the average of the five people you spend the
most time with?

PraGPT: Are you saying that you like to be around people who are like you?
User: Yes, I like it.
PraGPT: I know that it can be helpful to explore the people around you.
Dialogue 2

System:
If you don’t mind me asking, are you currently in a relationship
with someone?

Table 6.30: Comparison of individual methods for extending the length of the dialogue
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Speaker/Method Utterance
Dialogue 1

System:
Since there is someone you like, I guess you would like to be in a
relationship, am I right?

User: Nope.

System:

I understand. It’s good to know that you’re able to be alone
without a partner. But. When you want to be in a relationship...
How do you look for a partner? I mean which way you prefer.
Do you use dating websites and applications or do you prefer
to meet in a bar?

User: I don’t do relationships, just flings.

System:

The most important thing is to know your worth and to have a
healthy self-confidence. Then it doesn’t matter so much which way
you choose. If things ever go wrong, keep your head up and don’t
give up. I guess everyone’s had a date that didn’t go the way they
wanted.

Template: What do you think about that?
User: I don’t agree.
Template: I see.
GPT-3: Is there anything else you want to talk about?
User: Oh yes.

GPT-3:

I’m sorry to hear that you’ve had some bad experiences with
dating. It’s important to remember that not every date is going
to be a perfect match, but that doesn’t mean that you should
give up on finding someone special.

PraGPT: So is there a reason that you’ve been avoiding dating?
User: I don’t want to be committed to anyone.
PraGPT: That’s fine. I just want you to be happy.
Dialogue 2

System:
Let’s try this one, I’m really curious what you’re going to say.
Finish the sentence: I wish I had someone with whom I could
share... hm?

Table 6.31: Comparison of individual methods for extending the length of the dialogue
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systems, that are on one hand capable to react to uncooperative users and on the other
hand provide control over the shape of the dialogue to the dialogue designer. Moreover, it
can allow for more inclusive future research of dialogue systems that is not dependent on
astronomical quantities of computational resources accessible only to the largest corpora-
tions. Despite the fact, that those properties of conversational AI and dialogue systems
are rather overlooked by recent state of the art approaches focusing on larger and more
general systems, we consider them as important to future development. Moreover, the
concept of Hybrid dialogue management is general enough that it can incorporate other
state of the art prompt-based language models like ChatGPT [OpenAI, 2023b], Falcon
[Almazrouei et al., 2023] or Vicuna [Chiang et al., 2023]. Nevertheless, their application
would be without the advantages of effectiveness of PraGPT.
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Chapter 7

Architecture of Proposed
Conversational AI System

In the final chapter of this thesis, we will propose an architecture of a conversational AI
system combining methods proposed in the thesis. This chapter aims to demonstrate that
proposed methods of out-of-domain recognition, summarization, topic tracking dialogue
management, flow control dialogue management and finally, Hybrid dialogue management
are compatible and can be utilized in a single conversational AI system. We will demon-
strate how the proposed system operates and its benefits to the user. We present the
schema of the system in Figure 7.1.

In the architecture design, we start with the standard model of conversational AI sys-
tems, which we modify to accommodate the proposed components. As described in chapter
2, the standard model of a conversational AI system consists of voice recognition, natural
language understanding, dialogue manager, knowledge base, natural language generation
and speech synthesis components. Our first modification in our work is simplifying parts
of the standard architecture. Namely, we neglect voice recognition and speech synthesis
components in our design. This simplification is because both tasks those components han-
dle are distant from the problem of dialogue management in conversational AI. Moreover,
those tasks are largely solved to the level of required quality. To demonstrate this fact,
we can highlight commercial application provided by large tech companies like Google1,
Amazon2 or Microsoft3. Next, we neglect the natural language generation component be-
cause we see it as a part of dialogue management. As we will describe further, the system’s
responses are constructed by Dialogue trees and PraGPT, which we see as an integral part
of flow control dialogue management. Thus, distinguishing between dialogue management
and natural language generation would be impractical in our proposed architecture.

On the other hand, we put emphasis on the natural language understanding component,
knowledge base and, from the nature of this thesis, especially on dialogue manager. We

1https://cloud.google.com/speech-to-text, https://cloud.google.com/text-to-speech
2https://aws.amazon.com/transcribe/, https://aws.amazon.com/polly/
3https://azure.microsoft.com/en-us/products/ai-services/speech-to-text, https:

//azure.microsoft.com/en-us/products/ai-services/text-to-speech
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Figure 7.1: Architecture of proposed conversational AI system

extend the standard set of natural language understanding algorithms by out-of-domain
recognition. We focus on the training procedure of this component, as it is notoriously
complicated to obtain good training data [Larson et al., 2019, Zheng et al., 2020]. We
introduce a summarization component into the knowledge base to make it more efficient.
And finally, we dissect the dialogue management component into topic tracking and flow
control components.

Out-of-domain recognition is a text classification task similar to and supplementary to
Intent recognition. However, as described in Chapter 3, the main problem is a lack of out-
of-domain training data, which limits the practical usability of Out-of-domain recognition.
Because the out-of-domain signal is an important feature for the decision of the dialogue
manager to handle unexpected input, we proposed in Chapter 3 an OodGAN. OodGAN
is a generative adversarial network for the generation of synthetic out-of-domain data.
In our proposed system, the OodGAN plays an important role before the deployment of
the system. OodGAN takes data for training of intent recognition component. Those
data serve as in-domain data. Using those data, the OodGAN generates synthetic out-
of-domain data. The synthetic out-of-domain data serves as training examples for out-of-
domain recognition. The experiments show that a classifier trained on data generated by
OodGAN achieves better results than its baselines. Moreover, OodGAN is a more efficient
method in terms of a number of parameters compared to other systems aiming at the same
goal.
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We divide the dialogue manager into topic tracking and flow control. The Dialogue
selector represents the topic tracking part of dialogue management. Dialogue selector
makes strategic decisions in conversation. More specifically, it selects one of the dialogues.
The dialogues are implemented as a Dialogue tree on the level of flow control. Moreover,
dialogues have several topics assigned by dialogue designers. We described in chapter 5
that the mechanism according to which the Dialogue selector selects is a maximization of
topic overlap of subsequent dialogues it selects. The main benefits the Dialogue selector
brings to the proposed conversational AI system are twofold. First, the dialogue topics
of the system can be designed independently by small pieces in a modular way. Modular
development is an advantage for the designer of the conversational AI system. Second, the
Dialogue selector is capable of flexible conversation traversing smoothly between related
topics. This ability of the conversation AI system improves the user experience.

The flow control part of dialogue management, which makes tactical decisions, consists
of Dialogue trees enhanced by Hybrid dialogue management. As described in chapter 5,
Dialogue trees represent the conversation as a graph structure. The Dialogue trees aim to
ease and standardize the development of dialogues because they can be developed using
simple drag-and-drop editors. Dialogue trees are mainly intended for dialogue flows, where
dialogue designers need control of what happens in the dialogue, like going through a
multi-step procedure. Even though Dialogue trees provide control of system behaviour,
users can deviate from the intended flow through unexpected inputs. For this reason, we
have already introduced out-of-domain recognition into the natural language component.
The out-of-domain recognizer detects the input as being unexpected and sends a signal to
the flow control of the dialogue manager. The dialogue manager delegates the treatment of
the unexpected input to the second part of flow control, the Hybrid dialogue management.

The main innovation this thesis proposes is Hybrid dialogue management, presented in
Chapter 6. We use it as an enhancement of flow control dialogue management. The Hybrid
dialogue management consists of two interconnected parts. The first part is a PraGPT.
As described in section 6.4.1, PraGPT is an efficient large language model with Pragmatic
level of control. The second part is scenarios for the Pragmatic level of control. The
scenarios direct the PraGPT employing the Pragmatic level of control. We described the
scenarios in sections 6.3.1, 6.3.2 and 6.3.3. We can utilize Hybrid dialogue management in
the proposed architecture of conversational AI system in three ways. First, it handles the
unexpected inputs detected by out-of-domain recognition. This improves the robustness
of the system. Second, it can be used as a connection between two Dialogue trees to
extend the length of the conversation and include an element of surprise. And lastly, it
can also insert knowledge snippets, usually in the form of funfacts, into the dialogue in a
conversational way. More utilization variants of Hybrid dialogue management are possible
because it is a general framework. However, we see the three selected variants as the most
useful.

Finally, we increase the perceived intelligence of the proposed system by incorporating
a knowledge base. Our proposed knowledge base consists of a corpus of articles, preferably
news articles. However, the articles usually are too long to be presentable in a conversation.
Users quickly lose focus and interest if the conversational AI system presents a long response
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without any user input. For this reason, it is impractical for conversational AI to use the
whole article. Moreover, due to the limitation of the input dimension of language models
based on transformer architectures, it would not be feasible to use the entire article as an
input to the model. Thus, we proposed a summarization technique of news articles based
on named entity recognition in Chapter 4. The summaries of news articles are used as
a context, guiding the PraGPT in scenarios for the Pragmatic level of control in Hybrid
dialogue management.

In conclusion, the dialogue system built according to the proposed architecture can
smoothly switch between Dialogue trees with related topics thanks to Dialogue selector.
The system detects out-of-domain inputs thanks to Out-of-domain recognition trained on
examples generated by OodGAN. The out-of-domain inputs are handled by a PraGPT
directed by scenarios for the Pragmatic level of control, both of which are parts of Hybrid
dialogue management. The Hybrid dialogue management can also connect two Dialogue
trees. Finally, the proposed system can provide interesting facts thanks to articles stored
in the knowledge base, summarized by a method based on named entities and incorporated
into the conversation by Hybrid dialogue management. This system is possible thanks to
several innovations this thesis proposes.



Chapter 8

Conclusion

This work focused on dialogue management in conversational AI systems and its related
technologies. We primarily concentrated on approaches bridging the gap between tradi-
tional rule-based methods and language model-based methods emerging in recent years.

First, we introduced basic concepts of conversation useful for the study and develop-
ment of conversational AI. Next, we focused on the conversational AI itself. We stated a
summary of the history of conversational AI. Next, we introduced the theoretical concepts
of the main components of conversational AI, what tasks they perform and how they inter-
act with each other. Namely, we described intent recognition, out-of-domain recognition,
entity recognition, dialogue management and summarization. Moreover, we put a special
emphasis on the description of language models because they are an essential building
block of Hybrid dialogue management. We also introduced the topic of evaluation of con-
versational AI, how it is approached and what complications we face while evaluating the
highly subjective quality of dialogues.

Next, we proposed a Generative Adversarial Network for Out-of-Domain Data Gen-
eration in chapter 3. The proposed approach is intended to generate training examples
for out-of-domain recognition component. This component of conversational AI creates an
important feature for dialogue management. The meaning of the feature is that the user
is saying something unexpected. In this case, the dialogue management needs to react
differently than expected. Thus, it is important to have a well-performing out-of-domain
detection component. However, the collection of out-of-domain training examples is prob-
lematic due to its very nature of unexpectedness. For this reason, we proposed a generative
adversarial network that can generate out-of-domain examples using only in-domain data
for training intent recognition. Experiments showed that generated examples by the pro-
posed method improve the out-of-domain recognition. Moreover, the proposed approach
is more effective thanks to using fewer parameters than previous state-of-the-art methods.

Moreover, we proposed a summarization technique using entities as feature in chapter 4.
The summarization can be utilized in conversational AI as an intermediary between the
knowledge base and the dialogue manager. The dialogue manager can request particular
knowledge from the knowledge base. However, returning the complete information, usually
in the form of articles or chunks of articles, can be ineffective. Summarization can condense
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the knowledge into simpler form. A simple form is more suitable for dialogue manager to
include it directly into voice interaction or more efficient for further processing by a neural
response generator grounded in knowledge. Our proposed method focuses on news articles,
out of which it extracts named entities and uses them to form summarizations. Thanks
to the usage of entities, the resulting summarizations reflect the style of reports concisely
identifying to whom, when, where, and what happened.

Next, we focused on the dialogue management in chapter 5. We divided dialogue
management into two subtasks: topic tracking and flow control. The topic tracking subtask
makes a strategic decision of what should be the next topic of the dialogue. For this subtask,
we introduced three subsequently developed approaches. Each approach improves on the
flexibility of conversation achieved by the previous method. The first was the Monolithic
topic dialogue manager. Next, there was the Topic graph dialogue manager. Finally, we
described the Dialogue selector. The flow control subtask makes a tactical decision of what
action should be executed based on the immediate input of the user and the recent context
of a conversation. For the flow control subtask of dialogue management, we introduced
Structured topic dialogues and Dialogue trees. All those methods were developed for
Alquist, into which they were deployed and subsequently tested by thousands of Amazon
Alexa voice assistant users thanks to Amazon Alexa Prize Socialbot Grand Challenges.

Importantly, we proposed in chapter 6 a novel approach to dialogue management we
call Hybrid dialogue management. Hybrid dialogue management is a framework for a com-
bination of neural response generator implemented as a language model with a strategy
introduced by a rule-based system. As a first step, we described the control mechanisms
of language models, which we joined under a concept called the Pragmatic level of control.
In the next step, we proposed a language model called PraGPT. PraGPT is an efficient
language model with the Pragmatic level of control. Its main intended application is in
Hybrid dialogue management. Next, the ablation study showed that control mechanisms
lower the perplexity of the model. In a subsequent step, we introduced dialogue situations
in which Hybrid dialogue management is useful. The introduced situations were han-
dling out-of-domain inputs, incorporating external knowledge and extending the length of
the dialogue. An important fact is that the situations were relevant to methods for out-of-
domain recognition, summarization and dialogue management mentioned in previous parts
of the thesis. In the final step, we applied Hybrid dialogue management to the mobile app
Elysai, powered by conversational AI used by users worldwide. We evaluated the sensible-
ness, specificity and coherence of responses produced in Hybrid dialogue management by
PraGPT and GPT-3. We compared the responses to the baseline approach represented by
response templates. PraGPT achieved the best results in our experiments. Consequently,
it opened the possibility of utilizing smaller models with the Pragmatic level of control to
enhance rule-based dialogue management in restricted dialogue domains.

Finally, as proof of the usefulness of proposed innovations, we proposed an architecture
of conversational AI system combining all proposed innovations in this thesis in chapter 7.
The architecture proposes to use OodGAN to generate training examples for out-of-domain
detection. It uses Named Entity Density to summarize the knowledge base results into the
style of reports suitable for incorporation into conversation. Next, it uses a Dialogue selec-
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tor for the topic tracking part of dialogue management. For flow control, the architecture
proposes to use Dialogue trees. Hybrid dialogue management further enhances the Di-
alogue trees. Hybrid dialogue management is utilized in three ways. First, it handles
unexpected inputs recognized by out-of-domain recognition. Second, it extends the length
of the conversation by connecting two Dialogue trees. And third, it incorporates external
knowledge created by named entity density summarization into the conversation.

The problems we studied were motivated by the needs of socialbot Alquist. Alquist
competed in Amazon Alexa Prize Grand Challenges and was deployed to users of Amazon
Alexa based in the USA. The setting into which the proposed methods were applied neces-
sitated them to be academically progressive as well as highly practical, efficient and robust.
The fact that Alquist was the second-place winner of Alexa Prize Grand Challenges 1 and
2, the third-place winner of Grand Challenge 3, and finally, the winner of Amazon Alexa
Prize Grand Challenge 4 proves the usefulness of the methods we proposed.
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Ondřej Kobza (19%): Conceptualization, System architecture, Neural response
generator, Implementation, Experiments, Writing, Project administration.
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Bot Development - Our path to Amazon’s Alexa Prize Finals. Machine Learning
Meetup in Prague, Prague Czech Republic 2017. https://www.youtube.com/watc

h?v=bLB3Bsj-WRQ&ab channel=MachineLearningMeetups

2. Jan Pichl, Petr Marek. Alquist: How to develop an engaging conversation. Institute
of Formal and Applied Linguistics UFAL MFF CUNI, Prague Czech Republic 2019.
https://lectures.ms.mff.cuni.cz/view.php?rec=448

3. Petr Marek. OodGAN: Generative Adversarial Network for Out-of-Domain Data
Generation. NAACL 2021. https://underline.io/lecture/20111-oodgan-gene

rative-adversarial-network-for-out-of-domain-data-generation

4. Petr Marek. Technologies behind conversational social bots. DISTINCT: Dementia:
Intersectorial Strategy for Training and Innovation Network for Current Technology
Summer School, Prague Czech Republic 2021.

5. Petr Marek. Alexa Prize Socialbot Grand Challenge and Alquist 4.0, with Petr
Marek. NLP Highlights, 2021. https://podcasts.apple.com/us/podcast/132-

alexa-prize-socialbot-grand-challenge-and-alquist/id1235937471?i=100

0536806786
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3. Petr Marek. Proč se umělá inteligence neobejde bez dat? KPMG Data Festival,
Prague Czech Republic 2020. https://www.youtube.com/watch?v=rkt-OJgWmB0

&ab channel=xPORTBusinessAccelerator

4. Petr Marek. Difference between research in academia, corporate, startup. Machine
Learning Meetup in Prague, Prague Czech Republic 2017. https://www.youtube.

com/watch?v=TroM1fwh1ac&t=503s&ab channel=MachineLearningMeetups

B.3 Popular Science

1. Petr Marek. Alquist PechaKucha. PechaKucha Night Plzeň, Pilsen Czech Republic
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televize, 2020. https://www.ceskatelevize.cz/porady/10805121298-gejzir/2

20562235000004/

7. Jan Pichl, Petr Marek. S Janem Pichlem a Petrem Markem nejen o jejich chatbotu
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5. Jakub Konrád, Jan Pichl, Petr Marek, Petr Lorenc, Van Duy Ta, Ondřej Kobza,
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