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Abstract

Mobile networks with integrated content caching and unmanned aerial vehicles (UAVs)
serving as flying base stations (FlyBSs) are capable of improved distribution of popular
content to user equipments (UEs) compared to a common mobile network. The use of
FlyBSs in cache-enabled networks has already been investigated in multiple related works.
However, the majority of these works focus on the throughput and reduction of the content
delivery delay, but the energy consumed for communication is not reflected. Thus, to address
the energy consumed for communication in UAV-assisted mobile networks with content
caching, this thesis proposes a novel energy-efficient association of UEs to base stations
(BSs), transmission power navigated positioning of FlyBSs, and content delivery through
multi-hop relaying with FlyBSs repositioning. Simulation results show the energy consumed
for communication decreases by 27%-66% with respect to related works. The gain depends
on the number of FlyBSs and UEs in the network and on the size of cache storage on FlyBSs.

The delivery delay is then, in comparison with related works, improved by 26%-58%.

Index terms

Mobile network, content caching, unmanned aerial vehicle, energy consumption,

transmission power, data transmission, communication capacity



Abstrakt

Mobilni sité s integrovanym keSovanim obsahu a s bezpilotnimi vzdusnymi letouny (UAVs)
slouzicimi jako létajici zdkladnové stanice (FlyBSs) jsou schopny lepsi distribuce
popularniho obsahu mezi uzivatelskymi zatfizenimi (UEs) nez bézné mobilni sité. Pouziti
FlyBSs v sitich s integrovanym keSovanim je jiZ adresovano v mnoha souvisejicich pracich.
Vétsina téchto praci se vSak zamétuje na propustnost sit€ a snizeni zpozdéni doruceni
obsahu, ale energie spotfebovand na komunikaci neni uvaZovana. Pro feSeni energie
spotfebované pro komunikaci v mobilnich sitich vyuzivajicich FlyBSs a keSovani obsahu,
tato prace navrhuje nové techniky energeticky efektivni asociace UEs se zakladnovymi
stanicemi (BSs), vykonové vyhodného urceni pozice FlyBSs, a techniku doruc¢eni obsahu za
pouziti multi-hop preposilani obsahu s eventudlnim piemistovanim FlyBSs. Vysledky
simulace ukazuji energie spotfebovana na komunikaci je snizena o 27% - 66% ve srovnani
se souvisejicimi pracemi. Hodnota poklesu zélezi na po¢tu FlyBSs a UEs v mobilni siti a na
velikosti keSovaci paméti na FlyBSs. Zpozdéni doruceni obsahu je pak, vici souvisejicim

pracem snizené o 26% - 58 %.

KliCova slova

Mobilni sit’, keSovani obsahu, bezpilotni vzdusny letoun, spotieba energie, vysilaci vykon,

pfenos dat, komunikacni kapacita
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1 Introduction

One of the developments of wireless mobile networks that are expected to be included in
future mobile networks includes unmanned aerial vehicles (UAVs) as flying base stations
(FlyBSs). The integration of UAVs as FlyBSs in mobile networks and their advantages are
described in [1]. The FlyBSs can be used for the purposes of an increase in the capacity of
the mobile network in high-density areas with a temporary heavy load [2]. The paper [2]
characterizes the use of FlyBSs in hotspot areas like sports or music events where a high
number of user equipments (UEs) groups in a small area. FlyBSs increase the flexibility of
the infrastructure and enable the mobile network to be established in areas where it would
not be possible with conventional static base stations (SBSs). The paper [3] proposes the use
of UAVs in emergency scenarios where the FlyBSs relay the communication of UEs in
locations unreachable by the static infrastructure.

The relaying in UA V-assisted mobile networks is significantly beneficial in scenarios where
the direct connection between UEs and SBSs is inefficient due to the distance or blockage,
and the connection can be established via relaying with better channel quality. The paper [4]
presents the basic model of a UAV-assisted mobile relaying system, emphasizing throughput
maximization. The relaying is further investigated in [5], where the joint optimization of the
UAV’s trajectory and transmission power was proposed to achieve minimization of outage
probability of the UAV-assisted mobile relay network. The paper [6] then proposes the joint
optimization of UAV trajectory and time scheduling to guarantee secure transmission in
UAV-relaying systems with local caching. The maximization of the reliability of the UAV-
assisted network by optimal placement of UAVs is proposed in [7]. The FlyBSs can also be
used for computational purposes, as presented in [8], offering mobile edge computation
(MEC) resources to UEs to enable offloading of the computational tasks to FlyBSs or SBSs
in the mobile network. The paper [9] then describes MEC as one of the key technologies in
future 5G networks.

An essential aspect of mobile networks in the days to come is storing contents close to UEs,
known as content caching. The repeated downloads of identical content by multiple UEs
from distant servers burden communication resources significantly. Content caching in

mobile networks reduces the number of downloads of the same content, frees up
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communication resources, and reduces the power consumption of the whole mobile network
[10]. The caching of contents close to the UEs includes the decision mechanisms of choosing
the contents for caching. The paper [11] investigates the deployment of caching in mobile
networks and the most beneficial caching strategy for various mobile network architectures.
The paper [12] then evaluates the efficiency of content placement by evaluating capacity and
energy efficiency. The paper [13] then exploits the high mobility of cache-enabled FlyBSs
to maximize the minimum throughput in the network. Then, the paper [14] describes the
caching on FlyBSs of selected parts of contents, and the content is delivered from multiple
FlyBSs. This work also investigates the use of wireless power transfer (WPT), allowing the
transfer of power to the FlyBSs wirelessly, alleviating the problem of a limited battery of
UAVs.

Energy consumption is crucial for UAV-assisted mobile networks containing caching [15].
For this reason, the energy consumed for communication in the network involving FlyBSs
in its architecture is the main objective investigated in this thesis. In contrast to the above-
mentioned related works, this thesis introduces mechanisms for UAV-assisted mobile
networks with content caching designed to decrease the energy consumed for
communication. The contributions of this work are summarized as follows:

e Proposed is a delivery of contents through multi-hop relaying using the connections
between FlyBSs and the SBS and between the FlyBSs themselves. This technique
significantly decreases the total transmission power needed for content delivery over
long distances.

e The decrease in energy consumed for communication also supports the introduction
of the movement of FlyBSs, which reflects the low transmission power needed for
content delivery, and the introduction of FlyBS repositioning towards UEs requesting
the content in prespecified situations.

e Above mentioned mechanisms are supported by the UE to base station (BS)
association considering both transmission power and channel capacity of the content
delivery. The mechanisms then significantly improve the energy consumed for
communication in the mobile network and free up communication resources.

e Via simulation demonstrates that implementing proposed mechanisms in UAV-
assisted mobile networks with content caching decreases the energy consumed for

communication by up to 66%.
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The structure of the thesis is as follows. The next chapter introduces the main principles of
mobile networks and the variables used in this thesis. Then, in Chapter 3 are proposed
mechanisms for UAV-assisted mobile networks containing content caching supposed to
decrease the energy consumed for communication in the mobile network. Chapter 4
describes the mobile network simulation with implemented proposed mechanisms and
presents the simulation results for simulated parameters compared with related works.

Chapter 5 then concludes the thesis and summarizes the contribution of this work.
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2 System model and problem formulation

This Chapter covers the main characteristics of the wireless communication network. First,
models related to the network, including types of BSs, UEs, their behavior, and deployment,
are presented. Then, the channel and interference model characterizing the propagation
between BSs, UAVs, and UEs in the network is described. Last, the model of caching is

introduced.

2.1 Network modeling

The network topology is a three-tier wireless mobile network with N BSs composed of one
SBS and U UAVs serving as FlyBSs. The BSs are defined by the set N = {ny,n,, ...,ny}
and FlyBSs are defined by the set U = {uy,u, ..., uy}. Each BS is equipped with a single
antenna with a specified gain G [15]. The wireless network operates in the restricted area
consisting of K UEs defined by the set K = {kq, ks, ..., kx}.

The UEs and FlyBSs move in the restricted area in the x, y, and z coordinates. Each UE

continuously moves in the restricted area in a randomized direction with a maximum velocity

of VWE) [11]. The x and y coordinates of the UEs are present in the sets R®UE) =

max
{xf]E), ...,x,({UE)} and ROUE) = {yl(UE), ...,yIEUE)}, and the set RWUE) = {rl(UE), ...,réUE)}

then defines the positions of the UEs in the network, where rk(UE)

represents the position of
the UE k. UEs move on a flat surface; thus, the z coordinate is for each UE neglected. FlyBSs
move in the restricted area above the UEs in the altitude /4, which represents the z coordinate,

with maximum velocity V,,SZS’BS) for horizontal directions and V,,(lil,?/BS’h) for the vertical

direction [11][16]. The x and y coordinates of FlyBSs are present in the sets R*FYBS) —

{xiny BS), . xg,Fly Bs)} and RO/FIYBS) — {yl(Fly BS), . yl(,Fly BS)}, and the positions of FlyBSs

in the network are then defined by the set RFIYBS) = {rl(ply BS) . rlgply BS)}B].

The UEs in the restricted area are divided into several groups, where each group is served

by one BS. Thus, the number of groups equals the number of BSs in the area. Then the BS
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n serves to the Yy, = {kp 1,.., Knm,,» s Knm, } set of UEs, where My, is the number of UEs

in the group served by the BS n [11][15]. The set aglUE) = {ag]f), . aglkE), . aglf )} defines

the associations between the BSs and the UEs, where:

aUB) — {1, if the UE k is associated with the BS n, @)
nk 10, otherwise. '
The set aElBS) = {affls ), ...,aiﬁ?, ...,ag’g]?} then defines the associations between the BSs,

where the BS j, is the neighboring BS to the BS n. The association between the BSs is

established when the transmission between the BSs is requested [3]. Associations then

follow:
(BS) _ {1, if the BS n transmits data to the BS j,, 2.2)
njn — |0, otherwise. :
The association sets are then composed in matrix A = {a(ll]E), . aI(VUE), aiBs), . aI(VBs)} of

associations in the network [3]. The association mechanism of UEs to BSs is described in
Chapter 3.1. The FlyBSs are then moving according to the movement of the UEs, as
described in Chapter 3.2. The system model is illustrated in Figure 2.1.

m FlyBS's covered area

—_— o &
transmissions

Figure 2.1 - lllustration of the communication network in the restricted area

The operating altitude h, of the SBS is unchangeable, but the operating altitude of FlyBSs
changes over time. The operating altitude h,, of the FlyBS u from the set U is determined
according to the formula:

B max(dl(lUE))

- = hmin ’ .
u ) (2.3)
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where o represents the angle of half of the FlyBS antenna’s coverage [16]. The angle a is

demonstrated in Figure 2.2. dr(;UE) = {deUl E), " diu,\fz} then represents the set of horizontal

distances between the serving FlyBS u and M, UEs included in the group served by the
selected FlyBS u. Thus, the operating altitude of the FlyBS u is influenced by the angle of
the FlyBS antenna’s coverage and by the UE in the group of the FlyBS u, whose horizontal
distance from the FlyBS u is the highest. This distance afterward represents the radius of the
FlyBSs’ covered area. The operating altitude is then limited from the bottom by constant

Romin [16]. The actual altitudes of all FlyBSs in the network are present in the set RPFIYBS) =
{hi, ..., hy}.

2% ma(dy,)

Figure 2.2 - The FlyBS's coverage

2.2 Channel model

For communication between BSs and UEs, the same as for communication between BSs
themselves, the signal level is evaluated according to the Free Space Path Loss (FSPL)
model. The FSPL would be in the case of the Non-line-of-sight (NLOS) environment
affected by the objects in the path of connection [12][15]. For purposes of simplification,
only Line-of-sight (LOS) communication is considered. The channel gain describes the

difference in the signal level between the transmitter and receiver of the connection.
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The channel gain is based on the FSPL model and is described as:

9= (zms7) - a4

where constant ¢ represents the speed of light, variable f represents the carrier frequency,
and variable D represents the communication distance, which is defined as the Euclidian

distance between the transmitter and receiver of the channel [3][11].

The antenna gain in the communication between UEs and BSs enhances the channel gain.

The channel gain of the connection between the BS 7 and the UE £ is then described as:

2
(UE) _ ¢
Ink = (4 D(UE)f> * G (25)

E)

where Dr(gc is the communication distance between the BS n and the UE £ present in the

set D(UE) {D(UE) (UE)} [3]. Variable G,, is then the gain of the antenna of the BS n.

n1 ’
The gain of the UE’s antenna is minimal, so it is neglected in the calculation. In the case of
the connection between the BS n and the BS j,,, the channel gain of the connection is
described as:

(BS) _ ¢
Injm = (BS)f * G x Gy (2.6)

where Dr(fjs) represents the distance between the BS »n and the BS j, present in the

set D,(IBS) {DT(lBlS), - ,D,(f]fl)} of communication distances between the BS » and its

neighboring. Variable G; then represents the antenna gain of the neighboring BS j,, [3].

To ensure a high signal level for each channel, the guaranteed received power p™ is set in

the network. The transmission power allocated on the BS for the transmission of contents is

then described according to the formula:

p(Tx)
g

pE0) = (2.7)

The formula presents that with the guaranteed received power p™, the transmission power

is directly dependent on the channel gain. It then relies on the communication distance, the
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same as on the antenna gains of the transmitter and receiver [11]. The transmission powers
allocated for the content delivery to each UE, regardless of the transmitting BS, are the same

as the transmission powers allocated for content delivery to BSs defined by the set

t t tx,BS tx,BS
P ={p{, ..p{ p ", Lo PONB).

The energy consumption of each BS is determined as the power spent during a period. The
energy consumption would be composed of transmission powers allocated by the BS for the
content delivery and propulsion power consumed for the operation of the UAV [15][18].
Since this thesis aims to decrease the energy consumption caused by the transmission power
in UE-directed communication, the propulsion power is neglected, and the parameter is the
energy consumed for communication. The power allocated for caching by the SBS is also
not included in the calculation of energy consumed for communication, as it is a backhaul
mechanism that uses different communication resources and does not influence the UE-
directed communication in the proposed network. Then, the energy consumed for

communication by the BS n in Wh for the chosen period 7 in seconds is formulated as:

() ()
En = 3500 * zp”“ +an,n (2.8)
()

where p, % represents the transmission power allocated by the BS n for transmission of

content to the UE £ in time ¢, and pn it represents the transmission power allocated by the

BS 7 in time ¢ for transmission of content to the neighboring BS j,, [18][19].

The wireless communication runs on the carrier frequency f, and the exact size of the
bandwidth B awards each BS. In the network, orthogonal frequency division multiplexing
(OFDMA) is implemented, so the bandwidth B is distributed by each BS equally between
channels to active UEs in its group and between established channels with the neighboring
BSs. Active UEs are UEs currently requesting content. Thus, the bandwidth available on the

BS 7 for one channel is given accordingly:

B
(active) ’
M, + H,

B, = (2.9)
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M r(Lactive)

where represents the number of UEs requesting content connected to the BS #, and

H,, represents the number of established channels between the BS n and the neighboring BSs

[31(5].

The channel between a BS and a UE might be established as one direct link or relay link.
The relay link comprises one backhaul link from the source BS to a relay BS and one access

link between the relay BS and the UE. This relay link is illustrated in Figure 2.3.

_VSBS
S - D e s B L S SRS S DA GG S S N e sl
transmissions A P - backhaul link F]yBS S—" ke
” " T . P g R ’/
it ; _,:! < access link 5
’ TG ’l
/, g BT ch ¥ . UI /'
’ b Mt .
’ PRt ¥ i i ¢

Figure 2.3 - Relay link with one relay BS

Each channel is affected by interference from the surrounding environment and by noise.
The interference is caused by the communication of neighboring BSs that use different or
the same spectral resources. The interference by BSs using the same spectral resources
applies only to the access link in the relay link [3][20]. The Thermal noise then represents
the noise. The quality of each channel is represented by the signal-to-interference-plus-noise
ratio (SINR), which is for the direct connection between the BS n and the UE k described

as:

)
D k
SINRY) = L : (2.10)

t
BTLO- + Zwk p\gv:)gwk,k

where o represents the noise spectral density. Variable p&,t: ) represents the transmission

power of the interfering neighboring BS wj, from the set N g"t) ={ny, .., ny,} of
interference sources to the UE & using different spectral resources than the BS n. The g, «

then represents the propagation channel gain between the interfering BS w;, and the UE &
[15][20][21].
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In the case of a relay link between the BS n and the UE £, containing the BS n + 1 as a relay
BS, the SINR of the backhaul connection is described as:

(rx)
Prnnt1

t.
Bno- + an+1 psvlegwn+1,n+1

SINR®

nn+1 =

2.11)

where p‘g,t:il represents the transmission power of the interfering BS w,,,; from the set

N(int)

n+1 = iy, ..., my,  } of interference sources to the BS n + 1 using different spectral

resources than the BS n. The g, , | 41 then represents the propagation channel gain between
the interfering BS w,,,; and the BS n + 1 [15][20][21]. The SINR of the access connection
between the BS n + 1 and the UE £ is then described as:

(rx)
n+1,k

t t ’
Bpy10 + Zwk p\gv:)gwk,k + pr(l x)gn,k

@
SINRTl+ 1.k —

(2.12)

(tx)

where p,,

represents the transmission power of the BS » using the same spectral resources
as the BS n+ 1 [15][20][21]. The composition of interference in the network is

demonstrated in Figure 2.3.

—
—>

interference

transmissions

Figure 2.4 - Interference in the network

The channel capacity represents the available data rate by which the communication channel
transmits data. The Shannon—Hartley theorem specifies the channel capacity, and the
channel capacity of direct, backhaul, or access link according to SINR specified above is
defined as [20]:

¢ = By + logy(1+ SINRSY), (2.13)

n,
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€,y = By logy(1+ SINRS), ), (2.14)

nn+1

@

n+1,k =

Byt * log;(1+ SINRYY, , ). (2.15)

The channel capacity of the relay link then follows the bottleneck rule. It says the channel
capacity of the relay link is defined as the minimum from the channel capacities of the
backhaul and access link. Thus, the channel capacity of the relay link between the BS # to
the UE £, using the BS n + 1 as a relay BS, is determined as [20]:

A

¢ = min(c,,, ¢ - (2.16)

nn+1’

2.3 Caching model

Content caching represents the technique of storing popular contents in the storage of mobile
network nodes, in this case, in the storage of BSs. The contents are stored both on FlyBSs
and the SBS. The finite number of contents available in the network is present in the database
of contents ¥ = {cy,¢5,..., ¢o}, where O represents the number of available contents in the
network. UE requests each content with probability, which is for each UE different. It is also
known as content popularity for UE. For the database ¥, the probability of content ¢ being
requested by the UE £ is described by the content popularity function pk(cq). The content
popularity is distributed for each UE with the assumption that the sum of the popularity of
all contents available in the network equals to 1 [15]. So, the distribution of content

popularities for UE fulfills the prerequisite:

Q
Z pr(cy) =1. (2.17)

q=1
For each content from the database ¥ is assigned the content size. For content g is the content
size represented by s, from the set of content sizes § = {sy,S,, ..., Sg}. The content size

influences the number of contents possible to cache on BSs for limited cache storages. The

content size also influences the delivery delay of the content.
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Further is for contents described variable called content popularity for a group. It is defined
as the probability of the content being requested by one of the UEs in the isolated group of
UEs. For the BS 7 serving as a communication provider for the group of M,, UEs, the content

popularity of content g for the group of M,, UEs is:

mn—l p mnp (Cq )
Pn(Cq) T (2.18)
where the function p,, . (cq) represents the content popularity function of the content ¢g for

m,, UE in the group served by the BS n [11].

The caching efficiency then evaluates the probability that one of the UEs in the BS’s group
requests one of the contents cached on the BS. It is calculated as the sum of content
popularities of cached contents for current UEs in the group served by the BS. Thus, the

caching efficiency is calculated by the formula:

Ln

M = pu(c”) + pa(cS?) + -+ + pu(c) = Z pa(c), (2.19)

In=1

() cached on

where the function P, (cl ) represents the content popularity of the content cp,
the BS # for the group of M,, UEs served by the BS n [11]. The set of contents cached in the
storage of the BS # is represented by W¥,, = {cl(n) an), . ,C£:)} where L,, is the number of

contents cached in the storage of the BS n. To reflect (2.17), the equation (2.18) is rewritten

to:

In My (n)
M pn(cl(n)) +pn( (n)) t +Pn( (n)) Z Zmn_lj\);nn(q: ) (2.20)
n

Ip=1

The content delivery delay we recognize the whole time between the request of the content
by the UE and the moment the BS fully delivers the content to the UE [11]. The content
delivery delay is dependent on the content size of the requested content, the same as on the
channel capacity of the connection between the UE and the BS, which serves the UE as a
communication provider. The channel capacity available for downloading the content is
influenced by multiple factors and is not constant in time. For this reason, the delay

calculation should consider the channel capacity's changing character. The content delivery
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delay D(; nk Of the content g for the channel between the BS 7 and the UE k then comes from

the relation:

T
t+ Dq,n,k

0= s,— f Crjer dt (2.21)

t

where C,, . ¢ is the capacity of a channel between the UE k and the BS 7 in time .

2.4 Problem formulation

The power needed to allocate on FlyBSs for successful transmissions of content to the UEs
has a significant effect on energy consumption, and the effective use of the power by FlyBSs
is an essential aspect of the overall performance of the mobile network. Thus, the objective
of this work is to find UE associations A, transmission power allocation P*, and FlyBS
positions R*, which minimizes the transmission power allocated by BSs for the transmission
of contents and minimizes the content delivery delay. Together it reduces the energy
consumed for communication in the network. The accomplishment of this goal is managed
by the energy-efficient UE to BS association, transmission power navigated positioning of
FlyBSs, and the deployment of more energy-efficient ways of content delivery, such as

through the multi-hop relaying or FlyBS repositioning. The problem is then formulated as:

N
A, P*, RFYBS)” — argmin ZEn
A’P,R(FlyBS)

n=1
st (222a) Pxbudget > g pt) 4 9 Ip vy e v, (2.22)

(2.22b) hy = hpin, YueU,
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3 Proposed solution for formulated problem

In this Chapter are proposed mechanisms possible to implement in UAV-assisted mobile
networks containing content caching to decrease the energy consumed for communication
in the network. First, the UE to BS association mechanism is described, which divides UEs
into groups of BSs based on providing the UEs with high channel capacity while allocating
low transmission power for the content delivery on BSs. Then the algorithm of the FlyBS
positioning is described, which ensures low transmission power required for the transmission
of contents. Then the content popularity navigated caching scheme for BSs in the network
is described. The second half of this Chapter is then devoted to the definition of how the
contents are delivered to UEs, as the multi-hop relaying and FlyBS repositioning, to ensure
low energy consumed for communication. The transmission power budget is defined at the

end of this chapter, which limits the total transmission power allocated by FlyBSs.

3.1 UE to BS association

To ensure the low energy consumption of the network, according to (2.23), the association
must take into account the transmission power needed for the transmission of the content
from the particular BS, the same as the content delivery delay. It is exchanged with channel
capacity as it is its main factor. Thus, to compare possible associations for UEs, the new
parameter y representing the transmission power consumption coefficient is established. The
transmission power consumption coefficient for the connection between the BS » and the
UE £k is described as:

(tx)

@) _ Pnk
yn,k - C(D) . (3.1)
nk
The set )/;(UE) = {Vﬁ)' ---'Vz\(/?k) } then defines the transmission power consumption

coefticient for the connection to each BS in the network from the UE £. The network's energy

consumption is then the smallest if every channel's transmission power consumption
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coefficient is the smallest. It is managed when each UE associates with the BS, to which the

)

transmission power consumption coefficient of the connection in yiUE is the smallest. The

problem (2.22) for UE association is then reformulated as:

n  Mp
A" = argmin Z Z y,Efi,)ln
A

n=1my,=1

(3.2)
st (32a) P(txbudget) > gt p() 1 9Iptd vy e v,

(3.2b) hy = hpin, VYueU,

where y,E?BLn represents the transmission power consumption coefficient of the direct

connection between the BS n and the UE m,, in the group of the BS n.

The association mechanism is demonstrated by Algorithm 3.1. The first lines show the
measurement and calculation of the parameters of channels between the UE and the BSs.
The transmission power consumption coefficient of each of these channels is then calculated.
In lines 7 to 11, it is followed by the determination of the BS with the channel of the smallest
transmission power consumption coefficient and the association establishment between the
UE and the BS.

Algorithm 3.1 Association of UEs to BSs

l: fork=1:K

2 forn=1:N

3 Measure the SIN Rr(fk) according to (2.10)

4 Calculate the channel capacity Cr(gc) according to the SIN Rr(fk) using (2.13)
5: Calculate the power consumption coefficients yrsg(E) in }/;(UE) using (3.1)
6 end

7 forn=1:N

8 if min(y) =y, do

9: al% = 1, the UE k associates to the BS n

10: end

11: end

12: end
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3.2 Positioning of FlyBSs

In the proposed system, the received power is constant, and the transmission power needed
for the transmission of content through each channel from the serving FlyBS changes in time
according to the movement of UEs and FlyBS itself. The energy consumed for
communication of each FlyBS is composed of transmission powers allocated for transmitting
contents to UEs in its group. The positioning of each FlyBS should then be set on the
location, ensuring the lowest sum of transmission powers needed for transmitting contents

to UEs in its group. The problem of the FlyBS positions (2.22) is then reformulated as:

RFYBS™ = argmin Z Z pl(ffn)
R(FlyBS) u

u=1my=1

st (33a) Pwbudgen > 3w plts) 4 $1p vy e, (33)

(3.3b) hy = hpin, VYuel,

The transmission power required for transmitting contents from the FlyBS to the UE,
according to (2.7) and the definition of constant received power, is equivalent to the
communication distance of transmission. It depends on the horizontal distance of the UE
from the FlyBS and the operating altitude of the FlyBS, which is dependent on the horizontal
distances of the UEs in its group. The positioning of FlyBSs should then search for a position
ensuring the lowest sum of communication distances from UEs in its group. The problem of

FlyBS positions (2.22) is then again reformulated as:

U My,
(FlyBS)* _ ;
R = argmin dum,
R(FlyBS)
u=1my=1

s.t.  (3.4a) pxbudget) > ZMu P Ly p®O e, (3.4)

u,my JTwj
(3.4b) h, = hyi, VYuel,

The intention is to provide instant UE to BS connections of low transmission power
requirement to all UEs. For this reason, the problem formulation accounts for the

communication distance of all UEs in FlyBSs’ groups, even UEs not requesting the content.
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Suppose the problem formulation would account for the communication distance of only
active UEs in FlyBSs’ groups. In that case, the excessive short-term transmission power
requiring channels could occur in the case of UEs outside of the FlyBSs’ coverage, which

would significantly affect the energy consumed for communication in the network.

Then, the x and y coordinates of the FlyBS u are defined as:

w  UF)
((FyBs) _ 2oy Yy (3.5)
u Mu 4

(UE)
(FlyBS) _ Zmu Ymy,

s T (3.6)

( UE)

where x,, ) and y are X and y coordinates of UE m,, in the group of the FlyBS u. The

operating altltude of the FlyBS u is then calculated according to (2.3).

The positioning of FlyBSs is demonstrated by Algorithm 3.2. First are measured the UE
communication distances in FlyBS’s group, as is shown in lines 2 to 4. It is followed by

calculating the coordinates for FlyBSs, in lines 5 to 7.

Algorithm 3.2 Positioning of FlyBSs
: foru=1:U
form, =1:M,

Measure dl(lurf;i in dflUE)

1
2
3
4: end

5: Calculate the x coordinate x(Fly B5) of the FlyBS u according to (3.5)
6 Calculate the y coordinate y(Fly $) of the FlyBS u according to (3.6)
7

8

Calculate the operating altitude h,, of the FlyBS u according to (2.3)
: end
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3.3 Caching scheme

The cached contents for each BS are selected from the finite database of contents ¥
according to the content popularity for the group. The number of contents cached in the
storages of BSs is influenced by the size of cache storages, the same as by the size of contents

meant to be stored in these storages. The size of storage of each BS is assumed to be finite

and defined by a variable in the set 52{51(35), ) SIE,BS)}. With the limited storage on BSs,

only the contents with the highest content popularity for the group of UEs served by the BS
are cached in the storage of the BS. The content popularity for the group of UEs is described
in Chapter 2.3. The content g is then cached in the storage of the BS # if its content popularity

for the group of UEs served by the BS n is pn(cq) = max(psv)), where p;"’) is a set of
content popularities for the group of UEs served by the BS n of contents not yet cached in
the storage of the BS n. The set ¥, = {cl(n), . cgll)} then defines the contents cached in the
storage of the BS n, where L,, represents the number of contents cached in the storage of the

BS n, and the content sizes of cached contents are present in the set §,, = {sl(n), e, SL(:)}.

The variable ST(IBS) represents the limited size of cache storage on the BS 7, and the remaining

(BS,remain)

n is then defined as:

space in the storage s

Ly
ST(LBS,remain) _ Sr(LBS) _ Z Sl(:) ’ (3.7
lp=1

Thus, the content g is cached in the storage of the BS n if pn(cq) = max(pgv)), and s <

S,(lBS’remain) . If content q does not fulfill the second criterion, it is skipped, and the following

content in the content popularity line is evaluated. The process of caching runs until min(§)

> S(BS,remam)

~ , which ensures the total capacity of cache storage is used.

The demonstration of content caching with limited storage is shown on the BS n serving as
the communication provider for the group of 3 UEs. In the network are four available
contents with content popularities for each UE being p;={0.15, 0.15, 0.3, 0.4}, p,={0.3,
0.25, 0.15, 0.3}, p3={0.4, 0.1, 0.25, 0.25}. The content popularity of contents in the group
is then, according to (2.18), p,=10.283, 0.166, 0.233, 0.316}. When the storage size s5° =
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1 GB, and the content sizes are defined by the set § ={474 MB, 152 MB, 277 MB, 328 MB}
in the same order as previous sets, contents c;, ¢, and ¢, are cached in the storage of the BS

n. The content c5 is in the content popularity line in front of content c,, but its size exceeds

the remaining storage space S,SBS’remain), thus, it is skipped.

The mechanism of content caching with limited cache storage size is demonstrated by
Algorithm 3.3. In line 2 are calculated the content popularities for the group of M,, UEs
served by the BS n according to (2.18). Then, in lines 3 to 17, the cached contents are
determined in the cycle of conditions for each content. If the content fulfills the established

criteria, present in lines 5 and 6, the number of contents on the BS increases, and the content

is cached in the storage of the BS. The set p,(lN) is then recalculated. If content does not fulfill

the second criterion, the content is skipped from the caching process, as is described in line
13.

Algorithm 3.3 Caching of contents in the limited storage of BSs

l: forn=1:N
2: Calculate the content popularities for the group of M,, UEs served by the BS » in

p;N) according to (2.18)

3 for g =1:Q

4 while min(s) < sZ5memam

5 if pn(cq) = max(p,(:v)) do

6: if s, < P57 do

7 L, = L,+1, an increase in the number of contents on the BS n
8 si) = 54, add sgin S,

9 cg? = ¢4 ,add c; in P,

10: Reestablishment of p,(lN)

11: ST(lBS’Temain) recount according to (3.7)
12: else

13: Skip ¢,

14: end

15: end

16: end

17: end

18: end
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3.4 Multi-hop relaying

In situations where the requested content is cached in the storage of the BS that does not
offer the lowest transmission power consumption coefficient for transmitting content to the
requesting UE, according to Chapter 3.1, the analysis of possible relaying is deployed. This
analysis searches for the transmission paths, using other BSs as middle nodes of the
connection, that would offer a lower transmission power consumption coefficient than the
direct connection between UE requesting the content and BSs with cached contents. Thus,

the problem (2.22) for the UE association and power allocation is reformulated as:

N K
A*, P* = argmin (Z z )/n,k>
AP

st (3.8a) Plwbudgen > yiu p®) 4 91 pl vy ey, (3.8)

(3.8b) hy, = hyui VYuel,

The proposed mechanism exploits the multi-hop relaying with channels over multiple BSs
in the network. The multi-hop relay link comprises one access link between a UE and a relay
BS and multiple backhaul links between relay BSs. [3] The composition of links in the multi-
hop relay link is represented in Figure 3.1.

P {ransmissions
—_—

Figure 3.1 - Multi-hop relay link

In the network with multiple BSs are multiple relay transmission paths for each content

delivery. The decision of the transmission path for the delivery of the content between the

BS n to the UE £ is made based on the transmission power consumption coefficient )/T(:,rclg,)

C (mR)

for each of Y paths. The coefficient is dependent on the multi-hop channel capacity C; ./,
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which is significantly influenced by the interference from the backhaul. The SINR and

channel capacity for multi-hop relay links are described in the following two sections. The
(txm

third section then describes the transmission power p, x'y R needed for transmitting contents

via multi-hop relay links, which also plays a part in assessing the coefficient value. The last
section describes the decision mechanism between multi-hop relay transmission paths and

the transmitting BSs.

3.4.1 Interference in multi-hop relay link

The composition of the multi-hop relay link from the access link and multiple backhaul links
cause interference from the BSs using the same spectral resources. The transmission powers
of the BSs participating in the multi-hop relay link interfere with the receiving UE. It is

represented in Figure 3.2.

—E— interference
o e L e G e T Bt = T L aai rt. /iy

backhaul link  FlyBS S

—) s
ransmissions
._)

access link e

Figure 3.2 — Interference on UE in the multi-hop relay link

If the multi-hop relay link is composed of the BSs defined by the set NSIZR) =

{nng), - n,(VT:i)}, where indices of the BSs in the multi-hop relay link increase in the order

of the relay link, the SINR of the access connection between the BS N,, ., which is last in
the relay link order, and the UE £ is described as:

(rx)
N,k k

(AmR) _
SINRy™ = = = (3.9)

BNn,kO- + ZWk ka ng,k + ka pvk gvk,k

(tx)

v, Tepresents transmission power of the interfering BS vy, from the set N g"t'm =

where p
{ny, ...,ny,} of interference sources to the UE k using the same spectral resources as the

transmitter of the transmission.
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Also, the transmission powers of the BSs participating in the multi-hop relay link interfere
with other BSs in the relay link. Figure 3.3 demonstrates the backhaul interference between
BS:s. It shows the FlyBS on the access link interferes with the SBS on the first backhaul link,
and the FlyBS on the first backhaul link interferes with the FlyBS on the second backhaul

link.

SBS
—#-— interference = _,_/_ e N oo et e e B S ST A i i ,_/: .
—_— T backhaul link FlyBS s A
3 transmissions o B — : — .
backhaul link e e ! y e
g ‘ s : Lo T Caceess link i5e
P — ’
’ < = e ’
7 . " = ’
4 - 'FlyBS "L, UE .
gt CNE T L Ea e o o i gy s g e e e e e i ey e o e s e g 1 L
'

Figure 3.3 - Interference between BSs in the multi-hop relay link

The SINR of the backhaul connection between the BS n, ; and the BSn,, + 1 is then

described as:

SINRE™R

Ny Mkt 1

() (3.10)

pnn‘k,nn,k +1
- (tx) (tx)

Bnn,ka + ann,k+1 annk+1ann,k+1.nn,k+1 + Zvnn,kﬂ p”nnk+1gvnn,k+1'nn,k+1

where p&,t:i - represents the transmission power of the interfering BS wy, , .1 from the set

5:: ,?+1 = {ny, ., Ny, . ,,) of interference sources to the BS n,, + 1 using different
g n,

spectral resources than the transmitter of the transmission. The p,ﬁff)kH then represents the
n,

.. . . (intmR) __
transmission power of the interfering BS v, ., from the set Nnn,k 1 =g, MW ot Jof

interference sources to the BS n, , + 1 using the same spectral resources as the transmitter

of the transmission. The g, gL and g, i+ represent the propagation channel
n, L n, L

gains between the interfering BSs and the BS n,, , + 1.
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3.4.2 Channel capacity of multi-hop relay link

The channel capacity of access and backhaul links in the multi-hop relay is determined as:

(B,mR) _ (B, R)
nn‘k,nn,k+1 - Bnn,k * logz (1 + SINRnn‘::lnn’k.}_l) ) (31 1)
G = B, + log, (1+ SINEY™). 61

The bottleneck rule then determines the channel capacity of the multi-hop relay link as the
minimum from the channel capacities of each link in the relay link. If the BSs participating

in the multi-hop relay link on transmission path y between the BS =n

(mR) _  (mR) (mR) (mR) _
and the UE k are defined by the set Niwy = {n; ,...,nNn’k‘y}, and set Cn’k’y =
{Cl(,l;,mR)’ e, C IE’i’_Zlf—)lan,k_y’ Is,‘izlf,)c} defines the channel capacities of connections in the
relay link, then the channel capacity of the multi-hop relay link on the transmission path y is
defined as:

R . R
c{hy = min (¢S (3.13)

The channel capacity of the multi-hop relay link between the BS » and the UE £ for each

path is then in the set 61(52 = {Cr(lle, - Cﬁ),y}-

3.4.3 Transmission power for multi-hop relay link

The transmission power needed for transmitting contents over the multi-hop relay link is
determined as a sum of transmission powers needed for transmitting contents over each link
in the relay link. It is for each link calculated according to (2.7). Thus, the transmission

power required for the transmission of contents over the transmission path y between the BS

n and the UE £, with transmission powers for each link defined by the set Pgl":;) =
(tx,y) (tx,y) (txy) 1 - : .
{p1,2 o k},/y_l,Nn,k,y' pNn,k,y,k}' is determined as:
Nn,k,y
(tx,mR) __ (tx,y) (tx,y)
pn,k,y - Z pnn_k,y—l,nn‘k,y + pNn,k‘y,k (3'14)

nn‘k’y=2

The transmission power needed for the transmission of content between the BS # and the

UE £ for each path is then in the set Pg';‘m = {p(tx’mR) (tx‘mR)}.

n,k,1 rerFnky
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3.4.4 Path determination of multi-hop relay link

The path for the multi-hop relay link is determined based on the transmission power
consumption coefficient for the transmission of contents over each path. The transmission
power consumption coefficient for transmission path y is defined as:
(tx,mR)
(mR) _ pn,k,y

ky = C(mR) :
nk,y

(3.15)

The transmission power consumption coefficients for all ¥ paths between the BS n and the

UE k are then defined by the set yfl',';(R) = {ygg’}i), . yg,ff,)}.

Afterward, the transmission path y is chosen for the transmission of contents between the BS

n and the UE £ if its transmission power consumption coefficient )/,E?Zf,) is the smallest from

the set y;",l(R). Thus, the transmission power consumption coefficient y,ETZR) of the chosen

transmission path from the transmitting BS # is determined as:

yw® = min(y 7). (3.16)

If the requested content is cached on multiple BSs, a calculation of the transmission power
consumption coefficient of the chosen transmission path is made from each BS holding the

content, and the coefficients are gathered in the set yfcmR) = {yl('r,?R),...,yA(,TZR)}. The

transmitting BS is then determined as the BS offering the transmission path with the smallest

transmission power consumption coefficient.

The process of determining the transmitting BS and transmission path for the content
delivery to the UE k£ is shown in Algorithm 3.4. The first section of the algorithm from lines
2 to 15, using cycles for the BSs and transmission paths, determines the transmission power
consumption coefficient for each transmission path between the UE £ and the BSs holding
the requested content. In lines 9 to 13 are then selected paths from the BSs holding the
content with the smallest transmission power consumption coefficient. The second half of
the algorithm in lines 16 to 27 determines the BS with the path of the smallest transmission

power consumption coefficient and establishes backhaul links between the BSs in the chosen
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transmission path. The association between the UE k and the last BS in the relay link order

is then assembled.

Algorithm 3.4 Determination of the path of the multi-hop relay link

l: fork=1K

2 forn=1:N

3: if the requested content ¢ is cached on the BS n do

4: fory=1.Y

5 Measure the SINR of access and backhaul links in the path y according
to (3.9) and (3.10)

6: Calculate the relay channel capacity CTETZ’I;) inC glr,',‘cR) using (3.11), (3.12)
and (3.13)

7: Calculate the transmission power consumption coefficient )/TETZS) in
Y using (3.15)

8: end

9: fory=1:Y

10: if Min(y o) = Vs && Vorw < vy do

11: ]/YETZR) = g:ﬁ,)

12: Add )/YETZR) in yimR)

13: end

14: end

15: end

16: end

17:  forn=1:N

18: if min(yy") =y p

19: fory=1Y

20: iy 0= Ve

21: a%ik'y,k = 1, the UE £k associates to the last BS in the path y

22: for ny, ., =2:Np iy

23: af{fl,k,y_l‘nn,k‘y = 1, the backhaul link established between the BSs

in the path y

24: end

25: end

26: end

27: end

28: end

29: end
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3.5 Repositioning of FlyBSs

Another improvement of the mobile network containing FlyBSs and relaying is making the
FlyBSs move toward the UEs requesting the content if it is beneficial from the energy
consumption perspective. The evaluation of this mechanism deploys when the relay link is
found as the best option for transmitting content from the FlyBS to the UE. This mechanism
searches for the position of the transmitting FlyBS, which would make transmitting the
requested content by the direct link less power-demanding than transmitting by the relay
link. At the same time, this mechanism searches for the position of the FlyBS, resulting in
lower energy consumed for communication by the FlyBS than in the original position. So,
this mechanism influences the UE association, power allocation, and FlyBS position. The

problem (2.22) is then reformulated, similarly as for the multi-hop relaying, as:

N K
A*,P*, RFYBS)” = argmin <ZZ _k)
APR(FlyBS) =

k=1
y (3.17)
st (3.17a) PUxbudget) > 3u pit) 15/ pH) vy e U,
(3.17b)  hy = hpin, Yuel,
The illustration of the mechanism is demonstrated in Figure 3.4.
—> jransmissions i i i S IO e e e i i e e e e i .-»‘I— -
_> i ,/

~._ access link 4

"L direct link

Figure 3.4 - Reposition of FlyBS

The evaluation of this mechanism is based on set criteria, described in the following section,
and on the repositioning coordinates determination, described in the last section of this

Chapter.
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3.5.1 Repositioning criteria

The first criterion, to allow the reposition of the FlyBS u, says the transmission power
consumption coefficient ]/L(ﬁcozz) of the direct link between the FlyBS u and the UE & from
the new position of the FlyBS u must be smaller than the transmission power consumption

coefficient yﬁfzn of the relay link between the FlyBS u and the UE k from the original

position. The first criterion is then described as:

VIE?(OZD > y(;;{ozz) ' (3.18)

u,

z1)

where ygco is equal to the transmission power consumption coefficient yr(li) of the chosen

relay link path between the FlyBS u and the UE £.

The second criterion is then assembled to ensure the reposition of the FlyBS u doesn’t
negatively affect the energy consumed for communication by the FlyBS wu. This criterion
says the sum of the transmission power consumption coefficients of channels from the FlyBS
u to the UEs in its group from the new position must be smaller than from the original

position. The second criterion is then described as:

Mu Mu
D = Yy, (3.19)
my=1 my=1

3.5.2 Repositioning coordinates

The repositioning coordinates are determined according to the criteria described in the
previous section. The coordinates determination is based on the assumption that the direct

link channel capacity from the FlyBS u to the UE k does not change significantly after
repositioning. This assumption is based on the guarantee of the received power pg,f), thus
the SIN Rl(f’)k) should not change. By this assumption, the maximal communication distance

between the FlyBS u and the UE £ to fulfill the first criterion is possible to calculate from

the following relation, which represents the first criterion in a different form:
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(tx,R,pozl) (tx,poz2)
u,k pu,k

= 3.20)
(R D) (
Cu,k Cu,k
. . . (tx,poz2) .
In the relation (3.20), the only unknown variable is p, , which represents the

transmission power needed for transmitting contents between the FlyBS u to the UE £ from

its new position. As all other variables are known, pl(f,f‘pozz) can be calculated. According to

(2.7) and (2.5) is then calculated the maximal communication distance Dg?(ax) of the direct

link between the FlyBS u to the UE £, which fulfills the first criterion.

The position for the repositioning of FlyBS is then searched on the curve of the maximal

(max)
D uk

communication distance . The possible positions for the repositioning of FlyBS are

demonstrated in Figure 3.5.

Figure 3.5 - Reposition coordinates of FlyBS

The sum of the transmission power consumption coefficients of channels from the FlyBS u

to UEs in its group is calculated for Z positions on the curve of Dgr,iax) with a spacing angle

equal to ¢. The operation altitude of the FlyBS u for each position on the curve of Dg?(ax)

follows (2.3). The sum of transmission power consumption coefficients of UE-directed

channels from the FlyBS u in the position z is described as:

My,
P = ) e (321)

my=1

where yégzi 2) represents the transmission power consumption coefficient of the channel

(BS,poz2) __
u =

between the FlyBS u and the UE m, from the position z. The set y
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{VIEBIS),. ,ylgBZS)} then contains sums of transmission power consumption coefficients of

channels from the FlyBS u in Z positions. Afterward, the position z is determined as the most

promising position if yé >~ equals to the minimum of y(BS poz2) . Hence, the second criterion

for the repositioning of the FlyBS u is fulfilled if:

Mu
Z ngiﬂ > min (yleSpozz)) (3.22)
my=1

applies. If the first and second criteria are fulfilled, the reposition of the FlyBS u is
assembled.

The whole process of the repositioning of FlyBS is described by Algorithm 3.6. The first
two lines of the algorithm confirm the content g requested by the UE £ is cached on the
FlyBS u. The following line 3 confirms the most beneficial transmission path from the
energy efficiency perspective is the one via relay link. The parameters needed for evaluating
the fulfillment of repositioning criteria for Z positions of the FlyBS u are then calculated in
lines 4 to 7. The cycle of conditions in lines 8§ to 10 determines the most promising
repositioning position of the FlyBS u. In case the sum of transmission power consumption
coefficients of channels from the FlyBS u in the new position fulfills the second criterion for

repositioning, the FlyBS u repositions to the new position, as described in lines 11 to 15.

Algorithm 3.6 Repositioning of FlyBSs

l: foru=1:U

2 if requested content g is cached on the FlyBS u do
3 if min(y ) < vy do

4: Calculate D3 using (3.20), (2.7) and (2.5)
S: forz=1:Z

6 Calculate y(BS) in yf‘p %% using (3.21)

7

8

9

end
forz=1:Z
if y( ) = min (y,(lBSpozz)) do
10: lf]/(p021) > yl?;(ozz) && Zmu—l yé;;gzl) )/(BS) do
11: a;l,]kE) = 1, the UE £ associates to the BS n
) (FlyBS) _ _ (FlyBS FlyBS) _ _ (FlyBS
12: Xy Y ‘lS.Zy )’ ‘L(L Y )_yL(l.Zy )
13: d(UE) is updated according to the new coordinates of the FlyBS u
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14: h,, operation altitude is calculated according to (2.3)
15: end

16: end
17: end
18: end

19: end

20: end

3.6 Transmission power budget

For each FlyBS is set the transmission power budget P(t*04d9¢t) representing the maximum
sum of transmission powers the FlyBS is allowed to allocate for transmissions of contents
each second. This limitation should prevent the FlyBSs from excessive power consumption,
which would negatively influence the network's overall performance [17]. The sum of
transmission powers allocated by the FlyBS u for transmissions of contents is required to
fulfill the prerequisite:
PRt 2 St Pima * B Ry (6.23)

If the sum of transmission powers allocated by the FlyBS u crosses its power budget
p(txbudget) the FlyBS cancels the connection originating from the UE, which has the best
possibility to receive the content by a different transmission path, not influencing the sum of
transmission powers of the FlyBS u. In other words, disconnected is the UE, for which the
smallest transmission power consumption coefficient of any different way of content
delivery is the smallest from UEs influencing the sum of transmission powers of the FlyBS
u. The other ways of content delivery include the content transmission from the different BS,
or, in the case of relaying over the FlyBS u, the relaying is rerouted to a different

transmission path, not influencing the sum of transmission powers of the FlyBS .

The power budget control is demonstrated by Algorithm 3.7. The first section, in lines 3 to
9, after the breach of the power budget in line 2, calculates the transmission power
consumption coefficients of channels from neighboring BSs to UEs in FlyBS’s group. The
second section in lines 10 to 18 then calculates the transmission power consumption

coefficients of different paths for relay links using FlyBS as relay BS. The third section in
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lines 19 to 31 determines the UE with the best possibility to receive the content without the
power transmitted by the FlyBS. This UE is then disconnected or rerouted to another

transmission path.

Algorithm 3.7 Transmission power budget

l: foru=1:U

2 if the sum of transmission powers of the FlyBS u is bigger than P(t*budget) do
3 form, =1:M,

4: if UE m,, requests content do

5: for j, = 1:],
6

7

8

9

Calculate yj(filu in yg,?z using (3.1)

end
end
: end
10: for k=1:K
11: forn=1:N
12: if the channel from the BS 7 to the UE £ is relaying over the FlyBS « do
13: for y from 1 to Y paths
14: Calculate 1, in ¥4y using (3.16)
15: end
16: end
17: end
18: end
19: if min(y. ) <min(y{, ) do
20: for j, =1:J,
21 if min(y, ) =¥, pe. do
22: Reconnect the UE m,, to the BS j,,
23: end
24: end
25: else do
26: fory=1:Y
27: if min(yff,z) = yTEL,’{E; do
28: Reroute the relay link between the BS n and the UE £ to the path y
29: end
30: end
31: end
32: end
33:end
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3.7 Content delivery possibilities

This section summarizes the possible ways the contents can be delivered to the UEs in the
wireless communication network with implemented mechanisms mentioned in this Chapter.
In such a network, depending on the distribution of content, three possible ways of contents

delivery are evaluated:

1. The requested content is cached on the BS with a channel of the lowest

transmission power consumption coefficient

Suppose the requested content g of the UE £ is cached in the storage of the BS n with a
channel of the lowest power consumption coefficient, according to Chapter 3.1, then the

transmission via direct link is established between the UE £ and the BS »

2. The requested content is not cached on the BS with a channel of the lowest
transmission power consumption coefficient but is cached on another BS in the

network

Suppose the requested content g of the UE k is not cached in the storage of the BS n with
a channel of the lowest power consumption coefficient, according to Chapter 3.1, but is
cached in the storage of one or multiple other BSs in the network. In that case, the
relaying is evaluated, according to Chapter 3.5. In case relaying is the preferred way of
content delivery, according to Chapter 3.5, and the chosen transmitting BS j,, is FlyBS,
the repositioning is evaluated according to Chapter 3.6. The transmission via direct link

or relay link is then established between the UE k and the BS j,,.
3. The requested content is not cached in the network

Suppose the requested content g of the UE £ is not cached in the storage of any BS in
the network. In that case, the content ¢ is downloaded from the core network to the SBS,
and the relaying, according to Chapter 3.5, is then evaluated for the connection between
the UE k and the SBS. As the SBS does not hold the ability to move, the repositioning
is not evaluated. The transmission via direct link or relay link is then established
between the UE £ and the SBS.
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4 System performance

This Chapter first covers information about the network characteristics as it is simulated, its
description, behavior, and application of the proposed techniques. In the second half of this
Chapter are presented the simulation results of simulation parameters for multiple network
settings in comparison with related works examining the UAV-assisted mobile networks
containing content caching. The related works differ in the way the contents are delivered to
UEs. The simulation parameters are the energy consumed for communication in the network

and the content delivery delay.

4.1 Simulation model description

The simulation simulates a restricted area sized 100 m x 100 m with one ground SBS and
multiple UAVs serving as FlyBSs for the period of 7= 500 s. The number of FlyBSs in the
network changes during the simulation from 3 to 6. If the number is not specified differently,
the number of FlyBSs in the network is 4. At the beginning of the simulation, the SBS is
placed in the center of the restricted area, and FlyBSs are placed in the surrounding space to
ensure each BS covers equally sized space. The positions of the FlyBSs are determined based
on the size of the area and according to the calculation of FlyBSs’ covered area characterized
in Chapter 2.1.

In the area are randomly allocated UEs moving each second in randomized directions by the
randomized speed with the maximum speed V},,,,, = 2 m/s. Suppose any UE happens to reach
the border of the simulation area, its direction changes by 180° to keep the UE in the area.
With this strategy, the number of UEs in the simulation area stays the same for the whole
simulation [11][15]. The UEs are moving on the flat surface, so there is no change in the
altitude position of UEs. The number of UEs in the network changes during the simulation
from 10 to 40. If the number is not specified differently, the number of UEs in the network
is 30.
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7 (BS)

max. = O m/s each second in horizontal directions

FlyBSs move with the maximum speed

(x, y coordinates) above the UEs, and with the maximum speed Vﬂ(lifc’h) =2 m/s in altitude 4.
The location of FlyBS each second is determined by the movement of UEs in the groups
served by FlyBS. This algorithm is described in Chapter 3.2. The operating altitude is
limited, as described in Chapter 2.1, by minimal altitude h,,,;;, = 5 m. The simulation area
does not contain any obstacles, and only line-of-sight communication is applied. The
estimated average temperature of the environment in the simulation area is T (¢™") = 283,15
K. Thus, the noise spectral density is evaluated as 6 = 4T €K = 1.56¥1072° W/Hz (—168
dBm/Hz), where K is the Boltzmann constant [3]. The simulation network example from the

computing environment MATLAB is presented in Figure 4.1.
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Figure 4.1 - The simulated network
The antenna used by the SBS is an omnidirectional antenna with antenna gain Gggs = 10

dBi. Each FlyBS uses a semi-directional antenna with antenna gain Ggjyps = 5 dBi. The

angle of half of the FlyBS antenna’s coverage is set at o = 60°. The angle of the FlyBS

antenna’s coverage influences the operating altitude of FlyBSs, according to (2.3).

The carrier frequency band shared by all BSs is set at /= 3.4 GHz. The shared bandwidth
allocated for each BS is then B = 20 MHz. The bandwidth distribution between BSs’
channels in the environment with OFDMA is described in Chapter 2.2.4. The guaranteed
receive power for each channel in the network is set on p(™ = 0.1 uW (-40 dBm). The

transmission power for each channel to deliver the content with guaranteed receive power is
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then calculated according to (2.7). The FlyBS transmission power budget is then set on a
value pP(txbudget) — 3 W (34,77 dBm). The power budget control is handled according to
Chapter 3.6.

In the network are available 20 contents, where each content is assigned the content
popularity for each EU described in Chapter 2.3. The content popularity for each EU is
designed according to the Zipf distribution. Each content is also assigned the content size
described in Chapter 2.3, designed by the Zipf distribution and influenced by the contents’
content popularity for all UEs in the network. The content popularity increases the
probability the content with high content popularity is assigned a smaller content size. The
content size is restricted to the size span of 100 to 1000 Mbit. The cache storage size on
FlyBSs changes during the simulation from 1 to 4 Gbit. If the size is not specified differently,
the cache storage size on FlyBSs is 3 Gbit. The cache storage size on the SBS is then set to
3 Gbit. The content delivery delay is calculated according to (2.21). If the content is not
cached in the cache storage of any BS in the network, the content delivery delay is increased
by the constant variable DT(°"®) = (.2 s for each second of download, which represents the
delay caused by downloading the content from the core network. In the case of relaying, no

delay caused by the hoping is considered.
The summary of the network characteristics is presented in Table 4.1.

Table 4.1 - Network characteristics

Size of the simulation area 100 m x 100 m
Number of SBSs in the area 1

Number of FlyBSs in the area 3-6

Number of UEs in the area 10 - 40

The altitude of the SBS antenna 20m

The altitude of the FlyBS antenna Change in time
UE’s maximum speed 2 m/s

FlyBS’s maximum horizontal speed S5 m/s

FlyBS’s maximum vertical speed 2 m/s
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FlyBS’s maximum operating altitude
FlyBS’s minimum operating altitude
Noise spectral density

Carrier frequency

Frequency bandwidth

SBS antenna gain

FlyBS antenna gain

The angle of half of the FlyBS antenna’s coverage
Spacing angle

Guaranteed received power
Transmission power budget

SBS storage

FlyBS storage

Content size

Core network delay

4.2 Simulation results

30 m

Sm

1.56%1072° W/Hz (-168 dBm/Hz)
3.4 GHz

20 MHz

10 dBi

5 dBi

60°

4°

0.1 puW (-40 dBm)

3 W (34.77 dBm)

3 Gbit

1 - 4 Gbit

100 - 1000 Mbit — Zipf distribution
0.2s

This section presents the results of the simulated parameters for the mobile network with

implemented proposed mechanisms. The results are compared to the simulated parameters

for network architectures put forward in related works differing in how the contents are

delivered to UEs. The comparison cannot reflect all mechanisms proposed in this thesis,

thus, the comparison focuses on the content delivery scheme in these networks.

The first related work compared with the proposed network is the paper [15]. This work

presents a mobile network with content caching which does not contain relaying, and the

backhaul links from the SBS to the FlyBSs are established only for the purpose of caching

contents. In case any UE requests content, which is not cached on any BS in the network,
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the UE assembles the connection with the SBS, and the content is then delivered from the

core network.

The second related work designing network compared with the proposed network is the
paper [22]. The network, according to this work, contains content caching and does contain
relaying in its content delivery scheme. The difference is the network suggested in [22]
deploys only the single-hop relaying that is possible strictly from the SBS to the UEs. Thus,
the multi-hop relaying, which may originate from the FlyBS, is not supported.

The mentioned networks are simulated for multiple network settings for 30 scenarios of UE
behavior, content popularity distribution, and content size distribution. The simulation
parameters results are then collected as an average from all 30 simulations and represented

by the figures in the following chapters.

4.2.1 Energy consumed for communication

The first presented simulation results concern the energy consumed for communication in
the network. It is simulated for multiple settings of the number of the FlyBSs in the network,

the number of the UEs in the network, and the size of storage on the FlyBSs in the network.

The comparison of the proposed network with networks suggested in related works is
presented in Figures 4.2 to 4.4. The change in the characteristics of the network is visible on
the x-axis of the Figures. The y-axis of the Figures then represents the simulation parameter
values for the according set of network characteristics. The energy consumed for the
communication is first evaluated for the whole network as one entity, which is represented
by Figures 4.2a, 4.3a, and 4.4a, and then separately for the SBS and the FlyBSs, which is
represented by Figures 4.2b, 4.2¢c, 4.3b, 4.3c¢, 4.4b, and 4.4c.

Figure 4.2 represents the difference in energy consumed for communication between the
compared networks depending on the number of the FlyBSs in the network. Figure 4.2a
shows the energy consumed for communication decreases with the number of the FlyBSs in
the network in the case of all compared networks. That is an outcome of a better distribution
of UEs between the FlyBSs, which brings the possibility of positioning the FlyBSs closer to
the UEs and decreases the communication distance of channels. Figure 4.2a shows that the

energy consumed for communication in the proposed network is much lower for each
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number of the FlyBSs in the network than in the networks suggested in [15] and [22]. The
difference between the proposed network and the network suggested in [15] is approximately
37 % for 3 FlyBSs in the network. With the rise of the number of the FlyBSs in the network
to 6, the difference increases to 54%. The difference in the energy consumed for
communication in the network suggested in [22] compared to the network proposed in this
thesis is approximately 39 % for 6 FlyBSs in the network. This result shows that the multi-
backhaul relaying, capable of originating from FlyBS, significantly decreases the energy
consumed for communication in the networks, and the decrease becomes more prominent
with the rising number of the FlyBSs in the network. Figure 4.2b displays the energy
consumed for communication by the SBS. It reveals that the energy consumed in the
proposed network and the network put forward in [22] do not differ substantially. It is an
expected outcome as the SBS in both networks has a similar role. The energy consumed for
the communication by the SBS in the network put forward in [15] then notably differs as it
is approximately two times higher for 6 FlyBSs than in the other two compared networks. It
is based on the content delivery scheme of [15], where the SBS must transmit contents even
to far-located UEs, which require high transmission power allocation. It shows the
importance of relaying in mobile networks. Figure 4.2¢ represents the energy consumed for
communication by the FlyBSs. It shows that the energy consumed for the communication
by the FlyBSs in the proposed network is approximately 47% lower than in both compared
networks for 6 FlyBSs. The equivalent difference can then be seen in energy consumed for
communication by the FlyBSs in the proposed network and the network suggested in [22]
for all numbers of the FlyBSs in the network. The difference in energy consumed for
communication by the FlyBSs with the network suggested in [15] then drops to 40 % for 3
FlyBSs in the network. The difference is mainly caused by the possibility of transmitting
contents from the FlyBSs through multi-hop relay links, which enables delivery to the distant
UEs requiring much lower transmission power allocation. It is also important to point out in
the Figure the inconsistent progression of the energy consumed for communication by the
FlyBSs in the proposed network between 3 and 4 FlyBSs in the network. The progression in
this section of the Figure does not exhibit a decrease in the energy consumed but constantly
progresses or even exhibits a slight increase. This inconsistent progression results from the
high number of UEs spread in a wide area served by the small number of the FlyBSs. The
small number of the FlyBSs in the network results in significantly sized areas not covered

by the FlyBSs, as the FlyBSs can provide service only to a limited number of UEs with
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established power budget and limited covered area. The communication load to the UEs in
areas not covered by the FlyBSs is then left on the SBS. The extra FlyBSs then supports the
fill of areas not covered by the FlyBSs and take over some communication load left on the
SBS. It adds significant energy to the energy consumed for communication by the FlyBSs
in the network. Thus, the increase in the number of the FlyBSs by one helps with the
distribution of the communication load between the BSs in the network. However, this
change does not significantly influence the operation of the FlyBSs enough to overcome the
extra power resulting from the communication load taken from the SBS. For this reason, the
progression slightly increases. The consequent increase in the number of the FlyBSs in the

network then perceptibly decreases the energy consumed for communication by the FlyBSs

in the proposed network.
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Figure 4.2 - Energy consumed for communication depending on the number of FlyBSs in the network,
Number of UEs K = 50, FlyBS's cache storage s %) = 3 Gbit
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Figure 4.3 represents the difference in energy consumed for communication between the
compared networks depending on the number of the UEs in the network. From Figure 4.3,
it is possible to read out that the energy consumed for communication generally increases
with the number of the UEs in the network. That is the expected outcome as the rising
number of the UEs increases the number of transmissions of contents in the network
requiring allocation of transmission power. Figure 4.3a shows the energy consumed for
communication depending on the number of the UEs is lower in the proposed network than
in the networks put forward in related works. It is possible to read out that the difference
increases with the rising number of the UEs in the network, but the percentual difference
decreases. In the case of 20 UEs in the network, the energy consumed for communication in
the proposed network is 57% lower than in the network suggested in [22] and 66% lower
than in the network suggested in [15]. In the case of 40 UEs in the network, the difference
in energy consumed for communication drops to 24% compared to the network suggested in
[22] and 30% compared to the network suggested in [15]. The decrease in the percentual
difference between the networks depending on the number of the UEs is caused by the rise
in communication demand which is not balanced by the increase in communication
resources. Figure 4.3b shows that the energy consumed for communication by the SBS in
the proposed network does not differ significantly from the energy consumed in the network
suggested in [22]. The similar role of the SBS in both networks is again the cause of this
outcome. The energy consumed for the communication by the SBS in the network suggested
in [15] is then almost two times higher than in the other two compared networks. The
equivalent difference can then be seen for all numbers of the UEs in the network. It
demonstrates the excessive load of communication left on the SBS in the network without
relaying. Figure 4.3c then displays that the energy consumed for communication by the
FlyBSs in the networks suggested in related works, containing 20 UEs, is approximately
73% higher than in the network proposed in this thesis, with the same number of the UEs.
This difference again decreases with the rise in the number of the UEs in the network as for
6 UEs the difference drops to 17% for [15] and 29% for [22].
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Figure 4.3 - Energy consumed for communication depending on the number of UEs in the network,
Number of FlyBSs U = 4, FlyBS's cache storage s'B$)= 3 Gbit

Figure 4.4 represents the difference in the energy consumed for communication between the
compared networks depending on the storage size for caching of contents on the FlyBSs in
the network. It displays the decrease in energy consumed for communication with the rising
size of cache storage on the FlyBSs in the case of all compared networks. The decrease is
caused by the escalated availability of cached contents in the network, which increases the
probability of requested contents being cached on the the FlyBSs near the UEs. Figure 4.4a
demonstrates that the energy consumed for communication in the proposed network is again
lower than in compared networks. The progression of energy consumed for communication
in the network suggested in [22] exhibits an increase compared to the energy consumed in
the proposed network by approximately 27% for all sizes of cache storage. The energy

consumed for communication in the network presented in [15] is then higher by
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approximately 52% in the case of 1 Gbit of cache storage size, which decreases to a
difference of 37 % for 4 Gbit of cache storage size. This trend is also visible in Figure 4.4b,
which shows the energy consumed for communication by the SBS. It shows that the energy
consumed for communication by the SBS in the network presented in [15] is more than three
times higher than in the case of the proposed network for FlyBSs’ cache storage size of 1
Gbit. This difference significantly decreases with the rise of cache storage size, as the
difference drops to approximately 40% for 4 Gbit of cache storage size on the FlyBSs. The
substantial difference in the case of 1 Gbit cache storage size is caused by the network's low
availability of cached contents, which causes small involvement of the FlyBSs in the
network’s communication. It subsequently forces the SBS in the network proposed in [15]
to establish long-distance channels to deliver contents to the UEs. Figure 4.4c then displays
the energy consumed for communication by the FlyBSs depending on their size of cache
storage for each of the compared networks. The critical section to point out in this Figure is
the transition of progression of energy consumed for communication by the FlyBSs in the
networks suggested in [22], and especially [15], between 1 Gbit and 2 Gbit of cache storage
size. The progression of the energy spent in this section increases on both networks due to
the increased availability of cached contents on the FlyBSs, which induce higher
involvement of the FlyBSs in the network’s communication. As visible in comparison with
Figure 4.4b, the comparable amount of energy consumed decreases on the SBS with the
increase of cache storage size from 1 Gbit to 2 Gbit. The energy consumed for
communication by the FlyBSs then decreases with a further rise of the cache storage size in
these networks. This positive change results from further escalation of cached contents
availability in the network, potentially enabling the FlyBSs to deliver contents to the close-
situated UEs. The energy consumed for communication by the FlyBSs in the proposed
network then slightly decreases with each increase in cache storage size. Importantly, the
energy consumed for communication by the FlyBSs in the proposed network is lower for
each size of cache storage than in compared networks suggested in the related works. The

difference is approximately 36% for the cache storage size of 4 Gbit.
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Figures 4.2 to 4.4 show that the energy consumed for communication in the proposed
network with implemented proposed mechanisms is substantially lower than in the networks
suggested in the related works for each set of network characteristics. It proves that the multi-
hop relaying and FlyBS repositioning proposed in this thesis are essential mechanisms for

the low energy consumed for communication in UAV-assisted networks containing content

caching.
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4.2.2 Average content delivery delay

The second presented simulation results are for average content delivery delay, equivalently
simulated for multiple settings of the number of the FlyBSs in the network, the number of
the UEs in the network, and the size of storage on the FlyBSs in the network. The comparison
of the proposed network with networks suggested in related works is presented in Figures
4.5t04.7.

Figure 4.5 represents the difference in average content delivery delay between the compared
networks depending on the number of the FlyBSs in the network. The Figure shows that the
average delay in delivering content in the compared networks decreases with the rise in the
number of the FlyBSs. It is an expected outcome as the number of the FlyBSs in the network
influences the available bandwidth for UEs, the same as the availability of cached contents.
The Figure then shows that the average delivery delay is approximately 31% smaller in the
proposed network than in the network suggested in [22] and approximately 39% smaller than
in the network suggested in [15] for 3 FlyBSs in the network. The difference increases with
the rise of the number of the FlyBSs, and for 6 FlyBSs in the network, the average delivery
delay in the proposed network achieves values approximately 38% lower than in the network
suggested in [22]. The comparison of the average delivery delay with the network suggested
in [15] shows an increase of another 20%. The difference is caused by a better distribution
of contents to the UEs in the proposed network, the same as by the lower load of
communication left on the SBS.

65,

—e— Proposed
+— Without Relaying
55 —&— SBS Single-Hop Relaying |

Average delay [s]

Number of FlyBSs [-]

Figure 4.5 - Average content delivery delay depending on the number of FlyBSs in the network,
Number of UEs K = 50, FlyBS's cache storage s = 3 Gbit
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Figure 4.6 represents the difference in average content delivery delay between the compared
networks depending on the number of the UEs in the network. The Figure displays the
average content delivery delay rapidly increases with the number of the UEs in the network.
It is caused by the distribution of constantly sized bandwidth between the rising number of
the UEs in the network. The increased number of transmissions in the network then leads to
intensified interference, which also negatively influences the capacity of channels. The
average content delivery delay in the proposed network is the lowest from the compared
networks for each number of the UEs in the network. The average content delivery delay
difference then increases with the number of the UEs in the network., The average content
delivery delay in the proposed network then achieves values approximately 28% lower than
in the network suggested in [22] for 40 UEs in the network. The comparison of the average
delivery delay with the network suggested in [15] shows an increase of another 6 %. The
difference is caused by the improved distribution of communication resources to the UEs in
the proposed network, the same as by the deployment of multi-hop relaying, which does not
burden the overload bandwidth of the SBS. The improvement is also influenced by the FlyBS

repositioning, which decreases the number of channels in the network.
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Figure 4.6 - Average content delivery delay depending on the number of UEs in the network,
Number of FlyBSs U = 4, FlyBS's cache storage s'B%) = 3 Gbit

Figure 4.7 represents the difference in average content delivery delay between the compared
networks depending on the storage size for caching of contents on the FlyBSs in the network.
The Figure displays that the average content delivery delay decreases with the rise of cache
storage size on the FlyBS in the case of each network. It is a result of the increased

availability of cached contents close to the UEs, which decreases the network's total number

58



of active channels and thus increases the available bandwidth per channel on each BS. It is
then possible to read from the Figure that the average content delivery delay in the proposed
network is the smallest for each cache storage size in between compared networks.
Compared to the network suggested in [22], the average content delivery delay in the
proposed network is smaller by approximately 26 %. In contrast with the network suggested
in [15], it is smaller by approximately 40%. The difference significantly influences the
relaying enabled to originate from the FlyBSs in the proposed network, the same as multi-

hop relaying and FlyBS repositioning, which frees up communication resources in the

—e— Proposed ‘
60 - - Without Relaying 1
—&— SBS Single-Hop Relaying

Average delay [s]

1 1.5 2 25 3 3.5 4
Size of storage on FlyBSs [bit] x10%

Figure 4.7 - Average content delivery delay depending on the size of cache storage on FIlyBSs,
Number of FlyBSs U = 4, Number of UEs K = 30

network.
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5 Conclusions

This diploma thesis examined the possibility of content caching on FlyBSs and SBSs, and
its possible cooperation to ensure the low energy consumed for communication in the
network. This thesis proposes adjustments to the movement of FlyBSs, or improvements in
how the contents are delivered to UEs presented in related works. Proposed mechanisms
include the popularity-based content caching, the energy consumption navigated UE to BS
association, and the content delivery through multi-hop relaying, modified by the FlyBS

repositioning.

The simulation results show that the proposed network with proposed mechanisms
significantly improves the energy consumed for communication in the network compared to
related works. It also enhances the delay of content delivery. The energy consumed for
communication decreases by approximately 27%-66% with respect to related works. The
delivery delay is then, in comparison with related works, improved by 26%-58%. The gain
depends on the number of FlyBSs and UEs in the network and on the size of cache storage
on FlyBSs. The improvements have been achieved mainly thanks to the implementation of
multi-hop relaying, which is enabled to originate from FlyBSs. A notable effect on the

improvement also has the FlyBS repositioning in the content delivery.

This thesis aimed to find a UE association, power allocation, and FlyBS positioning in a
mobile network, ensuring lower energy consumed for communication than in networks
presented in related works examining the UAV-assisted mobile networks containing content
caching. The simulation results prove that implementing the proposed mechanisms in mobile
networks containing content caching and UAVs as FlyBSs improves the energy consumed

for communication in the network. Thus, the purpose of this thesis was fulfilled.

The outcome of this thesis can be used for future research, which can extend the calculation
of energy consumption by adding the propulsion power needed for the operation of UAVs.
This addition would bring new knowledge about the energy consumption of UAV-assisted

mobile networks.
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