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Abstrakt

Jedńım z ćıl̊u diplomové práce je seznámit se s tř́ıdou model̊u s v́ı̌rivou viskozi-
tou rozš́ı̌rených o eliptickou relaxaci, zvanou v2 − f modely. Pro výpočet dvou
př́ıpad̊u práce je vybrána dostatečně robustńı formulace φ−f . Budou zavedeny
r̊uzné modifikace, diskutováno jejich teoretické pozad́ı a nakonec budou apli-
kovány na model φ−f , s ćılem zlepšeńı předpověd́ı přenosu tepla pro impaktńı
proudeńı. Jsou uvažovány dvě konfigurace impaktńıho proudeńı - jedna, kde
mezńı vrstva procháźı laminárńım - turbulentńım přechodem a druhá, kde je
mezńı vrstva všude turbulentńı. Modifikace jsou primárně navrženy tak, aby
zabránily hromaděńı turbulentńı kinetické energie v stagnačńıch oblastech. U
některých z úprav budou také validovány profily rychlosti a smykového napět́ı.
Nejobecněǰśı modifikace, podmı́nka realizovatelnosti, bude použita také v kon-
figuraci pr̊utoku tvořené dvěma 180○ U-ohyby. Jej́ı účinek na předpovědi rych-
lostńıch profil̊u a distribuce třećıch koeficientu bude analyzován. Některé po-
drobnosti o implementaci podmı́nky realizovatelnosti budou zd̊urazněny. Cel-
ková diskuse je v tomto ohledu rozš́ı̌rena také na modely k − ω.

Kĺıčová slova RANS modelováńı, dvourovnicové modely s turbulentńı visko-
zitou, eliptická relaxace, podmı́nka realizovatelnosti, stagnačńı anomálie
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Abstract

One of the thesis’ goals is to get acquainted with a class of linear eddy vis-
cosity models augmented with elliptic relaxation, called v2 − f models. A
sufficiently robust formulation, φ − f , is selected to compute the thesis’ two
cases. Various modifications will be introduced, their theoretical background
discussed, and finally applied to the φ−f model to improve heat transfer pre-
dictions in the impinging jet case. Two nozzle-to-plate spacings are considered
- one where a boundary layer undergoes a laminar-turbulent transition and the
other where the boundary layer is fully turbulent everywhere. The considered
modifications are primarily designed to prevent the build-up of turbulence
kinetic energy in stagnation regions. Some of the modifications will be also
validated against the experimental data of mean velocity and Reynolds shear
stress profiles. The most general one, the realizability constraint, will be also
applied in a flow configuration made up of two 180○ U-bends. Its effect on
predictions of mean velocity profiles and skin friction coefficient distributions
will be analyzed and possible consequences will be discussed. Some subtle de-
tails about the implementation of the realizability constraints will be pointed
out. The overall discussion is in this regard extended to the k − ω models as
well.

Keywords RANS modeling, two-equation eddy viscosity models, elliptic
relaxation, realizability constraint, stagnation anomaly
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List of symbols

Θ Thermodynamic temperature. (K)

βT Clauser’s pressure gradient parameter, defined as δ∗
τw

dPo

dx , where δ∗ is
displacement thickness, τw is wall shear stress and Po is free stream
pressure. A boundary layer is formally in equilibrium if βT is constant
downstream. (1)

δij Kronecker delta symbol. δij = 1 when i = j, otherwise it equals zero. It
can also refer to an isotropic second-rank tensor.

∣Ω∣ Magnitude of vorticity tensor, ∣Ω∣ =
√

ΩijΩij . (s−1)

∣S∣ Magnitude of strain-rate, ∣S∣ =
√

SijSij . (s−1)

Pk Production rate of kinetic energy k. (m2s−3)

ν Kinematic viscosity. (m2 s−1)

νT Eddy viscosity. (m2 s−1)

ω Specific dissipation frequency. (s−1)

Ωij Components of the skew-symmetric part of the velocity gradient 1
2 (

∂Ui

∂xj
− ∂Uj

∂xi
),

called vorticity tensor. (s−1)

uiuj Components of the Reynolds stress tensor. (m2 s−2)

v2 Covariance of wall normal velocity fluctuations. (m2s−2)

ϕij Velocity pressure gradient correlation. (m2s−3)

τw Wall shear stress. Due to the incompressibility assumption, density is
absorbed into to the wall shear stress. (m2s−2)

D
Dt Convective derivative, defined as : ∂

∂t +Uj
∂

∂xj
.
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List of symbols

ε Specific dissipation rate of kinetic energy k. (m2s−3)

εij Dissipation tensor appearing in transport equations for Reynolds stresses.
(m2s−3)

φ (ζ) v2 normalized by kinetic energy k. (1)

cf Skin friction coefficient. (1)

f Rescaled wall normal component of the redistribution tensor. (1)

k Specific turbulence kinetic energy 1
2uiui, often referred to simply as

kinetic energy or turbulence kinetic energy. (m2 s−2)

L Turbulence length scale, proportional to k3/2
ε . (m)

Nu Nusselt number. (1)

P Reynolds averaged kinematic pressure, the density is absorbed due to
the incompressibility assumption. (m2 s−2)

Pr Prandtl and turbulent Prandlt number. (1)

PrT Turbulent Prandtl number. (1)

ri Components of the normalized velocity vector Ui/∣U ∣. (1)

Sij Components of the symmetric part of the velocity gradient 1
2 (

∂Ui

∂xj
+ ∂Uj

∂xi
),

called strain-rate or (mean) rate of strain. (s−1)

T Turbulence time scale, proportional to k
ε . (s)

Ui Components of the Reynolds averaged velocity. (m s−1)
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Introduction

The vast majority of flows occurring in nature and ones of practical inter-
est, are turbulent. Turbulent motion can be at first glance characterized by
the chaotic and irregular occurrence of “eddies”. Particular realizations of
turbulent flow are seemingly random, but at the statistical level, turbulent
phenomena are reproducible and can be systematically analyzed. Perhaps the
most straightforward approach to tackle the difficult task of describing the
turbulent motion is to solve time-dependent, three-dimensional Navier-Stokes
equations. The computed chaotic flow field would then be averaged in time to
obtain statistics. This approach employs no modeling and is a rather direct
one, hence it is called a direct numerical simulation (DNS).

One of the characteristic properties of turbulence is the presence of a con-
tinuous, wide range of scales. Big eddies, generated by mean shear carrying
large amounts of kinetic energy get grounded down to the smallest possible
eddies, which then get dissipated by viscosity. If one wants to correctly com-
pute the statistics of turbulent flows using DNS, one has to capture the whole
energy cascade, down to the Kolmogoroff length scale. The number of grid
points necessary to capture all length scales of turbulence increases roughly to
the 9/4-th power of the Reynolds number. Thus for flows of practical interest,
direct numerical simulation is not applicable, the computational cost would
be simply too high.

A far more tractable approach consists of trying to compute the desired
statistics without access to random flow field realizations. The content of this
thesis will be focused on solving stationary Reynolds averaged Navier-Stokes
equations for incompressible flows:

DUi

Dt
= − ∂P

∂xi
+ ν

∂2Ui

∂xj∂xj
− ∂uiuj

∂xj
. (1)

Note that density was absorbed into pressure, so P denotes Reynolds averaged
kinematic pressure, with dimensions m2s−2. The solution of the mean momen-
tum equation is also subjected to a kinematic constrain, called the continuity

3



Introduction

equation:
∂Ui

∂xi
= 0. (2)

The last term of equation (1) denotes a divergence of averaged products of
fluctuation velocity components. −uiuj is a covariance matrix - a symmetric
second rank tensor called Reynolds stress tensor. The components of this
tensor are also unknown, thus the mean momentum equation is not closed.
This closure problem is not solved by deriving a transport equation for the
Reynolds stresses, which will inevitably contain third moments. Therefore the
components of the Reynolds stress tensor have to be modeled in some fashion.

A popular modeling approach is the eddy viscosity concept, where the
Reynolds stresses are determined from a linear stress-strain relation:

−uiuj = 2νT Sij + 2
3kδij (3)

Eddy viscosity intuitively represents averaged effects of random turbulent con-
vection - enhanced diffusion and momentum transport. Sij denotes the sym-
metric part of the gradient of mean velocity, which can be readily obtained
from the mean momentum equation. Eddy viscosity closures, therefore, recast
the problem of determining the Reynolds stresses to determining the scalar
eddy viscosity νT . The dimensions of eddy viscosity are the same as those
of molecular viscosity. A simple dimensional analysis reveals that a valid ex-
pression for eddy viscosity could be formed from a product of some squared
velocity scale (or energy scale, but the most frequently used term is simply
velocity scale) (m2s−2) and a time scale (s). A natural velocity scale is tur-
bulence kinetic energy k. Turbulence models considered in this thesis will
all involve a transport equation for k = 1

2uiui. This equation can be derived
as one-half of the trace Reynolds stress transport equation and can even be
straightforwardly closed. We also need to compute a second turbulence quan-
tity to form a dimensionally consistent eddy viscosity, a most natural one is
the specific dissipation rate of kinetic energy ε (m2s−3), with which we can
form a turbulence time scale k/ε. Another turbulence quantity that can be
considered is the inverse time-scale ratio, or so-called specific kinetic energy
dissipation frequency ω (s−1), where the eddy viscosity is formed as a fraction
k/ω. Unfortunately, the transport equation for the dissipation rate can be
derived, but cannot be closed as easily as the one for kinetic energy. Thus
both transport equations for ε and ω are formed as dimensionally consistent
equivalents to the k equation. Consequently, two-equation scale-determining
models using ε (ω) are called k − ε (k − ω) models.

Regardless of the choice of second scale variable, for all linear eddy viscosity
closures, the production term is quadratic in symmetric mean velocity gradient
magnitude:

Pk = 2νT SijSij = 2νT ∣S∣2. (4)

4



In full second moment closures the production rate of kinetic energy doesn’t
have to be modeled and is linear in mean velocity gradient:

Pk = −uiuj
∂Ui

∂xj
= −uiujSij . (5)

The striking difference between the equations (4) and (5) is the cause of the
tendency of linear eddy viscosity models to overpredict the turbulence kinetic
energy levels whenever the non-shear related strain rate is high. Examples of
such flows are inviscid stagnation, and decelerated flow in a diffuser. A great
case for studying stagnation point anomalies is normally impinging jet on a
flat plate, which will be the main case study of this thesis.

The thesis is divided into four chapters. The first chapter tries to motivate
the use of the elliptic relaxation framework in RANS models, in particular,
linear eddy viscosity models. The use of turbulence kinetic energy as a ve-
locity scale in near-wall regions is questioned. The second chapter assesses
the numerical robustness of several formulations of a v2 − f model. These
are a class of k − ε models combined with elliptic relaxation. A sufficiently
robust formulation and arguably the most consistent with the original v2 − f
model, φ−f , was chosen for the application to the two case studies. The third
chapter will be focused on predictions of heat transfer rates in a jet normally
impinging jet on a flat plate, where various modifications to the φ − f model
will be applied to suppress a spurious overproduction of turbulence kinetic
energy in stagnation regions. All of the models and subsequent modifications
were implemented in a numerical library OpenFOAM. The effectiveness of
these modifications will be validated against the experimental data of Baughn
et. al [2]. Some of the modifications will get quite a lot of exposition since
the motivation behind them is linked to the general theory of two-equation
scale-determining models. Guided by the mechanisms of other modifications
and exploiting the flow configuration of an impinging jet, the author will at-
tempt to come up with his own modifications, which will serve as heuristic
proof of the cause of stagnation anomalies. The fourth chapter will serve as
a counterexample to the third, where a flow with pressure-induced separation
through two 180○ U-bends will be considered. The appropriateness of use of
most theoretically sound modifications, the realizability constraints, will be
challenged. The predictions will be validated against the DNS data of Durbin
et. al [7]. The discussion will be extended to the k−ω models as well. Limita-
tions surrounding the application of ad hoc modifications to the eddy viscosity
models will be discussed in the conclusion.
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Chapter 1

Motivation for choosing v2 as
the velocity scale

To appreciate the importance of v2 − f models and elliptic relaxation in full
second-moment closure, the k − ε model has to be introduced and discussed.
The “standard” k − ε model is one of the oldest two-equation models and is
widely used even today. Models of k−ε type are linear eddy viscosity models,
all of which employ the following formula for eddy viscosity:

νT = Cµ
k2

ε
, (1.1)

and the standard value of Cµ is 0.09. The equation for kinetic energy k reads:

Dk

Dt
= Pk − ε + ∂

∂xj
[(ν + νT

σk
) ∂k

∂xj
] , (1.2)

with the value of σk = 1.0. Equation for specific dissipation rate ε has the
following form:

Dε

Dt
= ε

k
(Cε1Pk −Cε2ε) + ∂

∂xj
[(ν + νT

σε
) ∂ε

∂xj
] . (1.3)

Equation written above is the simplest form of a transport equation, that
will produce at least qualitatively correct behavior for ε. It can be interpreted
as a dimensionally consistent equivalent of the equation for kinetic energy.
Large production rates of turbulence kinetic energy must lead to large dissi-
pation rates. When the production rate vanishes, the dissipation rate shall
diminish fast enough to prevent negative energy levels. As is the case of the
equation for the kinetic energy, the transport equation also has a source and a
sink term proportional to the production and dissipation rate. The standard
values of the constants in the equation are the following [8, Sec. 6.2]:

Cε1 = 1.44, Cε2 = 1.92, σε = 1.3.
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1. Motivation for choosing v2 as the velocity scale

The pair of constants Cε1, Cε2 are important. Value of Cε2 can be related to
the decay rate of isotropic turbulence. Value of Cε1 controls the spreading
rate of free shear layers.

Turbulence kinetic energy is by definition 1
2uiui, therefore has a quadratic

zero at the wall. This means that k and its derivative in the wall-normal
direction vanishes as the wall is approached. The correct boundary conditions
for k at the wall are the following:

k = 0,
∂k

∂xj
nj = 0, (1.4)

where nj are the components of the unit wall-normal vector. The fraction
T = k/ε represents a turbulence time-scale and T = O(y2) as y → 0. This
behavior creates a singularity in the equation for the dissipation rate. Durbin
proposed a lower bound on the time-scale ratio:

T =max (k

ε
, 6
√

ν

ε
) , (1.5)

where the lower limit is proportional to Kolmogoroff time scale. Kolmogoroff
scaling is more appropriate near walls [9].

In most CFD codes, the boundary condition (1.4) gets split into two. The
Dirichlet boundary condition k = 0 is imposed, but the second one is imposed
through a condition on ε, which comes from a near-wall balance of the kinetic
energy equation:

ε = ν
∂2k

∂y2 . (1.6)

Integrating the equation and imposing the conditions (1.4) by setting the
integration constants up to a linear term to zero, gives the following asymptotic
behavior for k:

k → ε
y2

2ν
as y → 0.

The boundary value of ε can be computed by evaluating the limiting expression

ε→ 2νk

y2 as y → 0 (1.7)

at the first computational node above the wall.
This model can be applied to free shear flows and works well for wall-

bounded flows in regions far away from the walls. But once the walls are
approached, the model breaks down. It turns out that the eddy viscosity
formula (1.1) gives an erroneous profile of eddy viscosity even when the exact
profiles of k and ε are substituted. The solid line in figure 1.1 is the eddy
viscosity constructed from DNS data of turbulent channel flow [1], by invoking
the formula: νT = −uv/dyU . Eddy viscosity gets grossly overpredicted in the
region y+ < 50, as the dashed line constructed from the k−ε formula indicates.
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So the k − ε formula is in error with the data in the vicinity of the wall,
overestimating the turbulent transport to/from the surface. Consequently,
models of k − ε type tend to overpredict skin friction values and heat transfer
rates.

0 25 50 75
y+

0
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15

20

25

ν T
+

a)

0 50 100 150
y+

0

5

10

15

20

25

30

ν T
+

b)

Figure 1.1: a) Predictions of eddy viscosity provided by models. k − ε
model; k − φ model (section 2.4); b) Prediction by formulas for eddy
viscosity substituted with data from DNS of turbulent channel flow, Reτ = 395
[1]. 0.09k2/ε; 0.22v2T ; Both figures: exact νT .

A quick solution lies in damping the viscosity according to the data by
simply “fitting” the exact profile. A damping function of the Van Driest type
has to be introduced in the eddy viscosity formula:

νT = Cµfµ
k2

ε
.

There is a bedazzling amount of proposed wall-damping functions, which
is a testimony to their ineffectiveness. The use of a wall damping function not
only introduces additional numerical stiffness, wall damping schemes fitted to
zero pressure gradient (or channel flow) boundary layer data fail to correctly
predict flows subjected to adverse pressure gradients.

Perhaps full second-moment closure modeling can be helpful in search
of the more appropriate eddy viscosity formula. The transport equation for
Reynolds stress contains a turbulent transport term, which can be closed again
by gradient diffusion. Except for this time, eddy viscosity is a tensor (Daly &
Harlow eddy viscosity formula [10]):

−∂ukuiuj

∂xk
= ∂

∂xk
(CµTukul

∂uiuj

∂xl
) .
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1. Motivation for choosing v2 as the velocity scale
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w2
+

k+

Figure 1.2: Reynolds stress profiles from DNS of turbulent channel flow for
Reτ = 395 [1]. Kinetic energy profile is dominated by u2 component.

As the wall is approached, the dominant gradient is in the wall-normal direc-
tion, y. The turbulent transport model near a wall can be further approxi-
mated by only one term [8, p. 180]:

−∂ukuiuj

∂y
= ∂

∂y
(CµTv2 ∂uiuj

∂y
) .

This suggests, using v2 as a velocity scale in the eddy viscosity formula rather
than k. The value of constant Cµ is typically 0.22, very similar to those used
in v2 − f models.

The failure of the k−ε formula can be physically understood, by looking at
the profiles of Reynolds stresses u2, v2, w2. The wall-normal one, v2 gets dis-
proportionately suppressed compared to the tangential ones in the near-wall
region, as one can see in figure 1.2. A glance back at the eddy viscosity pro-
files in turbulent channel flow reveals that the formula Cµv2T is in very good
agreement with the exact eddy viscosity profiles. The wall-normal Reynolds
stress seems to be more closely related to turbulent transport than the tan-
gential ones. Kinetic energy k is dominated by the bigger, tangential stress
components and cannot predict the suppression of turbulent mixing in the
vicinity of walls.

It seems a more appropriate energy scale for the eddy viscosity was found.
The only thing missing is the equation that models the suppression of v2 near
walls. Again, second-moment closure modeling has to be mentioned to prop-
erly introduce elliptic relaxation. At the same time, intricate mathematical
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details will be omitted, for the sake of brevity. The following text will at least
partially explain the structure of the source terms for the v2 equation encoun-
tered in the succeeding chapter. We shall discuss now the redistribution tensor
℘ij in the transport equation for the Reynolds stresses:

℘ij = −(ϕij + εij −
2
3

εδij).

For the sake of modeling, it contains several tensors lumped together. The cru-
cial part is to correctly model the pressure contribution to the redistribution
tensor ϕij , which is defined by:

ϕij =
1
ρ
(ui

∂p

∂xj
+ uj

∂p

∂xi
) . (1.8)

The redistribution tensor can be decomposed into “slow” ℘slow
ij and “rapid”

℘rapid
ij parts [8, Chap. 7]. This decomposition comes from the structure of

the right-hand side of the equation (Poisson equation) for fluctuating pressure
derived from incompressible Navier-Stokes equations.

The slow part can be modeled quite effectively with a simple Rotta model
[11]:

℘slow
ij = −C1εaij , (1.9)

where the tensor anisotropy aij is defined by:

aij =
uiuj

k
− 2

3δij .

The equation (1.9) shall be rescaled by k and written only for the second
diagonal component so that the reader can gain a sense of familiarity when
encountering the equations for the v2 − f model. The mentioned equation is
of the form:

℘slow
22
k

= −C1
1
T
(v2

k
− 2

3
) . (1.10)

A commonly used model for the rapid part ℘rapid
ij , which linearly depends

on the mean velocity gradient, is the IP model (isotropization of production,
[12]):

℘rapid
ij = −3

5(Pij − 1
3δijPii). (1.11)

This model (again, rescaled by k) was also adopted in the equation for v2 in
v2 − f model.

Models derived under the homogeneous assumption can be used even when
all the variables are functions of the position but do not vary rapidly. But
one encounters similar problems as with the k − ε formula for eddy viscosity.
As the wall is approached, quasi-homogeneous models for the redistribution
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1. Motivation for choosing v2 as the velocity scale

tensor give erroneous predictions. Both the slow and rapid parts of the redis-
tribution tensor are modeled as low-order algebraic expansions in powers of
the anisotropy tensor, therefore the presence of solid boundaries in the Poisson
equation for the fluctuating pressure has to be omitted to justify the proce-
dure. Solid walls exert multiple effects on velocity fluctuations. The no-slip
condition imposes the viscous dampening of the velocity fluctuations, which
is active in the immediate vicinity of the walls and suppresses the velocity
fluctuations equally in all directions. The wall-blocking effect stems from im-
permeability constraint and cannot be deduced from Reynolds stress tensor
transport equations. It causes suppression of the wall-normal velocity fluctu-
ations and makes the near-wall turbulence highly anisotropic and forces the
turbulence to approach the two-component state at the edge of the viscous
sublayer, hence u2, w2 = O(y2), v2 = O(y4) [13].

Elliptic relaxation attempts to model the kinematic blocking of the wall
by imposing the correct limiting behavior of the redistribution tensor in near-
wall regions through boundary conditions imposed on fij = ℘ij/k. The elliptic
operator L2(∇2 − 1) will continuously blend near-wall and far-from-the-wall
forms (homogenous models) of the redistribution tensor, as the distance from
the solid boundaries increases. The elliptic relaxation equation has the form:

L2 ∂2fij

∂xk∂xk
− fij =

℘slow
ij + ℘rapid

ij + εaij

k
(1.12)

To gain an intuition behind the non-local and elliptic nature of the kine-
matic blocking, consider reading [8, Sec. 7.3]. More extensive mathematical
background and derivation of elliptic relaxation equations are available in the
article [14].
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Chapter 2

Formulations of v2
− f model

Elliptic relaxation equations further add to the complexity of full second-
moment closure models. To obtain a computationally tractable model, which
retains a characterization of near-wall anisotropy, one shall scrap full second-
moment closure and keep only the equation for v2 of Reynolds stress tensor.
The model will still use equations for turbulence kinetic energy and dissipa-
tion rate as scale-determining equations, but the eddy viscosity formula is
redefined:

νT = Cµv2T. (2.1)

Let the reader be reminded that v2 is not one of the diagonal components
of the Reynolds stress tensor in this context, but a scalar quantity used to
properly damp the eddy viscosity in the vicinity of the wall. In channel flows,
with the usual choice of the cartesian set of coordinates, v2 corresponds to a
wall-normal component. This component gets disproportionately suppressed
compared to other diagonal components near the wall. Far away from the
walls, the qualitative behavior of v2 should be the same as that of k. In such
quasi-homogeneous conditions, a model of v2 − f type should be qualitatively
equivalent to the k − ε model. The additional transport equation for the v2

reads:
Dv2

Dt
= kf − v2 ε

k
+ ∂

∂xj

⎡⎢⎢⎢⎢⎣
(ν + νT

σk
)∂v2

∂xj

⎤⎥⎥⎥⎥⎦
. (2.2)

The same logic applies to the term kf , it’s not a component of a redistribution
tensor, but a scalar field, representing the redistribution of energy between
the stream-wise components and a wall-normal one. The following elliptic
equation has to be solved to obtain f :

L2 ∂f

∂xj∂xj
− f = 1

T
(C1 − 1)

⎡⎢⎢⎢⎢⎣

v2

k
− 2

3

⎤⎥⎥⎥⎥⎦
−C2

Pk

k
. (2.3)
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2. Formulations of v2 − f model

Turbulent length scale L is determined as:

L = CL max(k3/2

ε
, Cη

ν3/4

ε1/4 ) . (2.4)

A lower bound on the length scale is imposed for the same reasons as the one
for the correlation time scale. A vanishing length scale at the walls would
make equation (2.3) singular. Near-wall length scales collapse well to the
Kolmogoroff length scale ν3/4/ε1/4. Much to someone’s surprise, v2−f models
are very sensitive to the value of Cη.

2.1 Durbin’s original v2
− f model

The original version uses the equations (2.2, 2.3) in their exact form. The
model coefficients are the following [8, Sec. 7.3]:

Cµ = 0.19, σk = 1.0, σε = 1.3

Cε1 = 1.4
⎡⎢⎢⎢⎢⎣
1 + 0.045

√
k

v2

⎤⎥⎥⎥⎥⎦
, Cε2 = 1.9

C1 = 1.4, C2 = 0.3, CL = 0.3, Cη = 70.

The formula for Cε1 is just a simple blending function, as the wall is ap-
proached, the v2 variable gets suppressed, Cε1 will have a higher value, there-
fore dissipation is enhanced near the wall.

Boundary conditions at no-slip boundaries for k, v2 are homogenous (Dirich-
let). ε satisfies previously derived asymptotic relation (1.7). The boundary
condition for f can also be derived by considering the near-wall balance of
terms in the v2 equation:

0 = kf − ε
v2

k
+ ν

∂2v2

∂y2 .

We further have to assume that as y → 0, v2 = O(y4). Thus the equation
above can be rewritten to:

0 = kf − ε
v2

k
+ 12ν

v2

y2 .

Substituting the asymptotic relation for k, the following asymptotic behaviour
for f is derived:

f → −5ε
v2

k2 = −20ν2v2

εy4 as y → 0. (2.5)

Such a boundary condition can lead to serious numerical problems when
used with segregated solvers. The equation above suggests, that f = O(1) at
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2.2. ζ − f model of Hanjalić

the boundary. However, at the start of the iteration procedure, the numerator
and denominator can have very different orders. This causes this fraction to
essentially “blow up” during a real computation. As the denominator varies
with y to the fourth power, the model cannot be used on cases with highly
refined mesh near the walls (typically with y+ < 1 or even less). But to
correctly capture the “wall-blocking” effects by elliptic relaxation, exactly a
high near-wall resolution of the mesh should always be considered.

2.2 ζ − f model of Hanjalić

A quick inspection of (2.5) reveals that a substantial computational advantage
could be gained from using streamline-normal anisotropy ζ ∶= v2/k rather than
v2. A transport equation can be derived just from transport equations for k
and v2 by realizing that:

D (v2

k )
Dt

= Dv2

Dt

1
k
− Dk

Dt

v2

k2 .

After substituting the right hand side of (1.2) and right hand side of (2.2)
and considerable amount of algebra, the equation for ζ is obtained:

Dζ

Dt
= f − ζ

Pk

k
+ ∂

∂xj
[(ν + νT

σk
) ∂ζ

∂xj
] + 2

k

∂k

∂xj

∂ζ

∂xj
(ν + νT

σk
) . (2.6)

Hanjalić [15] omits the cross-diffusion term and replaces the σk coefficient
with σζ with a different value. The right-hand side of the elliptic equation
for f is a little bit different. Instead of using the IP model for redistribution
tensor, a more advanced SSG model was adopted. The SSG model supposedly
better captures the near-wall anisotropy in boundary layers. It is not clear
to the author how even a slight improvement over the original model could
be achieved when such a “drastic surgery” on the SSG model was performed.
The equation reads:

L2 ∂f

∂xj∂xj
− f = 1

T
(c1 +C ′2

Pk

ε
)(ζ − 2

3
) . (2.7)

The constants of the model are the following:

Cµ = 0.22, Cε1 = 1.4(1.0 + 0.012
ζ
) , Cε2 = 1.9

c1 = 0.4, C ′2 = 0.65, CL = 0.36, Cη = 85
σk = 1.0, σε = 1.3, σζ = 1.2.

Main objective of this model is to be a numerically robust version of the
original v2 − f model.The numerator and denominator of the boundary con-
dition for f shall be now proportional to y2. That is readily seen from the
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2. Formulations of v2 − f model

near-wall balance:

0 = f + ν
∂2ζ

∂y2 ;

f → −ε
ζ

k
= −2νζ

y2 as y → 0.

This asymptotic behavior is equivalent to that of dissipation rate but with
an opposite sign. The author’s experience with implementing this model and
using it with a segregated solver suggests that even this type of regularization
wasn’t enough. Values of ∣f ∣ near the solid boundaries weren’t as high as in
the case of the original model but were still too high for any of the attempted
simulations to be convergent. f becomes a sink for the ζ variable near solid
boundaries and can even force ζ to be negative. Not only are such values of
anisotropy unrealizable, if ζ is negative, then consequently νT = CµkζT will be
negative. Negative diffusion usually ends with the whole calculation diverging.

2.3 A version of v2
− f model by Lien and Durbin

To gain a numerically robust model, the boundary condition for f must be
further simplified. Homogenous Dirichlet boundary condition can be obtained
by change of the variable f :

f = f − 5ε
v2

k2 . (2.8)

As can be seen from (2.5), f is indeed zero at the wall. The new set of
equations are:

Dv2

Dt
= kf − 6ε

v2

k
+ ∂

∂xj
[(ν + νT

σk
) ∂v2

∂xj
] ; (2.9)

L2 ∂2f

∂xj∂xj
−f = 1

T
(C1−1)

⎡⎢⎢⎢⎢⎣

v2

k
− 2

3

⎤⎥⎥⎥⎥⎦
−C2
Pk

k
−5ε

v2

k2 +5L2 ∂2

∂xj∂xj
(εv2

k2) . (2.10)

Following Lien and Durbin [16], the term 5L2∇2(εv2/k2) is neglected in the
f equation. The constants of the model are:

Cµ = 0.22, σk = 1.0, σε = 1.3,

Cε1 = 1.4
⎡⎢⎢⎢⎢⎣
1 + 0.05

√
k

v2

⎤⎥⎥⎥⎥⎦
, Cε2 = 1.9,

C1 = 1.4, C2 = 0.3, CL = 0.23, Cη = 70.

Now the boundary value problem for f is well-posed, the equation for f is
decoupled from v2 one and the model is much better suited for use with

16



2.4. A robust φ − f formulation

segregated solvers. Initial calculations conducted with this model converged
successfully, even without elaborate care for implementation. Although this
version of the model is sufficiently “code friendly”, the term neglected in the f
equation can be important in boundary layer regions. Coming from the usual
log-layer assumptions, this term doesn’t vanish in the log-layer. If we assume
that L = O(y), ε = O(y−1), k, v2 = O(1) in the log-layer, the neglected term
is even of the same order as −5εv2/k2 in the f equation.

2.4 A robust φ − f formulation

The objective of this formulation is to be “code friendly” as the previous
one but also to be in some sense more “consistent” with the original v2 − f
model. We start again by defining streamline-normal anisotropy φ ∶= v2/k.
The transport equation for this variable was already derived when the ζ − f
model was introduced, see (2.6). A substitution for f is suggested, that will
force the new variable f to vanish at solid boundaries:

f = f − 2ν

k

∂φ

∂xj

∂k

∂xj
− ν

∂2φ

∂xj∂xj
.

The new substitution removes all the viscous terms in the φ equation:
Dφ

Dt
= f − φ

Pk

k
+ ∂

∂xj
(νT

σk

∂φ

∂xj
) + 2

k

∂k

∂xj

∂φ

∂xj

νT

σk
. (2.11)

The equation for f will be simplified in the same fashion as in the formulation
of Durbin and Lien. The laplacian of terms involved in the change of variable
f is neglected: νL2∇2 (2/k∇φ∇k +∇2φ). As was shown in [17], this is a far
less drastic simplification. One finally obtains an equation for f :

L2 ∂2f

∂xj∂xj
− f = 1

T
(C1 − 1) (φ − 2

3
) −C2

Pk

k
− 2ν

k

∂φ

∂xj

∂k

∂xj
− ν

∂2φ

∂xj∂xj
. (2.12)

For most of the applications of this work, the φ − f formulation of the v2 − f
model will be used. At last, the coefficients of the model are the following [17]:

Cµ = 0.22, σk = 1.0, σε = 1.3,

Cε1 = 1.4
⎡⎢⎢⎢⎢⎣
1 + 0.05

√
1
φ

⎤⎥⎥⎥⎥⎦
, Cε2 = 1.9,

C1 = 1.4, C2 = 0.3, CL = 0.25, Cη = 110.

2.5 Modifications of v2
− f model concerned with

the behaviour outside the near-wall region

A little insight into the relationship between the v2 − f a k − ε model in
regions far away from solid boundaries shall be provided. A great starting
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2. Formulations of v2 − f model

point is homogeneous, parallel shear flow. A well-known result regarding the
equilibrium value of production to dissipation ratio applies:

(Pk

ε
)
∞

= Cε2 − 1
Cε1 − 1

(2.13)

Under the assumption of homogeneity, the equation for f (2.3) reduces to an
algebraic equation:

−fhom =
1
T
(C1 − 1)(v2

k
− 2

3
) −C2

Pk

k
. (2.14)

Substituting (2.14) to homogeneous simplification of (2.2) yields the following
evolution equation:

d

dt
(v2

k
) = ε

k
[(C1 − 1)(2

3
− v2

k
) + (C2 −

v2

k
) Pk

ε
] . (2.15)

Equilibrium value (v2/k)∞ = 0.3683 can be obtained from (2.15) by equaling
the right-hand side to zero and substituting production to dissipation ratio
with its equilibrium formula from (2.13). In these specific conditions, eddy
viscosity obtained from v2 − f model doesn’t stray too far from the k − ε one:

νT = Cµ
k2

ε
(v2

k
)
∞

≐ 0.081k2

ε

It turns out that in regions far away from the wall, such conditions are
seldom satisfied. The ratio (v2/k) or φ can certainly be bigger than its equi-
librium value. All values of φ bounded from below by 0 and from above by
2 are realizable. Thus eddy viscosity predicted by the v2 − f model can be
several times higher than the one predicted by the standard k − ε model. In
[18], the authors were perhaps too concerned with this fact. According to their
line of reasoning, the wall-normal anisotropy should never be bigger than the
isotropic value of 2/3. Hence a limiter on the source term in v2 equation was
designed:

v2
source =min {kf, kfhom} . (2.16)

We can go further and enforce a limiter on eddy viscosity:

νT =min{0.09k2

ε
, Cµv2T} . (2.17)

These two modifications don’t seem reasonable enough to implement. The
value 0.09 comes from measurements of shear stress intensity ratio uv/k ≈ 0.3
done in the boundary layer regions. Actual values of this ratio further from
the wall are not available. One should not cling too much to being consistent
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2.5. Modifications of v2 − f model concerned with the behaviour outside the
near-wall region

with the value of Cµ = 0.09, its domain of validity is constrained to boundary
layers.

A more relevant question needs to be asked: Can eddy viscosity determined
by a v2−f model be spuriously amplified? To illustrate how such amplifications
can occur, we shall inspect the following equation for f simplified under log-
layer assumptions:

L2 d2f

dy2 − f = fhom (2.18)

Now bearing in mind the definition of fhom in (2.14), it turns out fhom = O(1/
y) in the log-layer. This result is immediately seen from the fact that both
terms contained in fhom are proportional to

√
Cµuτ /κy. Since the log-layer

length scale is linear in y, one can see that, the solution to equation (2.18)
is f = Γfhom, where Γ is some amplification factor. Here comes the problem:
Γ ≠ 1 and especially Γ > 1 in the log layer. This means that the “homogeneous”
model of redistribution tensor can get amplified by the elliptic relaxation op-
erator, which is a source term in the equation for v2. This consequently leads
to spurious amplification of eddy viscosity. One can tackle this problem in
two ways: rescaling the redistribution tensor by kε (then fhom = O(1) since
ε = O(1/y)) or modify the elliptic relaxation operator in some way. Although
the author deemed this issue worth exploring, none of the modifications men-
tioned in [19] were implemented.
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Chapter 3
Case of an impinging jet

The axisymmetric jet impinging normally on a flat plate is a case (designated
as case025) in the classic collection database of ERCOFTAC [3]. The practical
application of an impinging jet is cooling since such flow configuration can very
effectively enhance heat transfer rates. The chapter’s main objective consists
of predicting local Nusselt number distribution as a function of radial distance
from the jet centerline.

3.1 Note on the experimental data

Several different experimental measurements of the heat transfer rates were
conducted [4, 2, 5, 20]. As can be seen from the figure 3.1, Nusselt number
distribution depends qualitatively on nozzle-to-plate spacing H/D. For cases
H/D ≥ 4, Nusselt numbers decrease monotonically with the radial distance
from the jet centerline. For the cases, H/D < 4, the heat transfer charac-
teristics are more complicated. The data in figure 3.1 indicate a secondary
maximum in Nusselt numbers occurring in the range 1 ≤ r/D ≤ 2. More recent
data [5] for nozzle-to-plate spacing H/D = 2 plotted in figure 3.2 even show
the existence of the primary peak, occurring approximately at the edge of the
nozzle. As was suggested in the article [5], turbulent intensity peaks close to
the inner circumference of the nozzles. This corresponds to large-scale toroidal
vortices striking the plate, which for low nozzle-to-plate spacings didn’t have
enough time to completely diffuse. The secondary peak can be attributed to
the transition from the laminar to the turbulent boundary layer in the spread-
ing wall jet region r/D ≥ 2. The distribution of Nusselt numbers for H/D = 6
doesn’t have these characteristics. Authors of the article [20] also measured
turbulence intensity measured along the centerline of the jet. It shows a grad-
ual increase with going downstream and peaks at H/D ≈ 7. The centerline
turbulence intensity for the case H/D = 6 is approximately 4 times larger than
for the H/D = 2 case, so the boundary layer stays fully turbulent even in the

21



3. Case of an impinging jet
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Figure 3.1: Nusselt number distributions for two different nozzle-to-plate spac-
ings, Re = 23 750. Data obtained from Baughn et. al (1989) [2].

stagnation region. In the case H/D = 2, the boundary layer is laminar until
the stabilizing pressure gradient vanishes.

There seems to be a discrepancy among the experimental data for the
H/D = 2 case, as figure 3.2 shows various measurements for similar Reynolds
numbers (Reynolds number is based on the bulk velocity and the diameter of
the nozzle). Eventually, the author chose to validate subsequent predictions
with the data measured for Re = 2.375 × 104, because they are closest to the
data with the highest spatial resolution (Re = 2.5 × 104).

3.2 Computational setup

3.2.1 Numerical method

The equations were discretized with the finite volume method and compu-
tations were done with various solvers implemented in OpenFoam, an open-
source finite volume library. See [21], for a comprehensive introduction. The
convective terms were discretized with the second-order upwind scheme [21,
Sec. 11.5.2]. The Navier-Stokes equations were solved by an iterative Picard-
like segregated algorithm called SIMPLE (Semi Implicit Method for Pressure
Linked Equations)[21, Chap. 15].
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Figure 3.2: Experimentally obtained Nusselt number distributions for the
impinging jet with nozzle-to-plate spacing H/D = 2. ◯ Baughn et. al
(1992), Re = 23000 [3]; ● Baughn et. al (1989), Re = 23750 [2]; + Baughn et.
al (1991), Re = 23300 [4]; Lee & Lee (1999), Re = 25000 [5]

3.2.2 Mesh and boundary conditions

At first, a fully two-dimensional mesh was considered. Then it was replaced
by a wedge-shaped mesh. This geometry of the domain is more appropri-
ate because the impinging jet flows on circular plates are axisymmetric and
not two-dimensional. Although the subsequent computations were all three-
dimensional, the dominant velocity components were in the normal and radial
direction from the jet centerline, the tangential one was negligible. It was
apparent that the two-dimensional approximation was justified, but still, the
Nusselt number distributions obtained from the wedge-shaped mesh were in
better agreement with the experimental data.

The length of the nozzle was set only to approximately two diameters
of the nozzle (which had one inch in diameter, so the diameter D was set
precisely to D = 26.5 mm), and converged turbulence quantities were set at
the nozzle inlet. This choice is in contrast with the article [22], where a rather
large nozzle length Lnozzle = 72D was employed so that the solution would be
insensitive to the prescribed turbulence intensity at the inlet. It was found
from the author’s own experience with k − ε models that prescribing “flat”
profiles of turbulence quantities as inlet boundary conditions can frequently
lead to the iterative procedure diverging. A large nozzle length also implies
additional computational overhead, which is strictly unnecessary. The shape
of the domain can be observed in figure 3.3, the distance of the “horizontal
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3. Case of an impinging jet

outlet” from the plate was exactly two nozzle diameters. This particular
configuration of the domain was met with difficulties regarding the stability
of the iterative procedure. A massive reentering of the fluid through the
horizontal outlet was encountered in the early stages of the computation,
sometimes leading to divergence. In [23], the authors suggest that the top
outlet boundary should be at least as high as the location of the nozzle inlet
to prevent such problems. However, these complications can be dealt with
more straightforwardly, without modifying the shape of the domain. At the
early stage of the iterative procedure, the solution variables were aggressively
under-relaxed until a semi-converged solution was obtained, in which almost
none of the reentering of the fluid was present. Then the computation was
restarted, with less drastic under-relaxation.

At the nozzle inlet Dirichlet boundary conditions were set for mean ve-
locity and other turbulence quantities, which were obtained from separate
one-dimensional channel flow computation, where a target bulk velocity Ub

can be set. The Reynolds number based on the bulk velocity, Re = UbD/ν
was set to 2.3 × 104 in accordance with the ERCOFTAC case. The value of
kinematic viscosity was set to ν = 1.552 × 10−5 m2s−1, therefore the value of
bulk velocity was Ub ≐ 13.47 ms−1.

Before describing the treatment of the outlet boundaries and pressure
boundary conditions, two simple functions have to be introduced, to avoid
any confusion. First one is pos0(x):

pos0(x) =
⎧⎪⎪⎨⎪⎪⎩

1, if x ≥ 0
0, otherwise

,

the second one is neg(x):

neg(x) =
⎧⎪⎪⎨⎪⎪⎩

1, if x < 0
0, otherwise

.

Pressure boundary conditions are closely related to the SIMPLE algorithm.
At the inlet boundary a special non-homogenous Neumann boundary condi-
tion (called “fixedFluxPressure”) was prescribed, according to the formula:

∂p

∂nf
= ( 1

af
H(U)f −Uf ⋅ Sf)

af

Sf
.

Bold fonts denote vectors and subscript f signifies quantities interpolated to
the face centers of cells. Sf denotes the area of a particular face of the cell
and Sf = Sf nf , where nf is an outward normal of the face. Operator H is a
shorthand notation used in OpenFOAM to denote an affine operator resulting
from the reinterpretation of the discretized momentum equation written for
any cell center of the mesh (subscript c means cell center):

Uc =
1
ac

H(U) − 1
ac
∇Pc.
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3.2. Computational setup

Consequently, any additional sources and terms coming from the implicit
under-relaxation of the equation are absorbed in this operator. At last, a de-
notes the diagonal coefficient of the matrix assembled from the finite volume
discretization of the momentum equation. This boundary condition ensures
that the pressure gradient at the boundary is consistent with the momen-
tum predictor equation and enhances the convergence rate of the SIMPLE
algorithm.

At the outlet boundaries total pressure P0 = 0 as a Dirichlet boundary
condition was specified. In OpenFOAM, the “totalPressure” boundary con-
dition relates the static pressure P (solution variable) to the total one in the
following way:

P = P0 − 1
2(1 − pos0(ϕ))∣U2

c ∣,
where ϕ is the momentum flux and Uc is the velocity at the center of cells
adjacent to the boundary. We can see, in the case of outflow ϕ > 0, static
pressure is equal to the total pressure.

For turbulence quantities such as kinetic energy k or dissipation rate ε
a special type of Robin boundary conditions were prescribed at the outlet
boundaries. In OpenFOAM, such conditions are called mixed and the bound-
ary value xb of a general field x is imposed according to the formula:

xb = wxD + (1 −w)(xc +
1
δc

∂x

∂nf
) , (3.1)

where δc is the distance of the boundary face center to the corresponding
center of the cell. Dirichlet boundary condition xD, Neumann boundary con-
dition ∂x/∂nf and weighting function w are left to specify. In particular,
the “inletOultet” boundary conditions were used, where ∂x/∂nf = 0 and the
Dirichlet boundary condition xD (called “inletValue”) is left to be set by the
user. The weighting function is specified as:

w = 1 − pos0(ϕ).

In case of outflow ϕ > 0, equation (3.1) reduces to xb = xc and that coincides
with the homogenous Neumann boundary condition in the context of finite
volume discretization. For the inflow case, ϕ < 0, the boundary value is set
to the one prescribed by the user. For kinetic energy and dissipation rate
very small “inlet” values were used, so that the stability issues related to the
massive reentering of the fluid through outlet boundaries at the early stages
of the iteration process were not further exacerbated. The only exception is
φ, for which the isotropic value of 2/3 was specified.

Analogous outlet boundary conditions to the “inletOulet” were used for
the mean velocity, in OpenFOAM called “pressureInletOutletVelocity”. The
velocity components at the boundary faces Ubi are set in the following way:

Ubi = (δij −wij)Ucj . (3.2)

25



3. Case of an impinging jet

The weighting function is now a symmetric tensor defined as:

wij = neg(ϕ)(δij − nfinfj).

Again we can see that in the outflow case, ϕ > 0, the formula (3.2) sets the
homogenous Neumann boundary condition for the velocity components. In the
case of the inflow, ϕ < 0 the formula (3.2) sets only the normal components
extracted from Uc as the boundary value.

Treatment of no-slip boundaries, the plate, and the pipe wall was straight-
forward. Homogenous Dirichlet boundary conditions were employed for U,
k, f and φ. Boundary values for ε were obtained from the limiting expression
(1.7) evaluated at the centers of cells adjacent to the no-slip boundaries. Com-
putations were also done with some k − ω models, the corresponding limiting
expression for ω at a no-slip boundary reads:

ω → 6ν

βy2 as y → 0, (3.3)

where β is a constant, multiplying the sink term −βω2 in the ω equation, the
precise form of the equation will be discussed in section 4.3.

A grid refinement study was done and the results are available in the
appendix A.1.

3.2.3 An advection-diffusion equation for temperature

Since we are primarily interested in predicting heat transfer rates to/from
the plate, the following auxiliary equation for thermodynamic temperature Θ
(more precisely mean thermodynamic temperature) has to be solved:

DΘ
Dt

= ∂

∂xj
[( ν

Pr
+ νT

PrT
) ∂Θ

∂xj
] , (3.4)

where the velocity-temperature correlation ujθ is modeled by additional “tur-
bulent” thermal conductivity, which is analogous to the Boussinesq hypothesis
for Reynolds stresses:

−ujΘ = νT

PrT

∂Θ
∂xj

. (3.5)

The Prandl numbers were assumed to be constant, with Pr = 0.7 and PrT =
0.85. The inlet was treated as a Dirichlet boundary condition with a con-
stant value of Θa = 293.16 K. The pipe wall boundary was assumed adi-
abatic, which means a homogenous Neumann boundary condition was em-
ployed. Both outlet boundaries were treated with the “inletOutlet” boundary
condition described in the previous subsection, with the inlet value set to Θa.
A Dirichlet boundary condition with a constant value Θw = Θa+∆Θ, ∆Θ =
15 K was prescribed at the plate so that a near-wall temperature profile can
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3.3. Early results

Figure 3.3: Computational domain with boundary conditions and mesh for
the impinging jet.

develop. Consequently, the Nusselt numbers were defined as a normalized
temperature flux from the plate:

Nu = D

∆Θ
∂Θ
∂y
∣
w

Computation of the temperature field was always done as a post-processing
step after computing the mean velocity field and eddy viscosity.

3.3 Early results

First, a more interesting case of nozzle-to-plate spacing H/D = 2 will be
tackled. The φ − f formulation of the v2 − f model was applied to obtain
a prediction of the Nusselt number distribution displayed in figure 3.5. The
figure reveals a gross overprediction of heat transfer rates in the region 0 ≤ r/
D ≤ 3. The prediction of the φ − f model is contrasted with the prediction
obtained by Wilcox’s k−ω model (version from 2006, [24, Sec. 4.3]). The k−ω
only slightly overpredicts the Nusselt numbers in the stagnation region but
fails at predicting the supposed laminar-to-turbulent transition in the region
1 < r/D < 2, also the wall-jet region r/D > 2 is underpredicted. In the region
far away from the jet centerline r/D ≥ 3 the φ− f model is in good agreement
with the experimental data.

Figure 3.4 can explain the failure of the φ − f model, which suffers from
spurious overproduction of turbulence kinetic energy in the stagnation region,
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3. Case of an impinging jet

as the figure shows. The fact that the φ − f model is a drastic simplification
of the full Reynolds stress model now comes into play. Since it can be also
interpreted as a k − ε model augmented with an additional velocity scale in-
tended to properly dampen the eddy viscosity in the near-wall regions. This
indicates that as a linear eddy viscosity model, the φ − f model will also in-
herit all the deficiencies of the Boussinesq hypothesis. As was stated at the
end of the introduction, the production rate of turbulence kinetic energy is
now quadratic in symmetric velocity gradient magnitude Pk ∝ SijSij .

Essentially two problems are encountered with such proportionality when
it is compared with the formula for production rate defined in the context of
a full Reynolds stress model Pk = 1/2Pii. Not only is the latter one linear in
the velocity gradient, but it’s also just a trace of the production tensor - the
diagonal components can have opposing signs and can partially cancel out.
The expression SijSij is a double contraction, the terms in the sum consist of
a squared component of the symmetric velocity gradient. Firstly, this leads
to an incorrect representation of the normal stress anisotropy (the formula
2νT ∣S∣2 predicts incorrect normal stress difference in pure straining flow [8,
Sec. 6.4], [25]). Secondly, in cases exhibiting large strain rates, such as flows
with stagnation regions, the formula 2νT ∣S∣2 overestimates the level of pro-
duction rates, thus linear eddy viscosity models suffer from “stagnation point
anomalies”. The spurious overprediction of kinetic energy levels is however
not an anomaly but a consequence of the Boussinesq hypothesis.

3.4 Ad hoc modifications dealing with stagnation
anomaly

The following subsections will introduce and assess the performance of various
limiters and modifications designed to suppress stagnation point anomalies.

a) b)

Figure 3.4: a) Kinetic energy field computed by φ−f model. b) Kinetic energy
field computed by k − ω model.
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Figure 3.5: Nusselt number distribution computed by two different mod-
els. Wilcox’s 2006 k − ω model; k − φ model; ◯ Baughn et.
al (1989), Re = 23 750.

3.4.1 A realizability constraint

The symmetry of the Reynolds stress tensor is a convenient feature. Subse-
quently, the symmetric mean velocity gradient appears in the eddy viscosity
formula:

uiuj = 2νT Sij + 2
3kδij , (3.6)

and it can be exploited. A “realizability” constraint can be imposed upon the
normal Reynolds stresses:

∀α ∶ 0 ≤ u2
α ≤ 2k, (3.7)

and systematically derived. Since Sij is a symmetric tensor, a unique coor-
dinate system exists, in which the tensor is diagonal (principal axes) and the
diagonal components λα are its eigenvalues. In such a coordinate system, the
following statements hold:

λ2
1 + λ2

2 + λ2
3 = ∣S∣2; λ1 + λ2 + λ3 = 0. (3.8)

The second statement is an incompressibility condition Sii = 0. Normal
stresses can be written in the principal coordinate system:

u2
α = −2νT λα + 2

3k. (3.9)

Durbin [26] derived a time-scale bound as a realizability constraint starting
from the normal stress representation (3.9) using the equalities (3.8). In the
case of φ − f model, the expression reads:
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3. Case of an impinging jet

T ≤ Clim

3φCµ

1
max λα

, (3.10)

where max λα equals
√
∣S∣2/2 in two dimensions,

√
2∣S∣2/3 in three dimensions.

Notice that the bound was constructed from fictitious pure strain in principal
axes, irrespective of the actual structure of the symmetric gradient. Therefore
the limiter can be active even when no stagnation regions are present. The
reader shall keep this in mind.

We can see that the realizability constraint can be applied to any linear
eddy viscosity model, the limiting formula will be slightly different based on
the scales used to form eddy viscosity. The limiting formula (3.10) applied to
2νT ∣S∣2 a linearized bound on production rate of kinetic energy:

Pk ≤
Clim√

3
k∣S∣. (3.11)

Similarly one can obtain an upper bound on the eddy viscosity:

νT ≤
Climk√

6∣S∣
. (3.12)

It’s a common drawback of almost any ad hoc modification of turbulence
models that one cannot fix the multiplicative constants in a standardized way.
Unfortunately, such is also the case of the Clim constant. A “recommended”
value of 0.6 exists, but one cannot be certain that it is always the appropriate
value. The value of Clim is doomed to be a dangling degree of freedom, which
can sometimes be finely tuned so that the model at hand can fit the data
better.

The equation (3.11) in addition to bounding the Reynolds stress tensor
can be applied as a stress limiter (limit only Reynolds stress), the equation
(3.12) as a viscosity limiter (limit every instance of νT ). The performance
of all three limiters can be assessed by looking at figure 3.6. The time-scale
limiter seems to provide the best results. The bounded time scale suppresses
the eddy viscosity and the source terms in the ε equation are divided by the
time scale, which results in enhanced dissipation rates in the regions where
the time-scale bound is active. This mechanism is not present in the other
two limiters, hence why they are less effective. In the case of the viscosity
limiter, the dissipation rate enhancement is the only difference between the
time-scale limiter, the supposed laminar-to-turbulent transition is predicted
correctly, albeit the rise in heat transfer rates in the onset turbulent boundary
layer is overpredicted. It’s also important to note that the stress and viscosity
limiters provide very similar results.

The time-scale limiter is surprisingly tricky to implement. But not in the
sense of actual programming. The author was at first unsure where actually to
apply it. When the time-scale limiter is applied, the production and viscosity
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Figure 3.6: Nusselt number distributions obtained by applying different ver-
sions of realizability constraints on φ−f model. Clim = 0.5 for all three limiters.

stress limiter (3.11); viscosity limiter (3.12); time-scale lim-
iter (3.10); ◯ Baughn et. al (1989), Re = 23750.

limiters are applied implicitly. The source and sink of the dissipation rate
equation are divided by a time scale, so by limiting it, the dissipation rate
can be further increased. All of this seems reasonable, but problems arise
when the limiter is applied on time scales appearing in the equations for f
or φ (v2). This is critical for the regularized Lien & Durbin version of the
v2 − f model. The right hand side of (2.9) contains a sink −6εv2/k, which
comes from the substitution and should be reinterpreted as −6v2/T . This
dimensionally consistent interpretation should be only done for the sake of
the term being regular even when the wall is approached. The right-hand side
of the equation (2.10), also contains terms divided by the time scale, again
strictly for numerical reasons. For instance, the first term is divided by the
time scale, but that is the Rotta model of the slow part of the redistribution
tensor component rescaled by kinetic energy, as was demonstrated in (1.10).
Applying the limiter in additional two equations of any formulation of the v2−f
model can lead to divergence. Various terms in the f equation are divided by
T , so f will get amplified. f is a source in φ (v2) equation, which then gets
amplified. As φ (v2) is in the numerator of the bounding formula (3.10), it
will further decrease the bounded time scale. Essentially a positive feedback
loop develops, ending in the computation diverging. Authors of the article
[27] reported the same problems. Converged solutions can be obtained by
actually not applying the time-scale limiter in the f equation and by limiting
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3. Case of an impinging jet

only the eddy viscosity in the φ (v2) equation. Incorporating the time-scale
limiter into the φ − f model was, to put it lightly, frustrating.

3.4.2 Kato - Launder modification

The culprit of the problem lies in the excessive production of turbulence kinetic
energy in irrotational strain, then perhaps replacing 2νT ∣S∣2 to 2νT ∣S∣∣Ω∣ can
alleviate the issue. This is known as the Kato-Launder modification, first used
for transient simulations around square cylinders [25]. The k − ε model over-
produced turbulence kinetic energy in stagnation regions and around sharp
corners - small regions with strong acceleration and deceleration.

Three difficulties arise regarding this approach. Firstly, the Launder-Kato
modification of the production rate predicts zero production of kinetic energy
in irrotational strain, which is incorrect. Secondly, this modification of the
production rate is not consistent with the conservation equation for mean ki-
netic energy 1

2 ∣U ∣
2, where a sink appears in the form −Pk (this is the rate at

which kinetic energy of the mean flow is transferred to the kinetic energy of
the fluctuations), except that it can only be derived as −2νT ∣S∣2 [8, Sec. 6.4].
The most obvious difficulty is that this modification can spuriously produce
kinetic energy in rotating frames of reference. Coordinate system indepen-
dence requires that when dealing with rotating frames, one has to interpret
∣Ω∣ as the magnitude of the absolute vorticity in the inertial frame ∣ΩA∣, where
ΩA

ij = Ωij+εijkΩF
k and ΩF is the rate of frame rotation. Thus in a pure strain-

ing flow in a rotating frame, the production rate 2νT ∣S∣∣∣ΩF ∣ is proportional to
the rate of frame rotation [8, Sec. 6.4]. In reality, frame rotation doesn’t cause
this effect. More often than not, frame rotation can have a strong stabilizing
effect, sometimes even triggering the relaminarization of the flow.

Figure 3.8 showing the Nusselt number distribution indicates that the
Kato-Launder modification is effective, albeit far less than the time-scale lim-
iter. Figure 3.7 demonstrates that the region exhibiting large strain rates
extends far above the boundary layer, where the fluid decelerates mainly in
the direction of the streamlines. Thus the magnitude of the strain rate ∣S∣ is
much larger than the magnitude of vorticity ∣Ω∣ in this region. Consequently,
the formula 2νT ∣S∣∣Ω∣ will suppress the production rate, and the region of
excessive kinetic energy observed in the left figure 3.4 is no longer present.
Further inspection of the bottom of the figure 3.7 reveals that magnitudes
of vorticity and strain rate are approximately equal in the boundary layer,
hence the formula 2νT ∣S∣∣∣Ω∣ ≈ 2νT ∣S∣2 in close proximity of the plate. This
fact can explain the overprediction of Nusselt numbers when compared with
the time-scale limiter, which is active even in the boundary layer. At least
the Kato-Launder modification preserves the secondary peak in the Nusselt
numbers.
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Figure 3.7: Ratio of vorticity and strain magnitudes in the region 0 ≤ r/D ≤ 0.5
of the plate. The colormap was rescaled to emphasize that the ratio ∣Ω∣/∣S∣ ≈ 1
in the boundary layer.

3.4.3 Yap correction

Yap correction term was first introduced in Yap’s doctoral thesis [28]. The
motivation behind the term comes from the fact that for flows far from equi-
librium (for instance flows where large velocity gradients or pressure gradients
are present), the ε equation is not properly balanced, therefore the turbulence
length scale l = k1.5/ε is much larger than the equilibrium length scale le. The
equilibrium length scale comes from the log-layer scaling and is derived within
the framework of the k − ε model:

le = C−0.75
µ κy.

The reader shall be notified that this expression doesn’t denote a unique equi-
librium length scale, since for the k − ω model the corresponding formula is
C0.25

µ κy. The additional source term in the ε equation derived from this con-
jecture is presented as the following:

Sε = max [0.83( l

le
− 1)( l

le
)

2 ε

T
, 0] .

The Yap correction term has an interesting composition. The fraction ε/T
is dimensionally consistent with the ε equation, while everything else is di-
mensionless. The ratio (l/le)2 penalizes the excessive values of the turbulence
length scale determined by the k − ε model in terms of the equilibrium length
scale. This ratio is a vehicle to drive the turbulence length scale to the equi-
librium one. The expression (l/le−1) restricts the whole term to the near wall
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3. Case of an impinging jet

regions, since the turbulence length scales are concave, they rise abruptly in
the vicinity of the walls and outside the boundary layers vary steadily. The
restriction is imposed by bounding the whole expression from below by zero.

When a strict validation approach is assumed to assess the performance
of the Yap correction, the effectiveness of this modification cannot be denied
- as can be seen in the figure 3.8, the needed reduction of the heat transfer
rates is present. Other researchers also reported improved predictions of heat
transfer rates for impinging flows [29, 30, 31]. But the figure 3.9 reveals that
the whole conjecture about driving the turbulence length scale to equilibrium
is at odds with the actual reality. Yap correction term clearly drives the com-
puted length scale to the log-layer one (the location r/D = 0.5 was chosen, as
it is in the stagnation region where a spurious overproduction of kinetic energy
is observed, see figure 3.4), but the length scale predicted by the φ − f model
equipped with the time-scale limiter is well above the equilibrium length scale
in the region y+ ≤ 100 and at the same time correctly predicts the secondary
peak in the Nusselt number distribution. It turns out that the length scales in
boundary layers subjected to any pressure gradient cannot admit equilibrium
log-layer scaling. Regarding the favorable pressure gradient, the channel flow
boundary layer (Reτ = 395) is somewhat analogous to the boundary layer in
the stagnation region of the impinging jet, although the pressure gradient is
much stronger in the latter case. No stagnation anomaly or spurious pro-
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Figure 3.8: Nusselt number distributions obtained by applying various mod-
ifications to φ − f model. Kato - Launder modification; Yap
correction; “differential” Yap correction (3.13) ◯ Baughn et. al
(1989), Re = 23750.
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Figure 3.9: a) Length scale profiles at r/D = 0.5 of the plate computed by
φ − f model with various modifications. time-scale limiter, Clim = 0.5;

no modification applied; Yap correction. b) Length scale profiles
obtained from DNS databases. turbulent channel flow, Reτ = 395 [1];
zero pressure gradient boundary layer, Reθ = 4060 [6]; Both figures:
equilibrium length scale le.

duction of kinetic energy can be observed in channel flow computations, but
the Yap correction term could still spuriously penalize the excessive values of
the length scale in terms of the equilibrium one, even when this is a natural
occurrence when the pressure gradient is present. The complete disregard for
the pressure gradient in the log-layer scaling is behind the author’s objection
against the Yap correction. As the computed length scales are driven to the
equilibrium one derived from log-layer assumptions omitting the pressure gra-
dient, the φ − f model gets desensitized to the strongly favorable pressure
gradient, hence it cannot capture the effect that the pressure gradient exerts
on the boundary layer.

The author further proposes that any modification designed to suppress
stagnation point anomalies should remove some obvious errors, such as the
overproduction of turbulence kinetic energy extending far above the bound-
ary layer in the stagnation region observed in figure 3.4, which is intimately
linked to the formula 2νT ∣S∣2 breaking down. Although this is more a visual
clue than a proper validation done by examining the predicted heat transfer
rates, one can still find out if the mechanism of the modification targets the
underlying issue by simply looking at the predicted kinetic energy field. The
Yap correction fails at the removal of the kinetic energy “bubble” near the jet
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3. Case of an impinging jet

centerline, hence the predicted kinetic energy field looks like the one in the left
figure 3.4. This fact indicates that Yap correction was never designed to treat
stagnation point anomalies and was misused in the present case. Perhaps the
author’s scrutiny of the term is not completely justified.

The right figure 3.9 also shows an example of a length scale (at the point
where the momentum thickness Reynolds number Reθ = 4060) occurring in the
developing zero pressure gradient boundary layer. As can be readily observed,
the slope of the length scale is very similar to the slope of the equilibrium log-
layer scaling in the region y+ > 25 (actually, the length scale is approximately
linear up to y+ ≈ 200 ). That’s not surprising, as real zero pressure gradient
boundary layers (where Clauser’s parameter βT ≈ 0) are very close to the
idealized state of the equilibrium boundary layer. Thinking in terms of the
slopes of turbulence length scales rather than their values motivates a sort of
“differential” Yap correction term, presented as:

Sdiffε = max [( ∣∇l∣2
C−1.5

µ κ2 − 1) ( l

le
− 1)( ∣∇l∣2

C−1.5
µ κ2)

ε

T
, 0] . (3.13)

The driving vehicle of this term is the ratio of the inner product of the length
scale gradients ∇l.∇l to the squared slope of the equilibrium length scale. The
expression (le/l−1) was kept the same as in the original Yap correction term,
combined with maximum function, which will again constrain the effects to the
near-wall region. The expression containing the excess of the squared length
scale to the squared slope of the equilibrium length scale was also added to
suppress the term whenever the length scales align. Surprisingly, the newly
proposed term produces almost the same result as the original Yap correction,
as the figure 3.8 shows.

The newly introduced term requires further examination so that its qual-
itative nature can be revealed. Substituting the definitions l = k1.5/ε, T = k/ε
to the product ∣∇l∣2ε/T yields the expression:

ε2

k

∂ (k1.5/ε)
∂xj

∂ (k1.5/ε)
∂xj

,

which can be expanded as:

9
4

∂k

∂xj

∂k

∂xj
− 3k

ε

∂k

∂xj

∂ε

∂xj
+ k2

ε2
∂ε

∂xj

∂ε

∂xj
. (3.14)

That’s a significant revelation - these expressions are recognized as so-called
cross-diffusion terms (to be exact only the term ∂k/∂xj∂ε/∂xj can be regarded
as cross-diffusion, it involves both k and ε; author chooses to call combina-
tions of such coupled gradient terms as cross-diffusion because their qualitative
behavior is similar). Cross diffusion arises when the original transport equa-
tion for the specific dissipation frequency ω is rewritten as an ε equation by
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3.4. Ad hoc modifications dealing with stagnation anomaly

employing the substitution ε = Cµkω :

Dε

Dt
= C ′ε1Pk −C ′ε2ε

T
+ ∂

∂xj
[(ν + νT

σε
) ∂ε

∂xj
] − 2(ν + νT

σω
) ∂k

∂xj

∂ (ε/k)
∂xj

. (3.15)

The equation written above reproduces the standard ε equation, the exact
expressions for the transformed coefficients C ′ε1 and C ′ε2 are not important at
the moment. The extra source term is the aforementioned cross-diffusion.

Wilcox [24, Sec. 4.6] argues that the absence of cross-diffusion in the ε
equation is the reason behind the general overprediction of skin friction coeffi-
cients and poor predictions of adverse pressure gradient boundary layers. The
arguments come from perturbation analysis of self-similar defect layer equa-
tions (with βT = const., note that keeping βT ≈ const. with a non-zero pressure
gradient is tough even when the flow is simulated). The poor performance of
the k − ε model was explained by analyzing the perturbation solutions for-
mally matched to the law of the wall (log-layer scaling). For the turbulence
length scale l, it was found that it behaves according to (η is a wall-normal
coordinate in defect-layer scaling):

l ∼ Aη +BβT η2 ln η + . . . as η → 0.

The second term proportional to βT is interesting, as it turns out the k − ε
model computes the values of the multiplicative constant B much larger than
the k − ω model, thus for the adverse pressure gradient, the k − ε models’
turbulence length scales tend to be too large. The net effect of cross-diffusion
is apparently to suppress the rate of increase of l close to the surface. This
notion coincides with what the Yap correction tries to achieve, to ultimately
drive the turbulence length scale closer to the log-layer scaling in the presence
of adverse pressure gradients. So the net effect of adding the Yap correction
term to the ε equation should be similar to that of cross-diffusion, at least
for this case. The Yap correction was designed to improve predictions of low-
Reynolds number k − ε models (employing viscous damping functions of van
Driest type, a most prominent example is Launder-Sharma model [32]), which
don’t work well for flows with adverse pressure gradients. This combination
can indeed be effective, as the following comparative study shows [33].

3.4.4 Introducing pressure gradient to the dissipation rate
equation

The upcoming subsection was motivated by an article [34], where an additional
term was added to the dissipation rate equation, in the hope of improving
predictions of k − ε model for the two-dimensional adverse pressure gradient
boundary layers. Omitting a relatively short, but confusing derivation, the
final form of the additional term reads (in this context, U is the x-component
of the mean velocity):

−C ′ε3
k

T

∂U

∂x
. (3.16)
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3. Case of an impinging jet

In an adverse pressure gradient boundary layer, ∂U/∂x < 0 (the fluid is de-
celerating), this term is positive, therefore enhancing the dissipation rates.
Although the connection is somewhat loose, this term ultimately introduced
the author to the idea of combating the stagnation point anomaly by enhanc-
ing the dissipation rates with terms proportional to the acceleration of the
fluid in the direction of the velocity itself. Based on the term (3.16), a more
general term can be proposed, which encapsulates the aforementioned idea of
penalizing the acceleration in the direction of the velocity:

+C ′ε3
k

T
∣∂Ui

∂xj
rjri∣ , (3.17)

where ri stands for component of the normalized velocity vector Ui/∣U ∣, hence
it is a unit vector. The double contraction of the mean velocity gradient with
the unit vectors extracts a scalar value, which can be thought of as the acceler-
ation of the fluid along the streamlines. This product can be both positive or
negative, depending on whether the fluid is accelerating or decelerating in the
direction of velocity. The magnitude of this scalar value was used, to enhance
the dissipation rate in both cases. Figure 3.10 shows, that the term (3.17) can
alleviate the stagnation point anomaly. Approaching the plate from above, the
fluid rapidly decelerates, hence the formula 2νT ∣S∣2 overestimates the produc-
tion rate of kinetic energy and the dissipation rate equation is in imbalance,
the term (3.17) counters this effect by enhancing the dissipation rate in the
same regions where the strain rates are large. The value of C ′ε3 = 1.44 was
used in accordance with the article [34], although one can see that a general
calibration would be difficult.

Let’s not worry too much about the performance of the newly proposed
term, instead let’s design a modification of the ε equation that on top of dealing
with the stagnation anomaly, can capture the strongly stabilizing effects of
the pressure gradient in the region close to the jet centerline. Consider a
plane boundary-layer flow over a smooth surface, then the equation describing
irrotational inviscid flow above the boundary layer may be approximated as
[35]:

Uo
dUo

dx
= −dPo

dx
,

where U0 is a component of velocity in the streamwise direction (subscript
“o” denotes outside). Even though this is not necessarily related to the case
at hand, the equation written above sums up how the pressure gradient is
related to the acceleration of the fluid far away from the walls.

A handful of terms involving pressure gradient can be formed that are
dimensionally consistent with the ε equation, but the following one aligns the
best with the idea of enhancing dissipation rates when large acceleration in
the streamwise direction is encountered:
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Figure 3.10: Nusselt number distributions obtained by applying various addi-
tional terms to ε equation, computed by k −φ model. pressure gradient
term (3.18) Cp = 0.15; pressure gradient term + time-scale gradient term
(3.19) Cp = 0.15, CεT = 0.035; velocity gradient term (3.17) C ′ε3 = 1.44;

no additional term applied ; ◯ Baughn et. al (1989), Re = 23750.

+Cp

√
k

T
∣ ∂P

∂xi
ri∣ . (3.18)

Note the dependence of both terms (3.17, 3.18) on k. It’s one of the reasons
why the subsequent computations with these modifications are convergent.
Since both terms are designed to counteract the overproduction of the ki-
netic energy in the stagnation region, they are also large there. Thus they
enhance the dissipation rate, which in turn dissipates the kinetic energy, and
the dissipation rate is consequently diminished (production rate is a source
in ε equation). Both terms will rescale themselves according to this mecha-
nism, thus never disrupting the balance of the ε equation. Consider adding a
term proportional to (∂P /∂xi)2. It will always have the same values in the
stagnation region, irrespective of the value of a multiplicative constant.

Figure 3.10 shows that this term is also effective against the stagnation
point anomaly, the pressure-gradient term enhances the dissipation rates only
where the pressure-gradient is present, so the location of the laminar-to-
turbulent transition is predicted quite accurately, however, the secondary peak
occurring in the Nusselt number distribution is grossly overpredicted. Regard-
ing the value of Cp, it was found by simple trial and error that the reasonable
bounds are 0.1 ≤ Cp ≤ 0.2.
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3. Case of an impinging jet

Note that these ad hoc modifications are not theoretically justified and
appropriate values of multiplicative constants depend on the case at hand. A
high degree of a posterioriness associated with the use of the additional terms
is embarrassing. Both the velocity gradient and pressure gradient terms serve
the purpose to show the reader that the root cause of the stagnation anomaly
can be counteracted directly by increasing the dissipation rates proportion-
ally to the fluid’s streamwise acceleration. It is a purely balancing approach
motivated by simple observations, there is no turbulence modeling involved.

3.4.5 Exploring the possibility of adding cross-diffusion to
the ε equation without blending functions

The succeeding subsection is devoted to a simple demonstration of how the
coupled gradient terms such as the ones in (3.14) can be added to the ε
equation to enhance dissipation rates in the near wall regions. To motivate
the approach assumed by the author, let’s have a look at more theoretically
“justified” ways to add such terms to the ε equation. The extra source term
in equation (3.15) can be regarded as a “failing link” between the k − ε and
k −ω model, so perhaps including some appropriate fraction of cross-diffusion
could improve the predictions of the model. But this new “hybrid” model may
partially inherit the sensitivity of the predictions to the freestream value of ε,
which is undesirable. Another way to generalize the ε equation is to derive
diffusion terms utilizing some elaborate theory, for instance, two-scale direct-
interaction approximation. Yoshizawa [36] used the results of the theory to
introduce additional terms to the ε equation:

∂

∂xj
(Ckkk

∂k

∂xj
) +Ck2

∂k

∂xj

∂k

∂xj
+Ckε

k

ε

∂k

∂xj

∂ε

∂xj
+Cε2

k2

ε2
∂ε

∂xj

∂ε

∂xj

Well, it’s nice that the inclusion of the coupled gradient terms in the ε equation
can be theoretically justified. But the delusion of added rigor falls flat once
one realizes that the multiplicative constants are not fixed by the theory and
are hard to calibrate. The dilemma of the additional closure coefficients is
encountered again and in this case, the level of arbitrariness is downright
bizarre. The reader can learn about such generalized k−ε models in a summary
of two-equation eddy viscosity models [37]. The author of the report himself
questioned the vast discrepancies between the models - the values of constants
being of markedly different orders and even worse, signs of the coupled gradient
terms differing for each model.

Inclusion of coupled gradients is even more problematic in terms of nu-
merical tractability. In the report [38], authors devised fairly successful source
terms for boundary layer flows involving gradients of kinetic energy, but these
uniformly led to disastrous results in free shear flows. Indeed, such terms are
large even far away from the walls, disrupting the balance of the ε equation
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3.4. Ad hoc modifications dealing with stagnation anomaly

and can even cause instabilities. One could argue that we also need to re-
calibrate the coefficients Cε1, Cε2, but managing other two or three closure
coefficients multiplying the coupled gradient terms at the same time would
be strenuous. To circumvent these difficulties, one would have to design a
blending function, to switch off the coupled gradients outside the boundary
layer.

The problem of numerical robustness and too many free closure coefficients
can be taken care of. Instead of adding individual coupled gradient terms to
the ε equation, we should consider gradients of quantities, which experience a
substantial rate of change in the boundary layer and then vary steadily, hence
the additional source term will be much smaller outside the boundary layers.
Immediately, the turbulence length scale l and time scale T come to mind. The
source term ∣∇l∣2ε/T (introduced in the “differential” Yap correction (3.13))
expanded in (3.14) involves the coupled gradients, is always positive and the
individual coefficients are set apriori. Thus only one constant is needed to
multiply the whole expression, instead of three. A source term involving an
inner product of the time-scale gradient sharing these attractive qualities can
be also devised:

+CεT k
∂T

∂xj

∂T

∂xj

ε

T
. (3.19)

Since the product k(∇T )2 is dimensionless, we can reason about adding
the term (3.19) to the dissipation equation as decreasing the sink term or the
“generalized” C∗ε2 constant:

C∗ε2
ε

T
= (Cε2 −CεT k

∂T

∂xj

∂T

∂xj
) ε

T
. (3.20)

The k − ε model is sensitive to the value of the difference Cε1 −Cε2, so even a
modest reduction of Cε2 can result in big qualitative changes of the model’s
behavior. Value of the constant CεT can be of order 10−2 and the near-wall
dissipation rates are notably increased, namely in the region of the secondary
peak, as we can see in figure 3.10. The aforementioned term was used in
conjunction with the pressure gradient one. The value CεT = 0.015 was again
obtained a posteriori by simple trial and error.

The addition of the term involving gradients of the time scale ratio to the
ε equation can be used to formulate a more general k − ε model. Let’s shed
some light on the process of calibration. Firstly, consider rewriting the term
(3.19) to the form:

CεT νT (
∂k

∂xj

∂k

∂xj
− 2

k

∂k

∂xj

∂ε

∂xj
+ 1

ε

∂ε

∂xj

∂ε

∂xj
) .

This formulation can be used to study the behavior of the newly developed
model near the outer edges of shear layers. A permissible range of values
for CεT and perhaps new values for constants σk, σε would have to obey the
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3. Case of an impinging jet

constraints for the analytic solution of the idealized edge problem. Explicit
solutions of these ordinary differential equations can be derived in the same
manner as in the article [39], note that inclusion of the term (∇k)2 will greatly
complicate the analysis. The next step would be to recalibrate the coefficients
Cε1, Cε2, CεT as usual, by matching the measured spreading rates for free shear
flows - far wake, mixing layer, plane jet, round jet . . .That perhaps wouldn’t
be that time consuming, because these flows are considered self-similar and
approximations of the corresponding equations reduce to ordinary differential
equations. Validation should also be done on other canonical flows, such as
channel flows and zero-pressure boundary layers. A similar model recalibra-
tion was done by Hellsten in his doctoral thesis [40]. Well, the introduction
of a new two-equation scale-determining model is clearly beyond the scope of
this thesis.

3.5 Note on a nonexistent transition predicted by
k − ω models

The absence of the secondary peak in the predicted Nusselt number distribu-
tion of the k − ω model was already discussed in section 3.3. The author’s
proposal of a possible solution to this problem does not consist in applying
any ad hoc modifications, as was done in the case of the φ−f model. Because
both Wilcox’s k − ω model and the updated version of the k − ω SST model
from 2003 [41] already use eddy viscosity limiters analogous to the realizabil-
ity constraints. The matter of whether the author even uses implementations
of these models consistent with the official formulations will be discussed in
section 4.3.

The question of transition can be treated in the framework of linear eddy
viscosity models (namely k − ω ones). One of the ways to tackle the problem
is to develop a transport equation for the so-called intermittency function γ
(intermittency - the fraction of time that the flow at any point is turbulent,
rises from zero to unity during transition) and modulate with it either eddy
viscosity or the production term in the k equation. Most linear eddy viscosity
models predict the transition very early, so νT will reach turbulent levels,
and γνT will rise under the control of γ. Coupling a transitional model to
a k − ω model is very common. An example of such a model is the γ − SST
model, intricate details of the equations, correlations, and model constants are
omitted for the sake of brevity. The reader can refer to the article introducing
the model [42].

The predicted heat transfer rates by the γ−SST are in excellent agreement
with experimental in both the stagnation and transition region, as figure 3.11
shows. This is a success, albeit achieved at a rather high price. A far more
elaborate model had to be used when compared to the standard k − ω SST
model. Little side note on how this result was achieved computationally: a
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3.6. Profiles of mean velocity and Reynolds shear stress

converged solution obtained by the k − ω model was used as an initial condi-
tion. In this way, the previously mentioned problems with entrainment and
reentering of the fluid into the domain through outlet boundaries were not
present anymore. Thus simple homogenous Neumann boundary conditions
for the intermittency function γ could be used at the outlet boundaries.

3.6 Profiles of mean velocity and Reynolds shear
stress

Profiles of mean velocity and Reynolds shear stress at various distances from
the jet axis are shown in figures 3.12 and 3.13. The predictions of the listed
models are kind of all over the place in the case of Reynolds shear stress
profiles, the only thing one can surely say is that Wilcox’s k − ω is in good
agreement with the experimental data for the stations r/D = 2.5 and r/D = 3.
On the other hand, an important conclusion can be drawn from the velocity
profile predictions. Both Wilcox’s k − ω model and φ − f with the time scale
limiter overpredict the peaks in velocity profiles for stations r/D = 2.5, 3; the
cause of this issue lies in increased overall dissipation rates (k−ω) and limited
eddy viscosity (φ − f with the time scale limiter). As the eddy viscosity is
suppressed in near-wall regions in both cases, the velocity profiles are less
“diluted” by turbulent mixing resulting in overpredicted peaks. The φ − f
model with no realizability constraints provides more reasonable predictions of
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Figure 3.11: Predicted Nusselt number distributions by various eddy viscosity
models. Wilcox’s k−ω 2006 model; k−ω SST model; γ−SST
model; ◯ Baughn et. al (1989), Re = 23750.
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3. Case of an impinging jet

velocity profiles, but at the same time, the model grossly overpredicts Nusselt
numbers in the stagnation region. The time-scale limiter certainly improves
the predictions of heat transfer rates, but lower near-wall eddy viscosity levels
are not favorable for all the quantities of interest.
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Figure 3.12: Computed profiles of mean velocity. a) Station r/D = 0.5; b)
Station r/D = 1; c) Station r/D = 2.5; d) Station r/D = 3; φ−f without
modifications, φ − f with time-scale limiter, Clim = 0.5; Wilcox’s
k − ω 2006 model; + ERCOFTAC experimental data [3].

44



3.7. Nusselt number predictions for the case H/D = 6

0.0 0.2 0.4

z/D

−0.02

0.00

0.02

0.04

−
u
v
/U

2 b
×

10

a)

0.0 0.2 0.4

z/D

−0.15

−0.10

−0.05

0.00

0.05

−
u
v
/U

2 b
×

10

b)

0.0 0.2 0.4

z/D

−0.08

−0.06

−0.04

−0.02

0.00

0.02

−
u
v
/U

2 b
×

10

c)

0.0 0.2 0.4

z/D

−0.06

−0.04

−0.02

0.00

0.02

−
u
v
/U

2 b
×

10

d)

Figure 3.13: Computed profiles of Reynolds shear stress.a) Station r/D = 0.5;
b) Station r/D = 1; c) Station r/D = 2.5; d) Station r/D = 3; φ − f
without modifications, φ − f with time-scale limiter, Clim = 0.5;
Wilcox’s k − ω 2006 model; + ERCOFTAC experimental data [3].

3.7 Nusselt number predictions for the case
H/D = 6

Nusselt number distributions were also computed for the nozzle-to-plate spac-
ing H/D = 6 (same Reb = 2.3 × 104). The geometry of the domain and grid is
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3. Case of an impinging jet

analogous to the case H/D = 2. Boundary conditions were set in the same way
as in the previous case. A grid refinement study was done for this case too,
the results and the choice of the appropriate grid are listed in the appendix
A.1.

We can assess the performance of various modifications applied to the φ−f
model in figure 3.14. The Kato-Launder modification seems to perform the
poorest, the overprediction of Nusselt numbers is analogous to the H/D = 2
case. The time-scale limiter and additional terms applied to the ε equation
are quantitatively in pretty good agreement with the experimental data. In
terms of qualitative agreement, things are a little bit complicated. Note that
a strong favorable pressure gradient is present in the region 0 ≤ r ≤ 2D even
in this configuration and the φ − f model seems to be still sensitive to it.
Thus it tends to form mild secondary peaks, which is certainly incorrect, as
it was noted in section 3.1, Nusselt numbers should monotonically decrease.
The secondary peak is more pronounced when an additional velocity gradient
term (3.17) and pressure gradient term (3.18) is added to the ε equation, but
that is understandable since both terms are closely related to the pressure
gradient. On the other hand, the Yap correction is now the modification that
can provide qualitatively correct results, as can be seen in figure 3.15. It was
hypothesized, that Yap correction has a similar effect on the ε equation as
cross-diffusion and significantly desensitizes the model to favorable pressure
gradients. Note this was disadvantageous in the H/D = 2 case. The results
produced by both k−ω models support the idea because they are indeed very
similar. Perhaps the overall best result was obtained by the k−ω SST model.
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Figure 3.14: Predicted Nusselt number distributions by φ−f model employed
with various modifications. velocity gradient term (3.17), C ′ε3;
time-scale limiter, Clim = 0.5; pressure gradient term (3.18) and time-
scale gradient term (3.19), Cp = 0.15, CεT = 0.035; Kato-Launder modi-
fication; ◯ Baughn et. al (1989), Re = 23 750.
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Figure 3.15: Predicted Nusselt number distributions two k − ω models and
φ − f model with Yap correction. Wilcox’s k − ω 2006 model;
k − ω SST model; φ − f model with Yap correction; ◯ Baughn et. al
(1989), Re = 23 750.
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Chapter 4
2D infinite serpentine passage

In the following chapter, a particular flow configuration will be considered
- a 2D infinite serpentine comprised of two 180○ U-bends, where a separa-
tion of the flow occurs. The discussion will be primarily concerned with the
φ − f model with realizability constraints applied, namely the time-scale lim-
iter. Firstly, out of all modifications presented in this thesis, the realizability
constraint makes the most sense from a theoretical standpoint - the bound
0 ≤ u2

i ≤ 2k keeps the normal stresses in the physically permissible range.
Imagine a simulation of a stationary turbulent flow modeled by a turbulence
model, which predicts 0 > u2

i , then the simulation cannot possibly correspond
to some real statistically stationary process. This a serious issue and a re-
alizability constraint can prevent it. Secondly, the time-scale limiter can ef-
fectively suppress stagnation anomalies, as we have seen in the case of an
impinging jet. Thus relevant questions arise. Can we apply a time-scale lim-
iter to any flow configuration? Will the multiplicative constant Clim = 0.5,
enhancing the limiter’s effect, always yield appropriate results?

In this flow configuration strong streamline curvature effects are present.
The scalar eddy viscosity models are based on transport equations for scalar
quantities k, ε, ω . . .By their scalar nature, the models do not respond appro-
priately to the streamline curvature, because it affects individual components
of the Reynolds stress tensor. No curvature corrections were considered for
the φ−f (k−ω) model. The results certainly won’t be in very good agreement
with the data, but still, the question of the appropriateness of the time-scale
limiter for flows with no apparent stagnation regions is valid.

4.1 Computational setup and boundary conditions

This flow configuration was based on the steady case in the DNS of Laskowski
and Durbin [7]. The geometry of the domain with highlighted measuring
stations for the velocity profiles is shown in figure 4.1. Since the geometry
is symmetric around the horizontal channel joining the two 180○ bends, the
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4. 2D infinite serpentine passage

obtained results were validated only in the upper U-turn. Unfortunately, the
precise dimension of half channel width is not available, so the author used
the value of δ = 0.019 05 m. Consequently, the inner radius had a value of
ri = 0.019 05 m and outer ro = 0.057 15 m.

Figure 4.1: Sketch of the geometry of the domain with measuring stations
(numbers). H corresponds to the channel width, consequently half-channel
width is δ =H/2. The arc-coordinate s has its origin in station 1.

Authors have chosen an infinite passage to obtain DNS data independent
of the inlet conditions. Thus, for quantities Ui, k, φ, ε, ω, f periodic boundary
conditions were set for both inlet and outlet. Setting boundary conditions for
pressure is a little bit more involved because a pressure drop ∆P has to be
set between the inlet and the outlet, written precisely as

Pinlet =∆P + Poutlet, (4.1)

so that the actual flow through the passage develops. Reynolds number based
on half channel width δ and bulk velocity Ub was 5600. To set the desired
bulk velocity in accordance with the Reynolds number, a simple scheme was
constructed to iteratively update the pressure drop. The author assumed that
the pressure drop is proportional to the square of the bulk velocity, hence
∆P ∝ KU2

b . The scheme consists of three updates at every iteration of the
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SIMPLE algorithm:

Kn ∶= ∆P n−1

(Un
b )

2 ;

∆P n ∶= Kn (U∗b )
2 ;

∆P n−1 ∶= ∆P n;

The symbol U∗b denotes the target bulk velocity calculated from the Reynolds
number. The superscripts n and n − 1 refer to the current and previous iter-
ations. This scheme is rather simple and prone to oscillations. Sometimes it
was necessary to prescribe a fixed pressure drop at the start of the iteration
procedure and iterate until at least some flow rate through the serpentine de-
veloped and then the scheme was applied to correct the pressure drop. The
author also experimented with under-relaxation and less frequent updates of
the pressure drop but ultimately found out that the scheme converges to the
desired pressure drop if it is updated at every iteration of the SIMPLE algo-
rithm and no under-relaxation is applied.

The treatment of solid boundaries was the same as in the case of the
impinging jet. Homogenous Dirichlet boundary conditions were prescribed
for the quantities k, φ, f, Ui and homogenous Neumann boundary conditions
for pressure P . Values for ε, ω were again obtained from the limiting formulas
(1.7), (3.3) evaluated at the center of cells adjacent to the walls.

A grid refinement study was done for this case too, the results and choice
of the appropriate grid are available in the appendix A.2.

4.2 Discussion of the results

The predicted data that shall be validated are mean velocity profiles at the
measuring stations 1-4 (figure 4.1) and skin friction coefficient distributions
along the inner and outer walls of the upper U-bend. The skin friction coeffi-
cient in this case is defined with the formula:

cf = 2 τw

U2
b

.

The reader shall be noted that the data for mean velocity from the DNS as
presented here, are scaled by the bulk velocity Ub and not by friction velocity
uτ . Since the pressure drop was always set in such a way as to reach the target
bulk velocity at the inlet (or outlet), bulk velocity scaling is more natural.
Fortunately, both Reynolds numbers Reb = 2δUb/ν = 5600, Reτ = δuτ /ν = 180
are available. The DNS data were multiplied by the ratio uτ /Ub = 2Reτ /Reb

to achieve the same normalization.
Since the case is now fully 2D, the 2D variant of the realizability constraint

was used, so the constant C2D
lim now equals C2D

lim = 2Clim/
√

3. Plugging in
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4. 2D infinite serpentine passage

the value of Clim = 0.5, yields C2D
lim ≈ 0.577 35, this value was used for all the

applications of a realizability constraint to the φ − f model.

Model Sep. Reatt. Len.
DNS 10.731 14.347 3.616
φ − f 11.493 14.004 2.511
φ − f + stress limiter 10.31 16.021 5.711
φ − f + time-scale limiter 9.954 17.441 7.487
k − ω, no stress limiter 10.562 15.784 5.22
k − ω + stress limiter 10.131 16.542 6.411
k − ω, inconsistent impl. 9.818 18.704 8.886

Table 4.1: Predicted separation points (Sep.), reattachment points (Reatt.),
and recirculation lengths (Len.) in 2D infinite serpentine. Quantities are
expressed as multiples of half-channel width δ.

First mildly anxiety-inducing fact is that the realizability constraint is ac-
tive even in this case, as we can see in figures 4.2 and 4.3 showing mean velocity
profiles and skin friction coefficients. The realizability constraint exploits the
symmetry of the strain rate tensor, and changes the coordinate system to the
principal one, effectively transforming the original flow to that of a pure strain
- in which the strain rate tensor is diagonal. An upper bound on the time scale
is imposed by constraining the diagonal components of the strain rate (corre-
sponding to the eigenvalues), but the bound was derived in principal axes and
not the original coordinate system. Therefore the realizability constraint can
be active in general flow configurations because it only matters whether the
magnitude of the strain rate is high enough so that the fraction proportional
to 1/φ∣S∣ is smaller than k/ε.

The application of the realizability constraint on Reynolds stress or eddy
viscosity results in overprediction of the recirculation length (see table A.3 and
also figure 4.3 a)), but the predicted separation point is closer to the point
predicted by the DNS than the one obtained by the plain φ − f model. Since
the recirculation length is overpredicted, the mean velocity profiles sampled
at Station 1 (figure 4.2 a)) are in a worse agreement with the DNS data
than the φ − f model without realizability constraints. The first peak in skin
friction coefficient distribution along the inner wall (somewhere around Station
2) and the second peak along the outer wall (somewhere around Station 3)
are even more overpredicted when the realizability constraints are applied,
which is counterintuitive. We should also remind ourselves that no curvature
corrections were used and the effect of streamline curvature is present, but
never accounted for, so the overly comprehensive assessment of the results is
out of place. But overall, the result of applying the stress or viscosity limiter
is not that disruptive.

Note that limiting the production to dissipation ratio Pk/ε is necessary in
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4.2. Discussion of the results

the context of some curvature correction proposals. Cazalbou [43] designed
a curvature correction of the k − ε model based on sensitizing the Cε2 coeffi-
cient to both rotation and curvature. The precise formula for the sensitized
coefficient is not important, it’s only crucial to realize that it linearly depends
on the ratio

√
2∣S∣k/ε. The k − ε model can predict unrealistically high values

of the ratio
√

2∣S∣k/ε in general 3D computations, which will result in exces-
sively high values of the sensitized coefficient Cε2. The authors of the article
[44] suggested two solutions to this problem. We can either limit the coeffi-
cient directly or limit the production rate Pk. Because the ratio

√
2∣S∣k/ε is

proportional to the square root of the production-to-dissipation ratio, it’s ap-
parent how applying the realizability constraint to the production rate would
be helpful to bound the sensitized coefficient to a reasonable range of values.

Let’s address the effects of applying the time-scale limiter to the φ − f
model on the results. Note that what the author calls a time-scale limiter is a
realizability constraint applied to the eddy viscosity (therefore also bounding
the production rate) plus dividing the source terms of the ε equation by the
bounded time scale. The enhancement of dissipation rates resulting from
amplifying the term Cε1Pk − Cε2ε is undesirable in this case. The predicted
recirculation length by the φ − f model with the time-scale limiter is more
than twice higher than the one predicted by the DNS. Notice also that the
predicted mean velocity profiles sampled at all four stations are clearly at
odds with the DNS data. We shall analyze the modified source term in the ε
equation to see how it changes both k and ε equations.

The discussion will be constrained to the 3D variant of the realizability
constraint and φ − f model, the results will be analogous to the 2D variant
of the realizability constraint and can be derived even for the k − ε model.
The superscript lim will denote bounded quantities, no superscript will mean
standard definitions for the time scale and production rate, T = k/ε and Pk =
2νT ∣S∣2. Let us again state the bounded time scale for the reader’s convenience:

T lim = Clim√
3φCµ

√
2∣S∣2

, (4.2)

and also the bounded production rate:

P lim
k = Clim

k√
3
√

2∣S∣2. (4.3)

Now substituting the linearized production (4.3) and the bounded time scale
(4.2) to the expression (Cε1Pk −Cε2ε)/T yields:

Cε1P lim
k −Cε2ε

T lim
= Cε1Cµkφ2∣S∣2 −

Cε2φ
√

3
√

2∣S∣2
Clim

ε

= Cε1
Pk

T
−Cε2

ε

T lim
.
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4. 2D infinite serpentine passage

We have recovered the standard source term Cε1Pk/T without realizability
constraints and an amplified sink Cε2ε/T lim. So why are the dissipation rates
so grossly overestimated? We must not forget the k equation, where the right-
hand side is exactly Pk−ε. In the regions where the time scale limiter is active,
the source term of the k equation is linearized production rate P lim

k but the
production rate appearing in the ε equation is quadratic in the strain rate
magnitude, thus we have mismatched sources in the two equations, their ratio
is proportional to Pk/P lim

k ∝ T /T lim. Well, it’s obvious if one writes it down,
but still, this is a drastic alteration of this pair of equations, inconsistent
with the original k−ε model. An immediate difficulty related to the curvature
corrections arises. Even if we derived a curvature correction for the φ−f model
by sensitizing the Cε2 coefficient in hopes of improved predictions, the effect
of the curvature correction could get dominated by the altered set equations
if the time-scale limiter was applied in conjunction.

4.3 Issues with implementation of stress limiters
in k − ω models

It was already stated in the earlier chapters that Wilcox’s k − ω model from
2006 and the updated version of the k −ω SST model from 2003 embed some
stress limiter in their formulations. It wasn’t strictly necessary to discuss the
precise formulation of these two models, but after the terrible revelation in
the previous section, we should be more cautious than ever.

The k equation for both models is the same and analogous to the k − ε
models:

Dk

Dt
= Pk − β∗ωk + ∂

∂xj
[(ν + σk

k

ω
) ∂k

∂xj
] . (4.4)

Note that the fraction k/ω has the same dimensions as eddy viscosity. Wilcox
formulated the equation for ω as the following:

Dω

Dt
= γω

k
Pk − βω2 + ∂

∂xj
[(ν + σω

k

ω
) ∂ω

∂xj
] + σd

ω

∂k

∂xj

ω

∂xj
. (4.5)

We haven’t yet encountered a definition of eddy viscosity, which in this for-
mulation is present only in the closure of the Reynolds stress tensor and its
possible limiting will only alter the production rate in this pair of equations.
So here it is:

νT =
k

ω̂
; ω̂ = max

⎧⎪⎪⎨⎪⎪⎩
ω, Clim

√
2∣S∣2
β∗

⎫⎪⎪⎬⎪⎪⎭
; (4.6)

and the limiter imposed on ω is essentially a realizability constraint, albeit
with different constants, because the upper bound for ω derived the same way
as Durbin’s upper bound for the time scale reads:

ω ≤
√

3Clim

√
2∣S∣2. (4.7)
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4.3. Issues with implementation of stress limiters in k − ω models

If the limiter written in equation (4.6) is active, the production rate is again
linearized (denoted P̂k):

P̂k =
√

β∗

Clim
k
√

2∣S∣2, (4.8)

note that the pedantic distinction between k/ω and νT = k/ω̂ is crucial because
the source term in ω equation involving the production rate P̂k is linear in
the strain rate magnitude, thus consistent with the production rate in the k
equation:

γ
ω

k
P̂k = γ

ω

k

k

ω̂
2∣S∣2

= γω

√
β∗

C lim

√
2∣S∣2.

Unfortunately, this is not how the model that the author used for the im-
pinging jet case was implemented. The stark difference between the used
implementation and the official formulation boils down to the abuse of nota-
tion, all the fractions k/ω were reinterpreted as the eddy viscosity. Suppose
that the limiter on ω (4.6) is active, the production rate in the k equation is
linearized in the strain rate magnitude, but the source term in the ω equation
has now the form:

γ
Pk

νT
= γ2∣S∣2, (4.9)

as if no limiter on ω was applied and the inconsistency issue regarding different
production rates in both k and ω is analogous to the issue with the time scale
limiter applied on the φ − f model. The effects of this alteration can be
again seen in figures 4.2, 4.3 (and in table 4.1) where also predictions by the
original formulation with and without the stress limiter are plotted. A familiar
situation arises: the predictions are the best when no limiter is applied, and
the stress limiter alters the velocity profiles and skin friction coefficient only
slightly. Only when the production rates are different in each equation and
ω is overproduced are the results at serious odds with the data. It has to
be remarked that the separation length is overpredicted even without a stress
limiter, but the separation point is the closest to the one predicted by the
DNS.

Equations for k, ω are very similar in k − ω SST model, except that the
coefficients γ, β, σk, σω are blends of inner (1) and outer (2) constants and the
cross-diffusion term is faded out outside the boundary layer. The first notable
difference from Wilcox’s model relevant to the current discourse is that the
fraction k/ω is always interpreted as eddy viscosity, so the source term in the
ω equation is Pkγ/νT . The model uses a viscosity limiter that reads:

νT =
a1k

max {a1ω,
√

2∣S∣2F2}
. (4.10)
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4. 2D infinite serpentine passage

The presence of a blending function F2 indicates that the limiter can be active
only in the near wall regions, far away from the walls the formula (4.10)
will always collapse to the fraction k/ω. The model also employs a simple
production limiter:

P̃k = max {Pk, 10β∗kω} , (4.11)

which ensures that the production rate never exceeds the dissipation rate by a
factor of 10. Now suppose that the viscosity limiter is active in the boundary
layer so that the eddy viscosity is bounded:

νT ≤
a1k√
2∣S∣2

, (4.12)

the production rate is again bounded by an expression linear in the strain
rate magnitude: Pk ≤ a1k

√
2∣S∣2. Unfortunately, in the source term in the

ω, the linearized production rate will be canceled by limited eddy viscosity,
resulting again in Pkγ/νT = γ2∣S∣2. Perhaps even more bizarre is to consider a
combination where a viscosity limiter is active, but the production rate is also
bounded by 10β∗kω (formula (4.11)). Then the source term in ω equation
reads:

γ
P̃k

νT
≤ γ

10β∗kω

a1k

√
2∣S∣2

≤ γ
10
a1

β∗ω
√

2∣S∣2,

and production rate in the k equation is bounded by 10β∗kω. There is no
correspondence between the production rates in k and ω equations. Note
that the k − ω SST model was intentionally formulated like this. Again,
these alterations are significant in the context of curvature/rotation correc-
tions. In the formulation of a particular correction for the k − ω SST model
[45], authors clearly specify that the “base” model should be the original one,
which uses a different eddy viscosity limiter. If one chooses to implement this
correction into the 2003 version instead, omitting the difference in the eddy
viscosity limiters, one could potentially obtain vastly different results. These
substitutions demonstrate that even a slight reinterpretation of the original
formulations of φ−f and k−ω models can lead to profoundly different sets of
scale-determining equations, ones which grossly overproduce the dissipation
rates, once the corresponding limiters are active.

A little side note on the predictions of separation points: it is a widely
known fact (was also discussed in subsection 3.4.3) that k − ε models tend
to overproduce turbulence kinetic energy in case of adverse pressure gradient
layers, therefore predicting flows with pressure-induced separation which stay
attached further than they should be. On the other hand, k−ω models provide
better predictions, while tending to undershoot the separation point. We can
see this in figure 4.3 (or more clearly in table 4.1), the φ−f model (no limiters)
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4.3. Issues with implementation of stress limiters in k − ω models

overshoots the separation point because it still relies on the k−ε to determine
the time scale and kinetic energy. Wilcox’s k − ω (no limiters) undershoots it
but is in almost perfect agreement with the DNS. But when the production
rates are limited, the φ − f model undershoots the separation point. So is
the tendency of k − ε models to predict flows that stay attached further than
they should be purely caused by the ε equation (Wilcox argues that the ε
equation misses cross-diffusion) or is it again a problem of the formula 2νT ∣S∣2
overpredicting the production rates? A strong adverse pressure gradient also
means large deceleration. Perhaps we are in a situation similar to stagnation
anomaly, although not as extreme.
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Figure 4.2: Computed profiles of mean velocity. Profiles are shifted for clarity,
and the axes for shifted and non-shifted profiles are distinguished by color. a)
Station 1; b) Station 2; c) Station 3; d) Station 4; φ − f without
modifications, φ − f with stress limiter; φ − f with time-scale
limiter; φ−f with time-scale limiter; k−ω without a stress limiter;

k−ω with a stress limiter; k−ω implemented inconsistently; + DNS
data [7].
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Figure 4.3: Computed skin friction coefficients along the inner and outer wall
of the upper U-bend (Station 1-4). a) inner wall; b) outer wall; Legend is
provided in a caption of the figure 4.2.
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Conclusion

A particular turbulence model augmented with elliptic relaxation was chosen
as a basis for subsequent computations. The author hopes that the elliptic
relaxation concept was given enough exposition to convince the reader, that
capturing high anisotropy of turbulence in the vicinity of walls is a crucial
factor for correct modeling of turbulent transport to/from the walls. Elliptic
relaxation is a framework since it isn’t necessarily bound to a k − ε model.

The model, designated as φ − f , is still based on the eddy viscosity con-
cept and inevitably suffers from the deficiencies of the Boussinesq hypothesis.
Eddy viscosity models tend to overproduce turbulence kinetic energy in flows
involving stagnation regions. The stagnation anomalies are certainly linked
to the formula for the production rate of kinetic energy 2νT ∣S∣2 closed with
eddy viscosity assumption. Possible remedies were introduced to suppress the
problem. But there is one that the author likes in particular - a realizability
constraint. A realizability constraint bounds the normal Reynolds stresses
to their physically permissible range. Although Durbin formulated this con-
straint only after it was obvious that stagnation anomalies are a problem,
which has to be dealt with. What’s so attractive about such a constraint, is
that it is in a sense a priori. One doesn’t need any prior knowledge about
any eddy viscosity model or experience with using such models to conclude
that bounding normal stresses is very reasonable. This is certainly not the
case with other modifications: Kato-Launder modification exploits the fact
once the fluid starts rapidly accelerating in the direction of the streamlines,
the magnitude of the symmetric velocity gradient will be much higher than
that of vorticity, hence the modification of production rate is simply 2νT ∣S∣∣Ω∣.
The author’s modifications are based on a similar idea, they all enhance dis-
sipation rates in proportion to the fluid’s acceleration in the direction of the
streamlines. The Yap correction is often misused as a remedy for stagnation
anomalies, but at least it was found that the overproduction of kinetic en-
ergy can be compensated with increased near-wall dissipation rates without
necessarily targeting the true cause of the problem.

61



Conclusion

It is perhaps an understatement to say that details about the derivation
and implementation of the realizability constraint are tricky. Stemming from
the way how the realizability constraint was derived, it ultimately depends
only on the magnitude of the symmetric velocity gradient to be high enough
to overcome the turbulence quantity we are trying to constrain to trigger the
limiter. This results in uncertainty, we can’t possibly predict where the corre-
sponding limiter will be active and how substantial the change of predictions is
going to be. In the impinging jet case, it is obvious that the limiter should be
active and the results were improved accordingly. But in the infinite serpen-
tine, the situation is more problematic. The application of the stress limiter
was strictly unnecessary in case of the Wilcox’s k − ω model, but the φ − f
model could benefit from at least some production rate limiting to drive the
separation point closer to the DNS data, but the stress limiter was either too
strong or was active even in the recirculation region, resulting in overpredicted
recirculation length. Unfortunately, the strength of the limiter can be only
modulated by changing the corresponding multiplicative constant. What is
also clear from the predictions of the mean velocity profiles and recirculation
lengths in the infinite serpentine is that the eddy viscosity models are perfectly
capable of predicting mean flow quantities in a reasonable agreement with the
data, even when the magnitude of symmetric velocity gradient is sufficiently
high to throw the normal stresses out of their permissible range. We have
found ourselves in the most unfortunate situation, a fix of one problem in-
troduces other problems. The realizability constraint is the only modification
that can be naturally included in the formulation of any eddy viscosity model.
It is hard to tell whether it is generally appropriate to use it, sometimes it
solves problems, and other times it becomes the problem.

The situation gets even more difficult, that the realizability constraint can
be implemented in multiple ways and the discrepancy can be vast. It can
be implemented as a stress limiter, where strictly only the Reynolds stress is
bounded, resulting in linearized production rates in the equation for k and
an equation for the second variable. One can also interpret the realizability
constraint as an eddy viscosity limiter, hence we have to bound every instance
of νT appearing in the equations. It was found that these two limiters produce
essentially the same results. Substantial change comes when one interprets the
derived bound on either the turbulence time scale T or ω as a literal bound,
thus applying the limiter on every instance of T, ω. This slight change in
notation results in a complete alteration of the pair of corresponding scale-
determining equations once such a limiter is active. The production rates in
both equations don’t correspond to each other, the production rate in the k
equation is linear in the magnitude of symmetric velocity gradient while the
source term in the equation for the second variable is quadratic. Under such
conditions, the production rates get overcompensated by the dissipation rates.
First of all, it’s trivial to observe that such alterations are favorable for flows
experiencing stagnation. If we look again at the figure 3.6 comparing the stress
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and time-scale limiter in the case of the φ − f model, the time-scale limiter
is a better option. But why do as much as to completely alter the model to
arrive at a better result? There are perhaps two reasons for that. After a
stress limiter is applied, the production rates are now linear in the symmetric
velocity gradient magnitude, but this can still be qualitatively wrong, since
increasing components of the symmetric gradient will always increase Pk ∝
k∣S∣, because the formula for the production rates can only possibly permit an
increase. Note that the production rate of kinetic energy should be just half
of the trace of the production tensor thus it can freely increase or decrease
irrespective of the magnitude of the symmetric gradient. With a time-scale
limiter, we can compensate for this deficit. The second reason is probably
compensation for unknown sources of dissipation, which are not included in
the ε equation. Nevertheless, it is certainly useful, an analogous thing was
done in the formulation of the 2003 k − ω SST model, primarily designed
for aeronautical applications - it’s obvious that for these flow configurations,
suppressing the overproduction of kinetic energy in the stagnation regions is
so important, that one has to resort to such alterations. But the realizability
constraint is volatile and can switch on even when it isn’t appropriate - once
the production rates in the two equations don’t correspond to each other
when they perhaps should have been left alone, a catastrophe is upon us. We
have seen this, in the infinite serpentine, the overprediction of recirculation
length caused by the stress limiter was tolerable, but the time scale limiter
caused the predicted recirculation length to be at least two times higher than
the result obtained from the DNS, which ultimately led to poorly predicted
mean velocity profiles. So what should we generally use? Perhaps one should
swallow the bitter pill and go with the plain stress limiter - it doesn’t work
as well as the time scale limiter in suppressing stagnation anomalies, but at
least won’t spoil the results too much in case it is not appropriate to use. Or
maybe we should stick to the time scale limiter, but adjust the multiplicative
constant Clim case by case. . .and that would be overfitting.

Overfitting is generally frowned upon in any scientific community, however,
the author senses its insidious prevalence in the general use of eddy viscosity
models, and the line between overfitting and just plain fitting is blurred. For
instance: we start with a flow configuration where a stress limiter is necessary,
then we want to apply the same model to some flow in a rotating frame of
reference. Hence the model would benefit from a rotation correction and the
stress limiter should be switched off since rotation/curvature corrections are
more often than not, derived from the analysis of homogenous turbulence, and
the limiter could interfere with the calibration. Although there is no explicit
overfitting involved, we have preemptively changed the model to better fit the
data. This is not that different from changing the values of free coefficients
corresponding to some modification in hopes of improving the agreement with
the data, although not as explicit in its ad hocness. Models using the eddy
viscosity concept are so fundamentally broken, that very good agreement with
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Conclusion

the validation data can be obtained only with some ad hoc explicit specializa-
tion of the model if the various cases considered are vastly different. Models
seem to be more like templates ready for specific applications. It doesn’t mat-
ter if one fiddles with the coefficients to arrive at a better result or if one
decides to use a more “appropriate” formulation of the model for the case at
hand. The underlying problem isn’t the actual fine-tuning itself, but the flow
configurations upon which it is based - the configurations are sufficiently sim-
ple that there are only one or two dominant features for which the model has
to be adjusted. In the impinging jet case, it was the inviscid stagnation, and
in infinite serpentine, it was streamline curvature and pressure-induced sepa-
ration. But we haven’t considered a possible configuration, where all three of
these features are present. Then we are again stuck with such a modification,
that doesn’t work too well for one problem and doesn’t spoil the results too
much if it is not appropriate to use - a stress limiter.

It seems to the author that the only way to properly get out of this dilemma
is to reject the Boussinesq altogether and use full second-moment closures
instead. None of the issues discussed above ever apply to Reynolds stress
models, there is no stagnation anomaly or insensitivity to curvature/rotation.
The concept of a “remedy” or a “correction” doesn’t make sense in full second-
moment closures. The author will try his best to gain more insight into the
principles of Reynolds stress modeling.
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Appendix A
Grid refinement studies

Grid refinement studies were done for all the cases considered in this the-
sis. The report of the studies will be done in accordance with the method
first introduced by Roache [46], which is based on Richardson’s extrapolation.
First some suitable quantity of interest f has to be defined, with which the
whole convergence study will be conducted. All studies were done over three
grids, with constant refinement ratio r ≐

√
2, order of convergence was

thus established as the following:

p = ln(f3 − f2
f2 − f1

) / ln(r).

The grids and quantities f are indexed from finest to coarsest mesh in ascend-
ing order, so “Grid 1” will denote the finest grid, and f1 is the quantity of
interest obtained from the finest grid. Since three grids were considered, the
factor of safety could be set to Fa = 1.25 in the definition of grid convergence
index:

GCI = Fa∣ε∣
(rp − 1) ,

where the relative error ε = (f2 − f1)/f1. The most important aspect of
these convergence studies is to find out whether the solutions lie within the
asymptotic range of convergence, in other words, the following ratio has to be
close to unity:

C = rp GCI12
GCI23

≈ 1.

A.1 Impinging jet, cases H/D = 2, H/D = 6

We were primarily focused on correctly predicting the heat transfer rates for
both cases, so a surface averaged temperature flux from the plate q̇ was defined
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A. Grid refinement studies

to quantify discrepancies between the three grids:

q̇ = ∬r≤rlim
∇T ⋅ dS

∬r≤rlim
1dS

.

The value of rlim = 3.5D was used for H/D = 2 case, rlim = 4.5D was used for
H/D = 6 case (D is the diameter of the nozzle). Both refinement studies were
done for the φ − f model with a time-scale limiter employed (Clim = 0.5). We
can see in tables A.1 and A.2 that the solutions lie in the asymptotic range of
convergence, since C ≈ 1. Due to a lack of sufficient computational recourses
and a large number of computations conducted, the meshes chosen to compute
the presented results were actually not the finest ones, but the coarser ones
with the designation “Grid 2”.

Relative grid spacing Number of cells q̇ (K m−1)
Grid 1 1 200 334 79 957.5
Grid 2 ≐

√
2 100 125 80 960.4

Grid 3 ≐ 2 50 053 82 595.6

Grid comparison GCI (%)
Grid1 - Grid2 1.9385 p = 1.645
Grid2 - Grid3 3.3878 C = 1.0119

Table A.1: Summary of the grid refinement study for impinging jet H/D = 2.

Relative grid spacing Number of cells q̇ (K m−1)
Grid 1 1 220 280 73 509.4
Grid 2 ≐

√
2 110 109 74 031.1

Grid 3 ≐ 2 55 070 75 004.1

Grid comparison GCI (%)
Grid1 - Grid2 1.0255 p = 1.798
Grid2 - Grid3 1.8992 C = 1.007

Table A.2: Summary of the grid refinement study for impinging jet H/D = 6.
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A.2. 2D infinite serpentine

A.2 2D infinite serpentine

The choice of appropriate parameter with which the author conducted a refine-
ment study was motivated by how the authors of the article [7] defined surface
averaged friction velocities for the inner and outer walls of the serpentine:

uτi =
1
Si
∫

Si

uτ dS; uτo =
1
So
∫

So

uτ dS, (A.1)

where subscripts “i” denote the inner and “o” outer wall respectively. The
author found it easier to compute the means of absolute friction velocities:

∣uτi∣ =
1
Si
∫

Si

∣uτ ∣ dS; ∣uτo∣ =
1
So
∫

So

∣uτ ∣ dS. (A.2)

Note that the individual friction velocities in the separation region are neg-
ative, but will be added to the total sums in (A.2) as positive values. Then
the averaged velocities were combined into a single friction velocity as it was
done in the article:

∣uτ ∣ =
√

0.5 (∣uτi∣2 + ∣uτo∣2).

This definition of total surface averaged friction velocity was used in the re-
finement study. This time, the study was done with the φ − f model without
any modifications applied.

The results of the study are shown in table A.3. The parameter ∣uτ ∣ seems
to have almost reached grid convergence. Authors of the article describing
the DNS of infinite serpentine have also done a mesh convergence study and
have found out that the results are very sensitive to the mesh refinement in
the normal direction of the walls, but much less so to the refinement in the
streamwise direction. Thus a preventive measure was taken and the coarsest
grid already contained 150 cells with very small cell-to-cell expansion ratio <
1.05 (with values of y+ still below one). If the coarsest grid wasn’t constructed
this way, the computed values of GCI could easily rise to > 10 %, as the
author experienced firsthand. Again the grid designated as “Grid 2” was
used to compute the presented results, for the same reasons as in the case
of an impinging jet. The convergence rates were somewhat higher than in
the impinging jet, so computing on a grid of 192 000 cells wasn’t as time-
consuming.
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A. Grid refinement studies

Relative grid spacing Number of cells ∣uτ ∣ (m2s−2)
Grid 1 1 384 000 0.203 084 24
Grid 2

√
2 192 000 0.203 219 23

Grid 3 2 96 000 0.203 463 21

Grid comparison GCI (%)
Grid1 - Grid2 0.1029 p = 1.707
Grid2 - Grid3 0.1858 C = 1.00066

Table A.3: Summary of the grid refinement study for 2D infinite serpentine.
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