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ABSTRACT

Hyperspectral imaging (HSI) represents a highly advanced field within optical imaging tech-
niques that integrates standard imaging and spectroscopy methods across a wide range of
spectral bands, including visible and infrared. In general, the domain of HSI encompasses
a number of technical aspects such as instrument design, data preprocessing, data compression,
spectral pattern analysis, target detection, and cutting-edge machine learning techniques. In
the field of instrumentation, there is currently a strong demand for new devices that can enable
HSI in the thermal infrared region with high spectral resolution. At the same time, there
is an ongoing search for areas where HSI or multispectral imaging (exploiting the spectral
characteristics of real objects) can be applied or enhance existing solutions to increase their
efficiency. This thesis provides a comprehensive overview of the HSI topic with an emphasis
on advanced HSI techniques and the study of spectral properties for potential real-world
applications. The core of the work is a collection of journal publications, two of which have
a key role in the investigation of a novel spatio-spectral hyperspectral system based on an
acousto-optic tunable filter (AOTF). In particular, the research focuses on optimizing the
design of a novel quasi-collinear AOTF and Wollaston polarizer. These designs take advantage
of the promising anisotropic mercurous halide-based crystals that allow the spatio-spectral
system to operate in the thermal spectral region. The next core publications examined two
diverse applications where the spectral characteristics of different objects of interest obtained
from hyperspectral or multispectral imagery can be exploited. The first of these studies
focused on ground-based remote sensing, investigating the segmentation of clouds based on
their spectral (color) characteristics using image data from WILLIAM (WIde-field aLL-sky
Image Analyzing Monitoring system). In particular, significant progress has been made in
identifying color variations among different cloud types within a specific color space. This
finding could lead to an automated method of classifying cloud types based on their color
characteristics. The second promising application investigated the spectral variations among
diverse hyperspectrally captured inkjet photo prints, and thus the variations among the diverse
inks themselves. This was done using principal component analysis and spectral similarity
measures, parts of which were also exploited in the previous publication to assess cloud color
characteristics. The results showed significant differences between professional pigment-based
prints and hobby dye-based prints implying the possibility of using the hyperspectral system
as a simple tool for their identification and potentially for detecting printed artwork forgeries.

Keywords: Hyperspectral Imaging (HSI), Hyperspectral Systems, Spatio-spectral Imaging,
Quasi-collinear Acousto-optic Tunable Filter (AOTF), Crystal Polarizers, Mercurous Halides,
Visible Band, Infrared Band, Spectral Similarity Analysis, WILLIAM, Clouds Color Analysis,
Inkjet Print Analysis, Counterfeit Detection, Principal Component Analysis (PCA).
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ABSTRAKT

Hyperspektrálńı zobrazováńı (HSI) představuje vysoce pokročilou oblast optických zobra-
zovaćıch technik, která integruje standardńı metody zobrazováńı a spektroskopie v širokém
rozsahu spektrálńıch pásem, včetně viditelného a infračerveného. Obecně oblast HSI zahrnuje
řadu technických aspekt̊u, jako je konstrukce př́ıstroj̊u, předzpracováńı dat, komprese dat,
analýza spektrálńıch vzor̊u, detekce objekt̊u a moderńıch technik strojového učeńı. V oblasti in-
strumentace existuje v současné době silná poptávka po nových zař́ızeńıch, která by umožňovala
HSI v tepelné infračervené oblasti s vysokým spektrálńım rozlǐseńım. Současně prob́ıhá hledáńı
oblast́ı, kde lze HSI nebo multispektrálńı zobrazováńı (využ́ıvaj́ıćı spektrálńı charakteris-
tiky reálných objekt̊u) použ́ıt nebo vylepšit stávaj́ıćı řešeńı a zvýšit tak jejich účinnost.
Tato práce poskytuje ucelený přehled tématu HSI s d̊urazem na pokročilé techniky HSI
a studium spektrálńıch vlastnost́ı pro potenciálńı aplikace v reálném světě. Jádrem práce
je soubor časopiseckých publikaćı, z nichž dvě maj́ı kĺıčovou roli při zkoumáńı nového pros-
torověspektrálńıho hyperspektrálńıho systému založeného na akusticko-optickém laditelném
filtru (AOTF). Výzkum se zaměřuje zejména na optimalizaci návrhu nového kvazikolineárńıho
AOTF a Wollastonova polarizátoru. Tyto návrhy využ́ıvaj́ı perspektivńı anizotropńı krystaly
na bázi halogenid̊u rtuti, které umožňuj́ı provozovat prostorový spektrálńı systém v tepelné
spektrálńı oblasti. V daľśıch publikaćıch byly zkoumány dvě rozd́ılné aplikace, kde lze využ́ıt
spektrálńı charakteristiky r̊uzných zájmových objekt̊u źıskaných z hyperspektrálńıch nebo
multispektrálńıch sńımk̊u. Prvńı z těchto studíı se zaměřila na pozemńı dálkový pr̊uzkum a zk-
oumala segmentaci oblak na základě jejich spektrálńıch (barevných) charakteristik s využit́ım
obrazových dat ze systému WILLIAM (WIde-field aLL-sky Image Analyzing Monitoring
system). Významného pokroku bylo dosaženo zejména při identifikaci barevných rozd́ıl̊u
mezi r̊uznými typy oblak v rámci určitého barevného prostoru. Toto zjǐstěńı by mohlo vést
k automatické metodě klasifikace typ̊u oblak̊u na základě jejich barevných charakteristik.
Druhá slibná aplikace zkoumala spektrálńı rozd́ıly mezi hyperspektrálně zachycenými ink-
oustovými fotografickými výtisky, a tedy rozd́ıly mezi samotnými inkousty. K tomu byla
použita analýza hlavńıch komponent a spektrálńı metriky, z nichž některé jejich části byly také
využity v předchoźı publikaci posuzováńı barevných charakteristik oblak. Výsledky ukázaly
významné rozd́ıly mezi profesionálńımi výtisky na bázi pigmentu a hobby výtisky na bázi
barviv, což naznačuje možnost využit́ı hyperspektrálńıho systému jako jednoduchého nástroje
pro jejich identifikaci a potenciálně i pro odhalováńı padělk̊u tǐstěných uměleckých děl.
Kĺıčová slova: Hyperspektrálńı zobrazováńı (HSI), hyperspektrálńı systémy, prostorově
spektrálńı zobrazováńı, kvazikolineárńı akusticko-optický laditelný filtr (AOTF), krystalové
polarizátory, halogenidy rtuti, viditelné pásmo, infračervené pásmo, analýza spektrálńı podob-
nosti, WILLIAM, analýza barev oblak, analýza inkoustového tisku, detekce padělk̊u, analýza
hlavńıch komponent (PCA).
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1
INTRODUCTION

Hyperspectral imaging (HSI), often referred to as imaging spectroscopy, is an emerging field
of science that combines two broad scientific and technical areas: standard imaging and
spectroscopy [1]. This unique combination allows the acquisition of standard two-dimensional
(2D) image information of the imaged scene, but at the same time, each of the imaged pixels
(image points) is enriched with continuous spectral information. Thus, a third additional
dimension with spectral information is added to the acquired 2D spatial information of the
scene, resulting in extensive three-dimensional (3D) data. This type of data is usually called
a hyperspectral cube or hypercube and consists of multiple 2D image slices depending on
the number of channels (corresponding to specific wavelengths) captured. An example of
a hypercube constructed in this way is shown in Figure 1.1, where x and y denote the two
spatial coordinates and λ denotes the spectral coordinate.

Fundamentally, considering the imaging part, HSI builds upon its predecessors [3], such as
monochromatic imaging (capturing only intensities), the well-known red, green, blue (RGB)
imaging (considered as limited multispectral imaging), and standard multispectral imaging.
As the name of each imaging technique suggests, the main difference between the approaches
lies in the number of spectral channels captured during imaging. Whilst HSI allows obtaining
continuous spectral information from tens to thousands of spectral channels for each spatial
pixel, multispectral imaging operates only with a decreased number of spectral channels, usually
up to 10. In comparison, monochromatic imaging captures only an intensity channel/profile
of the captured scene, and the differentiation from the RGB imaging is apparent. Although
standard RGB imaging can be considered as multispectral, it is limited to three captured
channels – red, green, and blue. Nevertheless, as already mentioned, if one looks at all the
presented sensing techniques, it is true for all of them that the more advanced ones (with more
spectral channels) always build on the foundations of the previous ones, both in sensing and
in subsequent image processing. The comparison between all the mentioned types of imaging
is illustrated in Figure 1.2.

HSI typically operates in many possible, often different, but sometimes overlapping spectral
bands, depending on the design of the HSI system [4]. The width of the operational spectral
band also highly depends on the design and used dispersive components. Sorting the spectral
bands from lower to higher wavelengths of the electromagnetic spectrum, HSI typically ranges

1



1. Introduction

Figure 1.1: An example of a hyperspectral image (hypercube). This image shows the division
of the captured image into a large number of spectral images, each corresponding to one
captured spectral channel. The same spectral division is shown for the single-pixel example
from the sample image, which is bounded by the red rectangle. The spatial coordinates are
denoted as x and y, and the spectral coordinate corresponds to the symbol λ. The test pattern
designed by © Bill Atkinson, Jack Flesher, and Uwe Steinmueller [2], which is widely used
in the print quality assessment community, serves as the template for this and several other
hyperspectral image examples in the thesis.

from the ultraviolet (UV) spectral band to the thermal-infrared (TIR) part of the long-wave
infrared (LWIR) spectral band. The division of spectral bands with indicated wavelengths for
hyperspectral imaging is shown in Figure 1.3.

Although UV HSI systems have become increasingly popular in recent years [5–7], their
construction and parameter optimization are still highly challenging. Evaluating the use of
hyperspectral sensing in the past years, it can be concluded that most systems operate in the
visible (VIS) and infrared (IR) regions [8–11]. A very common combination of hyperspectral
systems are those that operate in the visible near-infrared (VNIR) spectral band [12–15]. In
addition, systems operating only in the near-infrared (NIR) [16–18], short-wave infrared (SWIR)
[19–22], mid-wave infrared (MWIR) [23–25], and the already mentioned LWIR bands [26–32]
are also often used. The farther away from the visible spectral range, the more challenging
(due to low photon fluxes in natural illumination conditions) it is to design hyperspectral
systems and to supply and use optical elements in them. These systems are often limited
by the spectral bandwidth in which they operate, spectral resolution, signal-to-noise ratio
(SNR), and many other parameters [33–36]. New systems that improve these parameters,
expand their potential applicability, and introduce new HSI approaches are both valuable and
desirable. A very recent and promising concept of a hyperspectral system that could operate
in several spectral bands (from VIS to LWIR) is the Thermal Hyperspectral Imaging System
(THETIS) project initiated by European Space Agency (ESA). Some of its operating principles
have been described in more detail in [37, 38]. A major advantage of the THETIS system is
the planned integration of optical devices (polarizers and acousto-optic tunable filters) based
on promising optical materials such as mercurous halides [39–41]. These optical materials
offer enormous potential for use as substrate materials for optical devices useful (not only) in
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Figure 1.2: A comparison of types of imaging techniques. Similar to the previous Figure 1.1,
the spatial coordinates are denoted as x and y, and the spectral coordinate corresponds to the
symbol λ. An example of obtained image pixel values is given for each specific technique.

hyperspectral systems operating in multiple spectral bands. However, the optimization and
the overall development of these optical devices is still in the research phase. More about the
properties of these materials, their current research, and their use in hyperspectral imaging
will be presented in later sections of this thesis.

Returning to the use of HSI, the choice of hyperspectral system, and therefore the spectral
region of interest, depends primarily on the application and research being conducted. The
immense potential of HSI is reflected in the enormous list of applications that grows every year.
Over the past years, many new applications of HSI have emerged in various fields of science and
technology. Nevertheless, at least some of the most important ones can be mentioned in this
thesis. For example, among the significant applications of HSI with high impact on everyday
life can be mentioned food quality inspection [17, 42–48], especially focused on meat of various
kinds [12, 13, 16, 49–55] or fruits and vegetables [19, 56–61]. These more or less laboratory
applications are also related to the involvement of HSI in agriculture [35, 62–66], both for
monitoring of crops health and condition [67–70], but also for measuring moisture content
[71–73] and assessing soil quality or contaminants [74–78]. Similarly, HSI is used for the
biology of plants [79–82] or inspecting of vegetation [83–85]. The vegetation inspection and soil
evaluation bring us to HSI applications in geology [86–89] but most importantly to a remote
inspection of the Earth, in general. Remote sensing is one of the most exploited and original
applications of HSI [63, 85, 90–93]. Many systems are currently located on various satellites

3



1. Introduction

[94–96], and more are coming [97]. Leaving aside standard airborne HSI systems [98, 99],
unmanned aerial vehicles (UAV) are also used more and more frequently [84, 100–103]. Apart
from previously mentioned vegetation, agriculture, and geological applications, many such
UAV systems then serve, for example, for military surveillance purposes [104]. Returning to
more down-to-earth use cases, HSI plays an important role among forensic tools [105–108], but
also in the assessment of cultural heritage [109–111] and evaluation of the authenticity of works
of art [112–114]. Nevertheless, some of the most deserving and advanced HSI applications are
in biological imaging [115–117], biomedicine [118–121], or medicine in general [10, 122–125].
Thus, HSI finds its use as a surgical or clinical tool [126–128] and the acquired medical data
can then be used as an input for a variety of image processing tools, and classification or
recognition models [125, 129, 130].

0.2 0.4 0.8 1.0 1.7 2.5 3.0 5.0 8.0 12.0 15.0 1000

wavelength (μm)

UV VIS NIR

SWIR

MWIR TIR

LWIR

FIR

VNIR
Figure 1.3: A selection of electromagnetic spectra relevant to HSI. The range is given from
the UV to the FIR (far infrared) spectral band.

One can see the endless possibilities for new applications of HSI, and new trends are
constantly emerging [131]. The same is true for the individual processes involved in HSI, each
of which can be considered a separate scientific and technical discipline. A simplified list of
processes and tasks integrated within a technical field of HSI is shown in Figure 1.4. The
figure can also show a step-by-step or task-by-task flowchart (pipeline or chain) covering all
major HSI disciplines from the photonic system design of the hyperspectral system through
calibration, image data preprocessing, data preparation, and postprocessing. This flowchart is
an extended version of the technical workflow diagram presented in [81]. At first glance at
Figure 1.4, the multidisciplinary nature of HSI is evident. In general, HSI can be divided into
three main areas or parts, which are:

◦ Imaging part,

◦ Image data preprocessing part,

◦ Data exploitation and processing part.

The imaging part involves the overall photonic design of the HSI camera system and its
optimization, followed by the actual acquisition of hyperspectral images. The overall design
(optical and electronic parts) determines the operational spectral bands, the spectral and
spatial resolution, and thus the final quality of the output image data [4, 96]. The output
image parameters are then influenced by the system setup, its settings, and the adjustment of
the scanning mode. The acquired hyperspectral data then enters the image data processing
pipeline. At this stage, image calibration is applied to remove the effects of illumination,
aberrations, and instrument noise, while taking into account the transfer function of the
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imaging system to produce a calibrated data output. The next phase is the initial data
preprocessing involving image and signal processing tasks [132–135] such as normalization,
filtering and smoothing, position and distance correction, fusion or masking. The adjusted
hyperspectral image data is then explored and further preprocessed in terms of dimension
reduction and selection of the most significant wavelengths due to the high redundancy between
spectral channels. The patterns and features can then be explored and extracted from the
reduced image data. Subsequently, the spectral unmixing [136] can be applied, or the features
can proceed to the final data exploitation stage. In the final stage of the HSI pipeline, the
preprocessed data are taken and prepared for the specified postprocessing algorithms and
models [137–142], which are then optimized. The output results are then interpreted and
used for identification, detection, prediction, or quantification, depending on the previous task
definition.

Imaging

Image acquisition

Calibration

Image data preprocessing Data exploitation & processing

Data exploration

Instrument settings

Binning
(spatial / spectral)

Camera system
Data preparation

Preprocessing
Method / Model

Application

Specification

Objective lens 

Illumination

Modeling

Design & optimization

Radiometric

PSF

Spatial

Feature extraction

Spectral unmixing

Dimension reduction

Wavelength selection

Pattern recognition

Traning data 

Validation data

Test data

Distance correction

Masking

Normalization

Filtering 

Spectral smooting

Position correction Model calibration

Model validation

Classification

Segmentation

Regression
Quantification

Data interpretation

Data identification

Prediction

Target detection

Sensing mode

Wavelength

Figure 1.4: Disciplines and processes related to HSI. The red dashed rectangle defines the
main focus areas of the thesis.

The HSI pipeline, or parts of it, can then be used in a variety of applications, as the text
above illustrates, each with its own challenges and problems. This thesis primarily focuses
on two selected major areas of the HSI pipeline: the imaging and image preprocessing parts.
More specifically, this thesis aims to contribute to these areas or, more precisely, to some
disciplines in the mentioned areas of the HSI pipeline. The two HSI areas of focus of the thesis
are also highlighted within Figure 1.4.

1.1 Objectives of the thesis
Within the selected areas of the HSI pipeline, there are many challenges that need to be inves-
tigated and addressed. In particular, the topic of investigating new hyperspectral approaches
and systems operating in farther infrared bands, such as the LWIR band, continues to gain
popularity in the research community. Moreover, there are still many important applications
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1. Introduction

and problems that can be more efficiently or accurately solved via imaging by incorporating
more spectral channels, or even different spectral bands than in standard visible imaging.
These applications require the proper study and exploration of the spectral characteristics of
the captured objects of interest. From the overview of the topics, two main specific objectives
of the thesis focus on HSI emerge:

[G.1] Propose a design and optimization analysis of optical devices based on
mercurous halides, exploitable and applicable for infrared (e.g., thermal)
acousto-optic-based hyperspectral imaging.

[G.2] Investigate and evaluate spectral feature discrimination methods for dif-
ferent objects of interest acquired via multispectral and hyperspectral
systems.

Nevertheless, these two main and broad objectives are also linked to a number of specific
sub-objectives and milestones.

The first goal [G.1] is related to the design of specific optical components for the development
of a polarization-sensitive thermal hyperspectral imaging system and includes these specific
milestones:

■ Investigate the optical and acousto-optic (AO) properties of mercurous halides and
compare them against different optical materials.

■ Propose a model of an acousto-optic tunable filter (AOTF) applicable to thermal
HSI.

■ Analyze the parameters of the AOTF model based on mercurous halides and verify
its possible hyperspectral operation.

■ Propose an optimization scheme of a mercurous halide-based polarizer necessary for
the mercurous halide-based AOTF operation within the LWIR region.

■ Optimize and discuss the polarizer model for a broadband (VIS–LWIR) operation.

For the second goal [G.2], the appropriate applications of spectral feature exploration and
analysis need to be defined. In particular, two main specific applications have been identified as
very promising. The first one uses daily image data from all-sky meteorological multispectral
imaging systems. The second one is based on hyperspectral systems capable of capturing fine
art prints. Both identified applications are highly suitable for exploring the spectral properties
of the selected object of interest and subsequently evaluating their potential use in practice
(more details are given in the next chapter). Regarding the second goal of this thesis, the
first key application is focused on the ground-based spectral (color) investigation of cloud
phenomena for meteorological purposes. Ideal for this investigation is multispectral (RGB)
data of the all-sky monitoring system, the WIde-field aLL-sky Image Analyzing Monitoring
(WILLIAM) system. The second pre-selected application involves a VNIR hyperspectral
system SPECIM PFD4K-65-V10E (available at the Department of Radioelectronics, Faculty
of Electrical Engineering, Czech Technical University in Prague). This system can be easily
utilized for the hyperspectral capturing of fine art prints with the goal of forgery identification.
Thus, the second goal [G.2] brings together these specific milestones:
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■ Extract the cloud color-based signatures (features) from available all-sky image data
from the WILLIAM system.

■ Assess the color spaces suitable for the feature extraction.

■ Investigate the properties of color features for different cloud types.

■ Extract the spectral feature of diverse inks using VNIR hyperspectral system with
subsequent data processing.

■ Investigate and compare the spectral features of diverse fine art ink prints.

■ Evaluate the suitability of the VNIR hyperspectral system for possible fine art print
forgery identification.

The elaboration of these defined objectives, focusing on HSI topics in different spectral
regions, is presented in the main part of this thesis through the author’s four core publications
[A.1, A.2, A.3, A.4]. Before that, however, the proposed topics, which are in line with the
aims of the thesis, are presented in more detail in the following chapter on contributions and
state of the art.

1.2 Thesis outline
The thesis is divided into six main chapters. After introducing the HSI topics and the aims
of the thesis in Chapter 1, the author’s contributions and the related state of the art are
described in Chapter 2. The next two chapters, Chapter 3 and Chapter 4, then present the
core of the thesis, based on a compilation of the author’s journal publications, within which
each publication is also described in terms of its relevance and relation to the thesis topic.
The results are then summarized and discussed in Chapter 5, along with opportunities for
future follow-up research and other challenges. The thesis is then concluded in Chapter 6.
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2
CONTRIBUTIONS & RELATED STATE OF
THE ART

Following the defined objectives of the thesis, which deal with the use of mercurous halide-based
optical devices for HSI and with the exploration of spectral properties (features) in predefined
applications, this chapter presents, in several sections, the current progress and state-of-the-art
areas related to these objectives. Some parts of this chapter have been adopted and modified
from the author’s core publications [A.1, A.2, A.3, A.4], which are incorporated into the main
body of this thesis. The purpose of including these excerpts is twofold: first, to introduce
the author’s specific contributions, and second, to provide a contextual framework for the
selected topics while clarifying their fundamental concepts. The chapter is divided into five
main sections. The first section introduces the current hyperspectral systems and techniques
used for HSI in general. The next section is focused on the highly promising optical materials
- mercurous halides, their properties, and their possible utilization for hyperspectral systems.
In the following section, the focus shifts from hyperspectral systems to acquired hyperspectral
data and analysis of spectral properties of objects of interest for predefined applications.
Therefore, these sections describe selected hyperspectral and multispectral application cases
and methods for spectral feature analysis.

2.1 Hyperspectral imaging techniques and instrumentation

Regarding the HSI topic, one of the first steps is the selection, or in some cases, the sole
optoelectronic design of the imaging system and acquisition technique. The design must match
the intended application and the operational spectral band. In addition to the operational
band, the spectral and spatial resolution of the system should be considered.

In general terms, the construction of the hyperspectral imaging system can be divided
into four main parts - the imaging part, the illumination part, the sample stage part, and
the electronic (computer) driving part [48]. The most technique-determining is definitely the
imaging part of the hyperspectral system, or more precisely, the construction of a dispersion unit
(spectrograph/spectral separation unit/diffractive device) used within the system. Dispersive
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(a) (b) (c)

(d) (e)

Figure 2.1: An illustration of hyperspectral techniques and their fundamental principles.
Figure 2.1a represents the whisk-broom (point-scanning) technique. Figure 2.1b corresponds
to the push-broom (line-scanning) technique. Figure 2.1c represents the snapshot (non-
scanning) technique. Figure 2.1d shows the staring (spectral scanning) technique. Figure 2.1e
illustrates the hybrid spatio-spectral technique.

units can take the form of prisms, gratings, interference-based standard filters, linear variable
filters (LVF), Fabry–Perot (FP) type filters, and electronically tunable filters. The other
elements of the imaging part, such as frontend optics (FEO), backend optics (BEO), polarizers,
and sensors, are mostly selected and designed to be compatible with the used dispersion unit.
The use of the optical elements must also be consistent with the planned operational spectral
band since not all the materials used for the devices are applicable for broadband operation.

Nowadays, there are several techniques used to obtain a hyperspectral image. The most
common are currently three main approaches [96]: spatial scanning principle, snapshot
principle, and spectral scanning (staring) principle. The fourth, relatively new principle that
combines the previous techniques is the spatio-spectral scanning [37, 143, 144], which was also
the subject of interest in [A.2]. The principle example of operation for each one of them can
be seen in Figure 2.1.

The choice of hyperspectral technique depends heavily on the application. The two
common spatial scanning techniques are the whisk-broom or point-scanning mode and the
push-broom or line-scanning mode. The push-broom technique is currently the most widely
used solution for commercial applications. However, as the name implies, a hyperspectral
image is acquired using the spatial scanning principle, either in one or two spatial directions,
which is time-consuming. Therefore, capturing the entire instantaneous hyperspectral image
at once, or the snapshot technique, is of great interest to system designers. On the contrary,
the snapshot technique is constrained by a highly complex design and limitations in spectral
and spatial resolution. Frequently exploited is also the spectral scanning (staring) principle,
but with limitations in spectral channel acquisition (using standard interference filters) or
complicated design and optimization (using electronically tunable filters). Probably the most
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recent, and still under investigation, is the spatial-spectral principle. This technique spreads
different spatial parts of the scene into different spectral channels, which are displayed on
the detector/sensor. For its functionality, it needs scanning through space or changing the
parameters of the dispersive element, which enables the tunable filters [A.2]. More details on
selected HSI techniques are provided in the following sections. The additional comprehensive
list of hyperspectral approaches and systems can be found in [3, 97].

2.1.1 Whisk-broom

The whisk-broom mode is the most simplistic among the hyperspectral systems. As the name
suggests, the captured scene is scanned point by point, which is limited by the sampling pixel
point size of the used system sensor. For the purpose of whisk-broom mode operation, some
kind of line-type detector is usually used. Each of the scanned pixels of the scene is then
dispersed on the line detector. Thus, to obtain a final hyperspectral image IHS(x, y, λ), the
scene must be scanned in both orthogonal spatial coordinates x, and y while keeping the
wavelength dispersion constant, which is very time-consuming.

On the contrary, the great advantage of the whisk-broom system is a simple design, no
keystone distortion [145, 146], and a wide field of view (FOV) not limited by a standard 2D
sensor composition. The most famous among the whisk-broom systems is undoubtedly the
Airborne Visible / Infrared Imaging Spectrometer (AVIRIS) system introduced by the National
Aeronautics and Space Administration (NASA) in [147]. The usage of the whisk-broom system
has also been found in confocal microscopy [148] but also in cultural heritage [149].

However, due to the impracticality of long-term scene acquisition while aiming at very
high spectral and spatial resolution, the need for a mechanical scanner with moving parts
for its operation, and the possible spatial dissimilarity (incongruence) of the final image, the
whisk-broom systems have been gradually replaced by the push-broom mode.

2.1.2 Push-broom

The majority of the current hyperspectral systems operate in a push-broom mode. The reason
for this is that it offers several advantages over other hyperspectral approaches. The push-
broom system is optimized for a line-scanning principle while dispersing the captured line of
the scene into a whole spectrum with parameters defined by the system imaging properties.
For this purpose, the slit is integrated into the system. This allows the system to use standard
2D sensors for line spectral dispersion over the entire sensor area. Movement of the system is
therefore only required in one direction. Compared to a whisk-broom system, the push-broom
mode is faster (100 times [9]), allows longer integration time (improved SNR), and improves
the possible spatial dissimilarity (incongruence) that may occur.

Moreover, it does not really matter whether the system is satellite-based [97], UAV-based
[103] or used for laboratory measurements [81]. The push-broom systems are suitable for each
of these applications. In addition, the push-broom systems usually do not require moving
parts for satellite- and UAV-based applications. The situation is different for laboratory
(bench-top) or industrial applications. These systems almost always need to incorporate some
sort of moving table or conveyor belt that is connected to the camera (to set the imaging
parameters), or the camera itself has to be mounted on some moving parts (also aligned with
camera drivers). An example of a laboratory push-broom system used in [A.3] for the analysis
of inkjet photo prints is shown in Figure 2.2.
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Figure 2.2: Laboratory (bench-top) line-scanning (push-broom) system. Adopted from [A.3]
and modified.

However, the push-broom mode also introduces some other disadvantages. The overall
optical design of the system is much more complicated, and the systems require correction
for the spatial and spectral distortions (keystone and smile) [145]. In addition, the FOV of
the system is limited by the finite number of pixels of the sensor. Although the push-broom
system mitigates the temporal limitation [150] of the scanning system, new hyperspectral
approaches are being tested and developed to overcome this problem.

2.1.3 Snapshot principle

An interesting topic regarding the principles of hyperspectral imaging is the snapshot approach.
This type of imaging focuses on the direct acquisition of the hyperspectral image (3D hypercube)
in a single capture (snapshot) [151]. This approach does not involve any kind of scanning, and
the image can be obtained in a single integration time of a sensor or detector array. However,
it usually requires a detector with a significant number of pixels. Therefore, special optical
devices are usually required for the snapshot system. A snapshot system typically includes
multiple prisms, diffraction gratings, or microlenses that form different types of spectral images
at different positions on a detector. The software processing is then used to reconstruct the
hyperspectral image.

According to [152] the snapshot systems can be divided into several groups: spectral
filter array methods, coded aperture methods, speckle-based methods, and dispersion-based
methods, each with pros and cons. The general advantages and disadvantages of snapshot
systems are apparent. The very positive aspect is the time it takes to acquire an image.
Moreover, these systems can achieve high sensitivity and light collection. On the contrary, the
snapshot systems often suffer from lower resolution and could be limited in terms of spectral
resolution, number of captured channels, and operational bandwidth. Therefore, the greatest
potential of these types of systems is the ability to acquire images at high speed and to capture
rapidly changing scenes, for example, in the form of hyperspectral or multispectral video.

Regarding applications, snapshot systems find their usage, for example, in medicine [153]
and ophthalmology [154], but also in fluorescence microscopy [155] and many other disciplines
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[156]. However, due to the aforementioned system complexity and lower resolution, snapshot
hyperspectral imaging can still be considered at an early stage, and the technology is still
under development.

2.1.4 Staring systems

The last commonly used hyperspectral technique is staring, sometimes called the spectral
scanning principle. To obtain a hyperspectral image, some sort of filter device is needed to
select the specific transmitted wavelengths (channels). These spectral filters can take the form
of an interference filter, which is attached to some kind of filter wheel, or an electronically
tunable type of filter such as an AOTF, or a liquid crystal tunable filter (LCTF) [157, 158].
The whole spatial dimension of the scene can be captured instantly, and the spectral part of
the final hyperspectral image is obtained step by step by changing the filters or tuning the
filter to pass only a certain wavelength. In particular, research on hyperspectral systems based
on LCTF and AOTF has become increasingly popular in a variety of applications [159–161].

In general, LCTF filters use tunable liquid crystal (LC) elements that allow a specific
wavelength to pass while blocking the others. The standard principle is based on the Lyot-
Ohman approach [162], which involves the transmission of radiation through a sequence of
nematic liquid crystals and polarizers [163]. The arrangement of the LC elements is determined
by the applied electric field, resulting in a transmitted spectrum with a central peak at one
wavelength and near-zero transmission at other wavelengths. By stacking multiple polarization
and LC elements, the width of the transmitted wavelength peak can be reduced, and other
wavelengths can be more strongly suppressed. In practical implementations, the speed of
the LCTF device depends on the thickness of the LC elements and the temperature. The
main advantage is the ease of integration into optical systems. The disadvantage is the
relatively high loss of transmitted radiation due to multiple propagations through polarizing
elements. Among the most important applications of LCTF-based hyperspectral systems can
be considered, for example, food inspection [164] and medicine [159].

The AOTF devices, sometimes called Bragg cells, are mostly based on a Bragg diffraction
AO phenomenon [165] (more on that in Section 2.2.1). The AOTF device usually consists of an
electronically driven piezoelectric transducer that emits the acoustic wave into an anisotropic
(typically) optical crystal material (substrate material), where the AO interaction between
the incident radiation and the acoustic wave proceeds. The acoustic wave deforms the optical
material. This creates a grating that diffracts the incident radiation into different directions.
The diffraction characteristics of the AOTF depend on the frequency of the acoustic wave.
Tuning the acoustic wave frequency within the filter changes the wavelength of the diffracted
radiation. Since the frequency tuning speed of the acoustic wave within the AOTF is relatively
fast, it is possible to change the properties of the AOTF instantaneously to obtain a complete
hyperspectral or multispectral image. However, the image quality depends on several aspects,
such as the quality of the optical material, the diffraction efficiency of the AO interaction, and
the overall fulfillment of the AO interaction conditions.

There are several modes of operation for the AOTF devices. The two standard modes are
the original collinear [166] and non-collinear [167] interactions and one hybrid mode called
close-to-collinear or quasi-collinear interaction [168], each with its own advantages.

As mentioned above, a number of studies on AOTF-based hyperspectral imaging have been
carried out in recent years [158, 169–176]. However, the operational spectral band of such
AOTF-based systems is severely limited by the properties of the optical substrate materials,
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mainly by their optical transparency. Therefore, it is of great interest to investigate new
materials that are transparent, for example, in the LWIR spectral band, and suitable for AOTF
operation. Mercurous halides are at the forefront of the new materials under investigation due
to their high anisotropy and optical transparency from the VIS to the TIR spectral band and
beyond. Therefore, the following section is devoted to their basic introduction and the recent
research that has been conducted with an emphasis on these materials.

2.2 Mercurous halides - promising optical materials and their usage
for VIS - IR hyperspectral imaging

Mercurous halides Hg2X2 belong to the family of dielectric crystals with tetragonal lattice
(I4/mmm) [40, 177]. Their high optical anisotropy and photoelasticity result from the con-
venient structure of parallel chains of linear X-Hg-Hg-X molecules arranged in the direction
of the crystallographic C axis, where the intramolecular bond is mainly covalent, and the
adjacent molecules are bound by van der Waals forces [178, 179].

Three specific members of the mercurous halide group are almost always considered:
mercurous chloride (Hg2Cl2), also known as calomel, mercurous bromide (Hg2Br2), also
known as kuzminite, and mercurous iodide (Hg2I2), also known as moschelite. These optical
crystals hold great promise for the construction of a variety of optical devices. In particular,
acousto-optic devices [180–186], [A.2], polarizers [187, 188], [A.4], or radiation detectors
[189–191].

2 4 6 8 10 12
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Hg2Br2

Hg2I2

TeO2

LiNbO3

PbMoO4

SiO2

MgF2

BaB2O4

YVO4

CaCO3

0.1

Figure 2.3: An example of the optical transmission or transparency range of several selected
common optical materials and a comparison with mercurous halides [39, 192]. The λ symbol
represents the wavelength.

The most competitive advantage of mercurous halides is the unique transmission range
from VIS (sometimes even UV is reported) to LWIR and parts of the FIR spectral bands.
Compared to other commercially available optical materials, the transmission bandwidth of
mercurous halides is enormous and offers considerable application possibilities. According to
the handbook [192] the transmission range of Hg2Cl2 extends over a spectral band that spans
from 0.35 µm to 20 µm. The transparency range of Hg2Br2 and Hg2I2 is even wider, ranging
from 0.4 µm to 30 µm and from 0.45 µm to 40 µm, respectively. The general transmission
comparison between the other optical materials and mercurous halides is outlined in Figure 2.3.
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In terms of optics, mercurous halides are classified as anisotropic or birefringent crystals.
As such, they interact with incident polarized electromagnetic radiation. Their optical
polarization behavior can be evaluated by studying their interaction with the electric field of
electromagnetic radiation. In general, the electric field within a linear dielectric anisotropic
material can be expressed as [193]

E = ϵ−1D, (2.1)

where D represents the vector of electrical induction, E represents the vector of electrical
intensity, and ϵ−1 denotes the tensor of electrical impermeability. The tensor ϵ−1 fully
characterizes the dielectric properties of the material. For an anisotropic material with
a specific symmetry in a principal coordinate system (xyz), the above equation can be further
expressed as Ex
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3 represent the principal values of the electrical impermeability tensor.
The tensor can be visualized as an index ellipsoid in the xyz-coordinate system, described by
the equation
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3
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where n1, n2, and n3 correspond to the refractive indices of the anisotropic crystal. In the
case of mercurous halides, which are classified as uniaxial optical crystals, the refractive
indices are represented as n1 = n2 = no and n3 = ne, where no and ne correspond to the
ordinary and extraordinary refractive indices, respectively. An important direction within
the uniaxial optical material is determined by the optic axis of the crystal. The optic axis
designates a direction along which the material behaves as isotropic for both parallel and
perpendicular polarized input radiation. Therefore, only an ordinary index of refraction applies
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in this direction. The illustration of the index ellipsoid for the Hg2Cl2 crystal, which serves as
a representative member of the mercurous halide family, is shown in Figure 2.4.
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Figure 2.5: An example of the refractive indices (n) of several selected common optical
materials and comparison with mercurous halides. The refractive indices correspond to the
wavelength (0.633 µm) [39, 192]. The no symbol represents the ordinary refractive index. The
ne symbol corresponds to the extraordinary refractive index.

The above leads to the important and already mentioned optical property that makes
mercurous halides unique, which is a significant positive birefringence ∆n. The birefringence
can be expressed as a function of wavelength λ as follows

∆n(λ) = |ne(λ) − no(λ)|. (2.4)

The refractive index dispersion can be approximated, for example, by Cauchy’s formula [194]
denoted as

n (λ) = A + B

λ2 + C

λ4 + D

λ6 + . . . . (2.5)

The coefficients A, B, C, D vary with the selected material. For mercurous halides and their
most used competitor for acousto-optic devices TeO2, the coefficients were taken from [A.2]. By
choosing the standard wavelength corresponding to the HeNe laser radiation (0.633 µm), the
refractive indices Hg2Cl2, Hg2Br2, Hg2I2 can be estimated as no = 1.96, ne = 2.61; no = 2.12,
ne = 2.98; and no = 2.43, ne = 3.88, respectively. A comparison of the refractive indices of
common optical materials with mercurous halides can be seen in Figure 2.5. In addition, the
evolution of the refractive index as a function of wavelength can be seen in Figure 2.6, for all
mercurous halides and TeO2.

Taking into account the refractive index values obtained in this way, one can easily evaluate
the birefringence of the selected optical materials according to the previous equation (2.4). For
the wavelength 0.633 µm the birefringence is then for Hg2Cl2 approximately 0.66; for Hg2Br2
approximately 0.86; and Hg2I2 approximately 1.48. The birefringence of mercurous halides
and TeO2 against the wavelength in the range from 0.4 µm to 12 µm is shown in Figure 2.7.

Another very important parameter of mercurous halides, with respect to optical applications,
is the acousto-optic figure of merit M2 and the very low acoustic wave velocity for the shear
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Figure 2.6: Estimated refractive indices (no, blue - ordinary; ne - extraordinary) of mercurous
halides: Hg2Cl2 (Figure 2.6a), Hg2Br2 (Figure 2.6b) Hg2I2 (Figure 2.6c), and paratellurite
TeO2 (Figure 2.6d). The λ symbol represents the wavelength. Redrawn from [A.2].

mode, which is directly related to M2. Simplistically, M2 is given by [195]

M2 = N6p2
eff

ρV 3 . (2.6)

Note that the acousto-optic figure of merit depends strongly on the crystallographic orientation
and thus on the polarization. Within the expression (2.6), N represents the refractive index
expression (dependent on the incident polarization and acousto-optic diffraction), peff is the
effective elastic-optic coefficient (highly dependent on the crystallographic orientation, the
direction of the radiation, and the acoustic wave propagation within the crystal), ρ is the density
of the crystalline material, and V is the velocity of the induced acoustic wave (depending on
the crystallographic orientation, the mode of the acoustic wave, and the propagation direction).

There are various crystallographic planes that can be annotated by Miller indices and
considered for AO operation. For mercurous halides, the most promising plane with a very low
shear acoustic wave velocity propagation is the crystallographic plane [110], [001] [40]. The
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Figure 2.7: Birefringence ∆n of mercurous halides Hg2Cl2 - blue, Hg2Br2 - orange, Hg2I2 -
green, and TeO2 - red, against wavelenght λ. Partially redrawn from [A.4].

minimal acoustic wave velocities can be reached in a direction [110], where V110 for Hg2Cl2
can be considered as V110 < 350 m s−1, for Hg2Br2 as V110 < 285 m s−1, and for Hg2I2 as
V110 < 255 m s−1. In comparison, for TeO2 is the V110 < 620 m s−1. It is worth mentioning
that for the direction [001], the acoustic wave velocities are much higher - V001 ≈ 1000 m s−1,
and for TeO2 - V001 ≈ 2100 m s−1. Standardly, the estimates for the M2 (considering the
slow acoustic shear wave mode) reach values around 1000 × 10−15 s3 kg−1 for Hg2Cl2, around
2600 × 10−15 s3 kg−1 for Hg2Br2, and around 3200 × 10−15 s3 kg−1 for Hg2I2 [196], compared
to the TeO2 with M2 around 800 × 10−15 s3 kg−1.

However, there is an important issue with these values of M2 for mercurous halides. These
values are only qualified estimates for the crystallographic plane [110], [001]. For this plane
the peff can be expressed as [197, 198]

peff = p44 cos θi sin θa − (p11 − p12)
2 sin θi cos θa, (2.7)

where θi and θa describe the propagation of incident radiation and acoustic waves in the
material (specifically within the crystallographic plane). The symbols p44, p11, p12 represent
elasto-optic coefficients obtained from the fourth-rank elasto-optic tensor. These coefficients
depend strongly on the material properties and are different for each anisotropic material.
This is where the problem arises in determining the values of these elasto-optic coefficients
for mercurous halides. For Hg2Cl2 only the coefficients p11, p12 have been measured and
confirmed (p11 = 0.0551, p12 = 0.44) [192]. The crucial coefficient p44 still remains unknown
during the writing of this thesis. The same applies to the remaining mercurous halides Hg2Br2
and Hg2I2, except that neither p11 nor p12 are known. For this reason, the manuscript [A.2]
attempted to refine the estimate and show how the value of p44 affects M2 for Hg2Cl2.

This brings us to the fundamental limiting factor of mercurous halides and the complication
for their widespread use in the design of standard and commercially available optical devices,
which is the problematic and time-consuming growth, crystal quality, and various chemical
reactions with selected compounds. For this reason, the missing elasto-optic coefficients are
very difficult to determine today and will continue to be so until genuinely functional AO
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devices (with successful and reliable transducer bonding) are constructed, and these coefficients
can then be measured.

Several research institutes around the world are now working on the growth of mercurous
halides. Currently, the mercurous halide crystals (bulks, bouls) are primarily grown via the
Physical Vapor Transport (PVT) method. It is driven by a dynamic temperature field and
corresponding axial and radial temperature gradients. The entire process must be carefully
maintained within narrow physical constraints, making it highly complex (see more in [189, 199–
204]). A related problem is crystal processing and precise polishing. Nowadays, polished
crystals of mercurous halides (mostly Hg2Cl2 and Hg2Br2) reach sizes in the order of tens of
mm [205, 206], a few tens of cm at most1. The limiting factor is the achievable size of high-
quality crystals without bubbles, cracks, scratches, scatter, striae, and other inhomogeneities
[207].

For this reason, it is nowadays essential to optimize the design of mercurous halide-based
optical devices so that their grown crystals can be properly processed and thus prepared for
testing optical applications. The inaccurate and suboptimal design of these devices will result
in inadequate fabrication, which is time-consuming and costly. At the same time, it is critical
to come up with new designs and applications for mercurous halide-based devices to clearly
demonstrate the potential of these materials, which could then lead to pressure to expand
research into their improved growth and processing. This is a way to achieve the transfer from
basic research to flawless manufacturing processes leading to optimum quality of processed
crystals and hence the quality of designed optical devices in the future.

In general, from the perspective of HSI, polarization devices and mercurous halide-based
AOTFs have been identified as very promising devices, especially as building blocks for
a possible unconventional hyperspectral system operating in the thermal (or other infrared)
spectral band, with the promise of high spectral resolution and no moving integral parts.
Therefore, the following sections are dedicated to the introduction of this novel hyperspectral
concept and to the optimization of mercurous halide-based devices. These research areas are
also placed in the context of the current state of the art and the results presented in Chapter 3.

2.2.1 Spatio-spectral hyperspectral system based on quasi-collinear AOTF
The possibilities and approaches of using acousto-optic filters for HSI have been discussed
in the above Section 2.1.4. In particular, the selection of an operational spectral band is
important for the design of the AOTF. Historically, AOTF-based HSI has been limited to
approximately 5 µm (the transmission range of the most widely used AOTF optical material
TeO2), and this is where the scope for mercurous halides opens up, as they are transparent
from VIS to TIR. In the past years, a number of approaches of mercurous halide-based AOTF
designs were investigated [186, 198, 208–214]. However, their exploitation within the complete
imaging system is often limited or not considered in detail.

A completely new approach has been selected by Maksimenka in [37], where the spatio-
spectral AOTF-based hyperspectral system has been introduced. An example of its operation
can be seen in Figure 2.8. The original system was designed for MWIR and LWIR operation
with a collinear-based AOTF. Two breadboard prototypes were built as a proof of concept.
However, it was concluded that the physical properties of the AOTF were identified as the
main limitation of the presented spatio-spectral hyperspectral system. Therefore, a new design

1”Advertised by BBT-Materials Processing, Ltd.”, http://calomel.cz, (2023)
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Figure 2.8: An example of the spatio-spectral AOTF-based hyperspectral system and its
operation.

of a quasi-collinear AOTF suitable for such a system was investigated and proposed as an
alternative to improve the original concept [A.2]. The following paragraphs focus on the
general description of potential parameters and operation of the spatio-spectral hyperspectral
system specifically based on the quasi-collinear AOTF (exploiting mercurous halide crystals).
Furthermore, this quasi-collinear spatial-spectral concept is one of the applicable options for
the ESA THETIS project.

As mentioned above, the overall concept of the AOTF spatio-spectral hyperspectral system
is shown in Figure 2.8. The whole system is designed to be relatively robust and compact
without the need for moving parts. Moreover, the concept could be relatively lightweight with
a further appropriate design of driving electronics. Nevertheless, due to the usage of an AOTF,
the whole concept is polarization sensitive. Therefore, the polarizer, which operates in the
same spectral band as the AOTF (the same applies to all optical devices), must be integrated
into the FEO. Polarizer integration also applies to the output BEO, which is located after the
AOTF (in terms of the optical path).

The uniqueness of this system lies in the spatial-spectral concept of hyperspectral imaging.
The main focus is on the AOTF and the specific acoustic wave induced into the anisotropic
single crystal of the AOTF. As the incoming wavefront from the object space passes through
the FEO and then enters the AOTF through the front window, the interaction between the
incoming radiation and the acoustic wave occurs. Now, assume a thick diffraction grating
created by the acoustic wave inside the AOTF single crystal that allows a sufficient interaction
length L between the incident radiation and the acoustic wave. This should ensure that the
AOTF operates in the Bragg regime instead of the Raman–Nath regime [215]. The interaction
can then be described by a well-known Bragg diffraction expression (condition) [165]

sin θB = λ

2λ
, (2.8)

where λ denotes the wavelength within the crystal medium, θB is the Bragg angle, and λ
is the wavelength of the acoustic wave. For simplicity, only the Bragg angle specific to the
relevant crystal environment is considered (without considering Snell’s law) [216]. Thus, at the
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output of the AOTF, the transmitted and diffracted radiation (according to the equation 2.8))
can be obtained. It should be noted that the expression (2.8) is only valid for the isotropic
case. For anisotropic AOTF operation, the more complex Dixon equations [217] must be used,
taking into account the momentum matching (further described below) between the incident
radiation, the diffracted radiation, and the acoustic wave. However, at this stage, the AO
interaction may be simplified for the basic description of the spatio-spectral operation.

Assume that the broadband radiation incident on the crystal medium is in the form of rays
with different angles of incidence and that the wavelength of the acoustic wave propagating
in the crystal is fixed. Then at the output of the crystal medium, multiple diffracted beams
(depending on the incident radiation angle θB and λ) appear. Unlike conventional AOTF-
based systems, this system does not use collimated input radiation, but instead encodes
spectral information through the angles of the incident radiation, enabling spatial-spectral
mode. Moreover, by tuning the acoustic wave frequency, the Bragg condition changes, and
the spectral output will also be changed. In this way, a series of spatio-spectral images can be
acquired, which can then be postprocessed into a final hyperspectral cube IHS .

The spatio-spectral imaging can also be described as a mapping from the viewing angles
θv and ϕv into a plane of the sensor XY as θv → x and ϕv → y. Due to the AO interaction,
the mapping depends on the Bragg condition and therefore on the angle of incidence, the
acoustic wave frequency, and the wavelength of the radiation. It is also necessary to take into
account that the Bragg condition is satisfied for a narrow range of ∆θv that deviates from
the angle θv, known as the angular acceptance or chromatic field of view that emerges from
the phase-matching condition (further described below). The acceptance angle then affects
the mapping into the x coordinate, and the diffracted radiation will cover some spatial range
∆x. In the y coordinate, the mapping should remain unchanged. Given a specific acoustic
frequency of the acoustic wave fa within the AOTF, from diverse viewing angles ∆θv, the
different wavelengths satisfying the Bragg condition should be mapped into diverse x spatial
coordinates in range ∆x. This can be described as an AO transformation of the view-angle
function through the functions of AO diffraction into a spatio-spectral image IS (matrix slice)
acquired by a 2D image sensor as

F (∆θv, ϕv, λv) −→
fa

F (∆x1, y, λ1)
F (∆x2, y, λ2)

...
F (∆xηx , y, ληx)

−−−−−−→
2D sensor

IS (∆xcx , y) . (2.9)

In the expression (2.9), λv represents wavelengths within a broadband incident radiation,
cx = 1, . . . , ηx and denotes the number of cases (spectral channels) when the radiation is
successfully diffracted to the sensor plane. By tuning the acoustic wave frequency, M spatio-
spectral images can be obtained (due to the changes in the AO interaction). The hyperspectral
image can then be reconstructed as a matrix of slices from multiple spatio-spectral images as

IS (∆xcx , y, mfa) −−−−−−−−→
reconstruction

IHS (xw, yh, λcx) , (2.10)

in a postprocessing scheme proposed by [37], with indices mfa = 1, . . . , M , w = 1, . . . , ηw and
h = 1, . . . , ηh, where ηw, ηh correspond to the width and height of the image, respectively.
The whole procedure is also illustrated in Figure 2.8.

This spatio-spectral concept can be used in the VIS spectral region as well as in the UV
or IR band, depending on the optimized AOTF and the optical material. Therefore, it is
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apparent that the type of AOTF device used within such a system is crucial for the operation
of the spatio-spectral system. The design and demonstration of spatio-spectral operation
using a quasi-collinear AOTF based on mercurous halides, along with a demonstration of its
advantages, was the subject of [A.2].

The quasi-collinear interaction, sometimes called close-to-collinear interaction, was intro-
duced by Voloshinov in [168]. In recent years, several publications have focused on the study
and design of the quasi-collinear AOTF [218–224]. The main advantage of the quasi-collinear
approach is the extension of the interaction length, which leads to an improvement of the
diffraction efficiency, the spectral resolution, and the possibility of a wide aperture. The
following lines focus on the quasi-collinear description and diffraction efficiency in a little more
detail.
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Figure 2.9: An example of a quasi-collinear AOTF scheme drawn in convenient crystallographic
orientation for mercurous halides. The blue arrows (solid and dashed) correspond to the
incident and transmitted radiation described by the wave vector ki. The red arrows (solid and
dashed) correspond to the AO-generated diffracted radiation denoted by the wave vector kd.
The green dashed arrows correspond to the energy propagation of the acoustic wave within
the AO crystal. The black solid arrow represents the orientation of the acoustic wave group
velocity vector. The symbol θi is the incident angle, denoted as the angle between the AOTF
input facet and the crystallographic axis [110]. L is the AO interaction length. This figure has
been modified and redrawn from [A.2].

In general, an example of a quasi-collinear AOTF scheme in a suitable crystallographic
orientation for mercurous halides ([001], [110]) is shown in Figure 2.9. In this example, the
acoustic wave emitted by the transducer propagates within the optical material (anisotropic
crystal). The acoustic wave is then totally reflected at the input facet of the crystal and
propagates collinearly with the input incident radiation. The acoustic wave is then reflected
at the output facet of the crystal and then absorbed by an absorber device. The interaction
length L is thus determined by the physical size of the crystal. This configuration exploits
S-polarized ordinary input radiation and diffracts the radiation beam with extraordinary
P-polarization. The quasi-collinear principle lies in the fact that the acoustic phase velocity
vector (orientation of the acoustic wavefronts) and the acoustic group velocity vector (energy
propagation of the acoustic wave) have diverse orientations.
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The quasi-collinear AO interaction (shown in Figure 2.9) can be expressed by the wave-
vector equation [215]

k⃗d = k⃗i + K⃗a. (2.11)

This equation (2.11) describes the phase matching between the incident radiation wave
vector ki, acoustic phase velocity wave vector K⃗, and the diffracted radiation wave vector k⃗d.
A detailed description, explanation, and modeling of AO phase matching can be found in the
core publication [A.2] within Chapter 3.

It is apparent that by changing the parameters of the acoustic wave or incident radiation
(e.g., wavelength, direction), the phase matching could be violated. The phase matching
deviation could be expressed as

∆⃗k = k⃗d − k⃗i − K⃗a, (2.12)

where ∆⃗k is the phase mismatch. The phase mismatch is one of the key parameters affecting
the diffraction efficiency of the interaction and thus of the entire AOTF operation. The
diffraction efficiency of the AO interaction ζdiff can be expressed as the ratio Id/Ii between
the diffracted and incident radiation intensities, or more precisely as [215]

ζdiff = Γ2 ·
sin2

√
Γ2 +

(
∆k·L

2

)2

Γ2 +
(

∆k·L
2

)2 . (2.13)

The symbol Γ can then be derived in more detail as

Γ = π

λ
·

√
M2 · Pa · L

2 · H
. (2.14)

Here the AO figure of merit M2 appears again. The next symbol Pa represents the acoustic
power, and H is the height of the acoustic beam (standardly limited by the transducer size).

To obtain the spectral resolution from the diffraction efficiency, one can look at the fact
that the diffraction efficiency is represented by a sinc2 function. The best achievable spectral
resolution ∆λ at full width half maximum (FWHM) of sinc2 (∆kL ≈ 0.9π) can then be
derived as

∆λ = 1.8πλ2

bL sin2 θi
, (2.15)

where θi is for the example presented Figure 2.9 an angle from the [110] axis and b is a dispersion
constant related to the birefringence of the crystal material that is equal to [225]

b = 2πλ2 · ∂

∂λ

( | no − ne |
λ

)
. (2.16)

The next important characteristic of the AOTF is also the already mentioned chromatic
field of view. This characteristic refers to the angular acceptance in conventional AOTFs and
is represented by the maximum angular deviation from normal incidence at a given wavelength
and acoustic wavelength for which the phase-matching condition is satisfied. Due to the
spatio-spectral nature of the AOTF operation, the angle is used to encode spectral information,

23



2. Contributions & related state of the art

and therefore the angular resolution of the AOTF is limited by the constraints imposed by
the chromatic field of view. The chromatic field of view ∆θ can also be derived from the
diffraction efficiency equation (2.13). For a given wavelength, ∆kL ≈ π and ∆λ ≈ 0, and the
chromatic field of view then can be expressed [167, 225] as

∆θ =
√

2π · λ

L · b · | 3 cos2 θi − 1 |
. (2.17)

It is evident that increasing the interaction length L of the AO interaction greatly improves
the performance of the AOTF, which promotes the quasi-collinear interaction. In addition, it
has been shown that the operation of the AOTF is strongly dependent on the properties of the
crystal substrate material chosen for its construction (e.g., transmission, birefringence, and
acoustic wave velocity). Accurate design and modeling of the expected AOTF performance is
therefore critical [A.2].

This section has focused on the introduction, basic description, and state of the art
regarding the quasi-collinear AOTF and the operation of the spatio-spectral AOTF-based
hyperspectral system. It has already been mentioned that the entire AOTF operation is
sensitive to polarization. Therefore, it is necessary that the implemented spatio-spectral
system includes linear polarizers (with excellent polarization parameters, ideally crystal-based)
to ensure a high degree of input polarization and sufficiently block the unwanted output
polarization. For the operation in the LWIR spectral band, there is currently no commercially
available anisotropic crystal material that could be exploitable for such a purpose. Thus,
mercurous halides can fill this gap, and it is important to study their polarization properties
along with the design and optimization of such crystalline polarizers based on them.

2.2.2 Crystalline polarizers
Crystalline or crystal polarizers offer important properties in terms of a degree of polarization
and broadband spectral operation compared to standard foil or wire grid polarizers. These
properties are required in a wide range of polarimetric applications such as astronomy [226, 227],
biomedical imaging [228], HSI [229–231], [A.2], and others [232, 233]. However, the construction
and operation of crystal polarizers are limited by the material properties (even material purity)
of the growth and polished crystals. The currently used polarizer materials do not offer
a high birefringence and are limited by their spectral transparency. One can mention the
transparency ranges and birefringence values for some selected materials such as quartz
(SiO2; 0.12 µm – 3.5 µm; 0.009 at 633 nm) [234], magnesium fluoride (MgF2; 0.2 µm – 6 µm;
0.0118 at 633 nm) [235], yttrium orthovanadate (YVO4; 0.9 µm – 3.4 µm, 0.2229 at 633 nm)
[236], calcite (CaCO3; 0.35 µm – 2.3 µm, 0.1808 at 633 nm) [234] or barium borate (BaB2O4;
0.19 µm – 3.5 µm; 0.1174 at 633 nm) [237]. From the band 6 µm up to the LWIR or even up to
the FIR spectral band, there are currently no usable crystalline polarizers. The exploitation
of mercurous halides as crystalline polarizers is then directly promoted.

In recent years, various strategies and ideas have been introduced for utilizing mercurous
halides as polarizers [187]. These efforts have primarily concentrated on Glan-type polarizers,
with a particular emphasis on mercurous bromide (Hg2Br2) [188]. However, comprehensive
optimization, design, and ray-tracing analyses have not yet been presented.

In general, there are some very typical crystal polarizer schemes that are used in practice,
such as the already mentioned Glan-type polarizers (e.g., Glan-Taylor, Glan- Foucault, Glan-
Thompson) [238]. Example schemes of these polarizers can be seen in Figure 2.10. The
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Figure 2.10: Example of Glan-Taylor polarizer (Figure 2.10a), Glan-Foucault polarizer (Fig-
ure 2.10b), and Glan-Thompson polarizer (Figure 2.10c) schemes. The O symbol represents
the ordinary beam. The E symbol corresponds to the extraordinary beam. The dimensions of
each polarizer are indicated as W (width), L (length), and H (height).

next group of polarizers are the beam-splitting types (e.g., Rochon, Senarmont, Wollaston).
Example schemes of the beam-splitting polarizers can be seen in Figure 2.11. Both groups
of these standard polarizers are constructed from two combined wedge-shaped prisms. The
crystallographic orientation of these polished wedges is critical, especially the orientation
of the optic axis. This orientation determines the behavior of the polarizer for incident
unpolarized radiation composed of S- and P-polarized beams. Thus, the orientation of the
optic axis determines which polarization will propagate through the birefringent wedge as
an ordinary or extraordinary wave (with an ordinary or extraordinary index of refraction).
The radiation beam polarized parallel to the optic axis behaves as an extraordinary wave.
The beam polarized orthogonally to the optic axis behaves as an ordinary wave.

The polarizer behavior is also determined by the type of birefringent substrate material.
Uniaxial anisotropic materials are typically used in the construction of crystalline polarizers.
However, it depends on whether it is a uniaxial crystal with positive or negative birefringence,
and therefore on the difference between its extraordinary and ordinary refractive indices.
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Figure 2.11: An example of Rochon polarizer (Figure 2.11a), Senarmont polarizer (Fig-
ure 2.11b), and Wollaston polarizer (Figure 2.11c) schemes. The O symbol represents the
ordinary beam. The E symbol corresponds to the extraordinary beam. The dimensions of
each polarizer are indicated as W (width), L (length), H (height). Figure 2.11c) has been
adopted from [A.4].

Given the above characteristics and the propagation of unpolarized radiation through the
polarizer, the total transmission and losses can be calculated using the well-known Fresnel
coefficients [193] as

ts = 2nin cos θin
nin cos θin + nout cos θout

, (2.18)

tp = 2nout cos θout
nout cos θout + nin cos θin

, (2.19)

rs = nin cos θin − nout cos θout
nin cos θin + nout cos θout

, (2.20)

rp = nout cos θout − nin cos θin
nout cos θout + nin cos θin

. (2.21)
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The coefficients ts, tp, rs, and rp represent the transmission and refraction coefficients for
S- and P-polarized radiation at a specific surface interface, respectively. The variables nin and
nout correspond to the refractive indices at the input and output sides of the specific dielectric
interface. Similarly, θin and θout denote the angles of incidence and refraction of the radiation
at the particular dielectric interface, respectively. The values of the refractive indices θin and
θout depend on the above-mentioned orientation of the optic axis of the prism and thus on
whether the S- or P-polarized radiation is transmitted as an ordinary or extraordinary wave.
Suppose that the radiation propagates through several dielectric interfaces, denoted by the
index i (similar to standard radiation propagating through a polarizer).

The total transmittance for each polarization Ts and Tp can then be calculated as

Ts =
∏

i

Ts(i), Tp =
∏

i

Tp(i), (2.22)

where

Ts(i) = t2
s (i)nout(i) cos θout(i)

nin(i) cos θin(i) , Tp(i) = t2
p(i)nout(i) cos θout(i)

nin(i) cos θin(i) . (2.23)

The total reflected radiation for each orthogonal polarization Rs and Rp can be calculated
from

Rs =
∏

i

Rs(i), Rp =
∏

i

Rp(i), (2.24)

where

Rs(i) = r2
s (i), Rp(i) = r2

p(i). (2.25)

For a standard type of polarizer, the number of dielectric interfaces is in the range i = 1, . . . , 4.
It is apparent that the total transmittance significantly affects the prism cut angle α (shown
in both polarizer examples in Figures 2.10 and 2.11). Finding the optimal value of α, taking
into account the characteristics of the crystal material, is one of the most critical tasks for
polarizer designers. For example, the entire operation of Glan-type polarizers depends on α,
so that one of the incident polarizations is totally reflected at the output interface of the first
wedge prism of the polarizer and brought out through the side of the polarizer. Typically,
α is optimized to maximize the transmission for the desired output polarization. The other
parameters, such as clear aperture or field of view, are in turn influenced by the size of the
manufactured polarizer (physical dimensions of the input window of the polarizer). For the
beam-splitting type of polarizer, an additional parameter δ is introduced. This parameter
corresponds to the separation angle of the output orthogonally (S and P) polarized beams.
This angle can be written as

δ = |θs − θp|, (2.26)

where θs is the refracted output angle of the S-polarized radiation and θp is the refracted
output angle of the P-polarized radiation. For some types of beam-splitting polarizers, the
refracted output angles may be close to or equal to zero. It is worth mentioning that due to
the dispersion of the refractive index in the transparency range of the used optical material
used for the prism, the transmittances Ts, Tp and the polarization separation output angle δ
vary with the wavelength of the input radiation.
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There are also types of prisms that require optical cement (adhesive immersion) for their
proper functionality. This optical cement is used to bond two wedge prisms together in
polarizers. Finding a suitable refractive index of this optical cement, together with optimizing
the α, makes the analysis and design of the polarizers more difficult. The case of finding the
optimal optical cement particularly concerns the Glan-Thompson and Wollaston polarizers (see
[A.4]). In practice, it is the Wollaston polarizer that is the most commonly used. Wollaston
prisms find their use in a variety of optical applications, such as microscopy [239, 240],
spectroscopy [241, 242], polarimetry [243–246], and also HSI [231].

However, the problem arises in the design of a Wollaston polarizer based on mercurous
halides. In the first place, a suitable optical cement needs to be found. Ideally, due to high
birefringence, the refractive index of such an optical cement for mercurous halides should
be very high and should match the refractive index between the ordinary and extraordinary
indices. The investigation of the optimal design and refractive index of the optical cement for
the Wollaston polarizer was the focus of the core publication [A.4].

In general, the study of the characteristics of polarizers (not only the Wollaston type)
based on mercurous halides holds great promise for the design and eventual construction of
such a polarizer. Due to its inherent capabilities, this polarizer has great potential for use not
only in HSI but also in other applications, especially in the LWIR spectral region.

2.3 Spectral feature exploration in hyperspectral/multispectral
image data

In general, besides the development of hyperspectral techniques and instruments, the subse-
quent challenge is to find a suitable application where HSI can be useful, and then how to
process the acquired hyperspectral image data appropriately. This task becomes more complex
due to the fact that hyperspectral data contain full spectral information from the operational
spectral band of the instrument. In many common cases, this spectral information comes from
the reflection of radiation from an object or area of interest [247].

фi(λ) фr(λ)

R(λ)
Figure 2.12: An illustration example expressing the spectral reflectance of objects. Adopted
from [A.3].

Having radiation with defined spectral characteristics Φi (λ) incident on the object, taking
into account the reflected flux Φr (λ), the reflectance R (λ) can then be expressed as

R (λ) = Φr (λ)
Φi (λ) . (2.27)
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In this case, only a specular reflection with a general angle Θ is assumed. An illustration
of the reflectance can be seen in Figure 2.12. Transferring this idea to the problem of HSI
and incorporating hyperspectral or multispectral instruments, the spatial distribution of the
reflected radiation from the object along the coordinates x and y can be considered. Given
the sensitivity of the hyperspectral system Ψ (x, y, λ), the transformed hyperspectral image
IHS can then be obtained as

ϕr (x, y, λ) −→ IHS (x, y, λ) , (2.28)

where
IHS (x, y, λ) = ϕi (x, y, λ) R (x, y, λ) Ψ (x, y, λ) . (2.29)

This hyperspectral image therefore contains the spatial information of the scene x, y and also
the reflected spectral information λ for each pixel of the image. To some extent, this image
is reconstructed in a similar way to the images from the above AOTF-based spatial-spectral
system (equation (2.10)) or the standard push-broom system (Figure 2.2). In many cases, of
course, it is not only the reflectance spectrum that is recorded, but also the emission (thermal
or fluorescence) at certain wavelengths.

The spectral information contained in hyperspectral images can then be used to analyze
and evaluate the spectral properties of individual objects in the scene and investigate their
similarities or differences. The ability to determine spectral properties is problematic in the
case of RGB multispectral data, although the color information can still be successfully used to
evaluate the properties of different objects [A.1]. In order to evaluate the spectral differences of
the captured objects, a number of spectral measures [248] can be used, or the evaluation within
a data-dependent transformed spectral space can be used [A.3]. These topics are covered in
the following sections.

2.3.1 Spectral Similarity Measures

Metrics or measures of spectral similarity and evaluation of spectral properties of objects have
their place in almost every application of hyperspectral imaging, e.g., medicine [249], remote
sensing [250], cultural heritage [251], food [252], forensics [253], and soil analysis [254].

Currently, there are many spectral similarity measures that are used on a daily basis
for hyperspectral tasks. In some cases, there are even hybrid spectral metrics that are
a combination of two or more standard metrics. For the purpose of this thesis, only some
classical spectral measures are introduced to quantify the spectral differences of various objects.

Suppose one or more spectral pixels in the rectangular region that are extracted from the
original hyperspectral image IHS . The hyperspectral image is labeled as Ie (xw′ , yh′λc). The
indices can be represented as w′ = 1, . . . , η′

w, h′ = 1, . . . , η′
h and c = 1, . . . , ηc, where η′

w, η′
h

are the width and height of the rectangular pixel area, and ηc denotes the number of spectral
channels of the hyperspectral image. The average spectra (spectral signature) from the pixel
area can then be recovered as

R (λc) = 1
η′

wη′
h

η′
w∑

w′=1

η′
h∑

h′=1
Ie (xw′ , yh′ , λc) . (2.30)

Two recovered average spectra R1 (λc) and R2 (λc) can then be compared using various
similarity measures. One of the most basic measures is the spectral angle mapper (SAM) [255],
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which can be calculated as

SAMR1,R2
= cos−1

 ∑ηc
c=1 R1 (λc) R2 (λc)√∑ηc

c=1 R1 (λc)2
√∑ηc

c=1 R2 (λc)2

 . (2.31)

The obtained SAM value is a spectral angle in the range 0 rad – 3.142 rad. A lower SAM value
implies a strong match between the two compared spectral signatures.

The other very frequently used spectral similarity measure is the spectral information
divergence (SID) [256]. The SID method calculates spectral similarity by measuring the
difference between the probability distributions of two spectra. These probability distributions
can be obtained as

D1(λc) = R1(λc)/
ηc∑

c=1
R1(λc), (2.32)

D2(λc) = R2(λc)/
ηc∑

c=1
R2(λc). (2.33)

Then the SID measure is calculated as

SIDR1,R2
=

ηc∑
c=1

D2 (λc) log
(

D2 (λc)
D1 (λc)

)
+

ηc∑
c=1

D1 (λc) log
(

D1 (λc)
D2 (λc)

)
. (2.34)

A lower SID value implies a strong match between the two compared spectral signatures.
Building on the two metrics presented, a third hybrid metric that combines the two can be

introduced. This hybrid measure is called the spectral information divergence spectral angle
mapper (SIDSAM) [257] and can be calculated as

SIDSAMR1,R2
= SIDR1,R2

× tan
(
SAMR1,R2

)
. (2.35)

Again, a lower SIDSAM value implies a strong match between the two compared spectral
signatures.

The last of the fundamental spectral metrics is the spectral correlation mapper (SCM)
[258, 259]. The SCM measure is based on the Pearson correlation coefficient and can be
calculated as

SCMR1,R2
= ηc

∑ηc
c=1 R1 (λc) R2 (λc) −

∑ηc
c=1 R1 (λc)

∑ηc
c=1 R2 (λc)√

ηc
∑ηc

c=1 R1 (λc)2 −
(∑ηc

c=1 R1 (λc)
)2
√

ηc
∑ηc

c=1 R2 (λc)2 −
(∑ηc

c=1 R2 (λc)
)2

.

(2.36)

The SCM score ranges from 1 to -1, where a value of 1 indicates that the two spectral
signatures are identical, 0 implies a complete lack of correlation, and -1 suggests perfect
opposition between the two spectra. Sometimes the SCM measure is associated with the
spectral correlation angle (SCA) [260], which defines the spectral similarity converted to an
angle based on the SCM.

A more advanced spectral similarity measure that compares two spectral features is the
Jeffries-Matusita spectral angle mapper (JMSAM) [261]. The measure also belongs to the
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hybrid metrics and consists of the fusion of the Jeffries–Matusita distance (JMD) and the
SAM. The JMD can be obtained as

JMDR1,R2
= 2

(
1 − exp

(
−BDR1,R2

))
. (2.37)

An important distance metric appears in the above expression, namely the Bhattacharyya
distance (BD) [262, 263]. The Bhattacharyya distance BDR1,R2

can be calculated as

BDR1,R2
= 1

8 (µ1 − µ2)⊺
(

σ1 + σ2
2

)−1
(µ1 − µ2) 1

2 ln
(

det
(σ1+σ2

2
)

√
det σ1 det σ2

)
, (2.38)

where µ1, µ2 are the mean values of the compared spectral features σ1, σ2 and their variances.
The JMD is very similar to the Bhattacharyya coefficient (BC), which, like the JMD, is used to
assess the separability of properties of different objects or groups of objects (classes), whether
spectral or otherwise. Nevertheless, to compute the full spectral measure JMSAM, the JMD
is combined with the SAM measure as follows:

JMSAMR1,R2
= JMDR1,R2

× tan
(
SAMR1,R2

)
. (2.39)

In this section, relevant spectral metrics have been presented in the context of preselected
applications where the evaluation of spectral characteristics could be applied. These applica-
tions include assessing the color variation among different cloud types in ground-based all-sky
images [A.1], as well as distinguishing among different types of printing inks to determine
the authenticity of prints and to evaluate the suitability of inks for long-term preservation of
printed artwork [A.3].

As mentioned earlier, an alternative approach to comparing the spectral properties of
objects via spectral measures is to transform them into an appropriate data-dependent space,
where the spectral channels of different objects can be more efficiently described and more
easily compared. This concept is further discussed in the following section.

2.3.2 Principle Component Analysis
It is well known that the hyperspectral image very often exhibits redundancy between adjacent
spectral bands, resulting in a high correlation between them. Techniques such as Principal
Component Analysis (PCA) can be employed to decorrelate the entire hyperspectral image,
resulting in a set of new orthogonal bases known as principal components (PCs). The first
few PCs typically capture the majority of the variance in the original hyperspectral image,
allowing for a concise representation of the image using only a small number of PCs. In general,
PCA-based techniques are often used for various applications in hyperspectral imaging, such as
dimensionality reduction [264], denoising [265], spectral similarity assessment [A.3], or general
classification tasks [266–268].

Suppose there is a hyperspectral image described as IHS (xw, yh, λc). By stacking the
spectral information of the pixels in rows (denoted by r), the hyperspectral image can be
straightforwardly transformed into a 2D matrix slice representation, described as X (rι, λc),
where the indices are ι = 1, . . . , ηr, c = 1, . . . , ηc, and ηr = ηw × ηh. The subsequent step
involves mean-centering of the transformed matrix as

X ′ (rι, λc) = X (rι, λc) − 1
ηr

ηr∑
ι=1

X (rι, λc) . (2.40)
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On this prepared matrix slice, a decomposition by the singular value decomposition (SVD)
method [269] based on the dimensions of X ′ can be performed as

X ′ (rι, λc) = Uηr×ηr Sηr×ηc V⊺
ηc×ηc

, (2.41)

where Uηr×ηr and V⊺
ηc×ηc

are unitary matrices carrying the principal components and eigen-
vectors, respectively. The diagonal matrix Sηr×ηc contains the singular values. Then the
matrix Uηr×ηr can be reduced to the matrix Uηr×ηc . By extracting the diagonal values from
the matrix Sηr×ηc and forming a vector sηc×1, the eigenvalues can be recovered from the
expression

eigηc×1 =
s2

ηc×1
ηr − 1 , (2.42)

where eigηc
corresponds to a vector of all eigenvalues. The transformation of the original

matrix slice X ′ (rι, λc) into the new orthogonal coordinate system based on the I(xw, yh, λc)
values.

The transformation of the original matrix slice X ′ (rι, λc) into the new orthogonal coordinate
system based on the IHS (xw, yh, λc) values can be done as

Xt (rι, Pc) = Uηr×ηcs⊺ηc×1, (2.43)

where Xt (rι, Pc) is the transformed matrix slice, and where the original wavelength domain
λc has been transformed into the new principal component domain P with the same index c.

The variance vector containing the explained variance for each generated principal compo-
nent can be calculated using the following expression

σ2
ηc×1 =

100 · eigηc×1∑
eigηc×1

, (2.44)

where each element of the vector σ2
ηc×1 represents the explained variance of the particular

PC. As a result of PCA, the transformed image can typically be represented in a lower
dimensionality, utilizing only a subset of the PCs that account for more than 95 % or 99 % of
the cumulative variance of the original image. The index c, ranging from 1 to ηc, refers to the
maximum number of PCs – ηc. This number can then be reduced to the specified value (η′

c).
As was already mentioned, PCA is data-dependent, as its outcomes are influenced by

the specific characteristics of the data. Nevertheless, it is possible to express a different
hyperspectral image by utilizing a set of PC components, represented by eigenvectors, obtained
by applying the PCA method to another hyperspectral image.

Assume a diverse hyperspectral image denoted as IHS2 (xw′′ , yh′′ , λc) that is reshaped into
a matrix slice N (rι′′ , λc) for indices ι′′ = 1, . . . , η′′

w × η′′
h and c = 1, . . . , ηc, where η′′

w and η′′
h

represent the width and height of the new hyperspectral image. Then, as in the previous
case, assume a matrix of eigenvectors Vηc×ηc generated from the original hyperspectral
image IHS (xw, yh, λc) by equation (2.41). The matrix N (rι′′ , c) can then be transformed
into the coordinate system dependent on the data values of the original hyperspectral image
IHS (xw, yh, λc) as follows

N ′ (rι′′ , λc) = N (rι′′ , λc) − 1
ηr

ηr∑
ι=1

X (rι, λc) , (2.45)
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and

Nt (rι′′ , Pc) = N ′ (rι′′ , λc) Vηc×ηc . (2.46)

Consequently, the reshaped pixel values of the original hyperspectral image Xt (rι, Pc) and
the new test hyperspectral image Nt (rι′′ , Pc) can be compared within a unified coordinate
system established from the original hyperspectral image. To quantify the differences between
the pixel values in this coordinate system, the standard Euclidean distance can be utilized.
Suppose that a subset of pixel values extracted from Xt (rι, Pc) is denoted as X ′

t (rιs , Pc),
where ιs = 1, . . . , η′

r represents the index of the pixel subset. Similarly, suppose a subset of
pixels from the transformed image Nt (rι′′ , Pc), denoted as N ′

t

(
rι′′

s
, Pc

)
with pixel indexing

ι′′
s = 1, . . . , η′′

r . The mean value vector across the selected PC dimensions for both defined
subsets is expressed as

χ1 (Pc) = 1
η′

r

η′
r∑

ιs=1
X ′

t (rιs , Pc) , (2.47)

χ2 (Pc) = 1
η′′

r

η′′
r∑

ι′′
s =1

N ′
t

(
rι′′

s
, Pc

)
. (2.48)

The standard deviations of the pixel subsets can be obtained in a similar manner as follows

σχ1 (Pc) =

√√√√√ 1
η′

r

η′
r∑

ιs=1
(X ′

t (rιs , Pc) − χ1 (Pc))2, (2.49)

σχ2 (Pc) =

√√√√√ 1
η′′

r

η′′
r∑

ι′′
s =1

(
N ′

t

(
rι′′

s
, Pc

)
− χ2 (Pc)

)2
. (2.50)

Then the Euclidean distance de in the PCA-based space between the mean vectors χ1 (Pc)
and χ2 (Pc), considering a selected number of principal components η′

c, can be defined as

de =

√√√√ η′
c∑

c=1
(χ1 (Pc) − χ2 (Pc))2. (2.51)

Considering subsequent error propagation, the standard deviation σde of the above described
distance de can be expressed as

σde = 1
de

√√√√ η′
c∑

c=1
(χ1 (Pc) − χ2 (Pc))2

(
σχ1 (Pc)2 + σχ2 (Pc)2

)
. (2.52)

By utilizing this methodology, it becomes possible to compare the distances within the
established space, thus allowing the evaluation of spectral properties for multiple objects, as
in [A.3]. The following section is dedicated to specific identified promising applications where
PCA and spectral similarity measures can be used to assess the properties of different objects
of interest in multispectral or hyperspectral images.
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2.4 Selected applications for spectral feature assessment

This section presents two compelling applications that demonstrate the use of multispectral
and hyperspectral imaging. These applications involve the analysis of spectral properties of
objects of interest and the investigation of their differences. The selection of these applications
is based primarily on their high potential for practical application. Each of these applications
is the subject of the publications [A.1, A.3] presented in Chapter 4.

The first of these publications aims to contribute to the topic of ground-based all-sky
imaging of clouds and possible cloud detection and classification based on their color feature
similarities. This topic is of practical interest because accurate and fast cloud detection can
have an impact on meteorology and provide a good way to predict meteorological phenomena
such as torrential rain. However, in order to correctly detect clouds based on their color
similarities, it is useful to find out in which color spaces these clouds are suitably distributed.
This is the subject of the publication [A.1].

The second publication focuses on inkjet printing research. Many contemporary works of
art are printed, and artists or ordinary consumers aspire to have a work of art that will look
the same for decades. Today, there is also a high demand for certification of printed artworks
by selected laboratories to provide a mark of authenticity. Both of these tasks are expensive.
Therefore, various types of forgeries are produced to reduce costs. HSI could therefore be used
for authentication. Since different types of inks are used to print artwork and photographs, it
is important to investigate their properties. The publication [A.3] contributes to this field.

2.4.1 Ground-based all-sky cloud color feature investigation

The ground-based all-sky astronomical systems for imaging the night sky have been around
for some time. In the not-so-distant past, there has been a growing trend in the construction
of ground-based all-sky systems specifically designed to evaluate meteorological conditions
during the day. These systems play an important role in several applications, including
predicting solar power generation for photovoltaic systems. They use cloud cover assessment
data obtained from ground-based systems and contribute to the accurate estimation of incident
solar power [270–273]. So the whole topic is closely related to weather forecasting. However,
the key is always the correct analysis of the image data generated by these systems. Since
current systems are mostly based on RGB (multispectral) imaging, there is a possibility to
use the color information obtained from the image data for this purpose. This is especially
relevant for the topic of cloud detection and classification based on color information [274, 275].
Various image processing methods can be used for this purpose [276–282], but the original
color representation of the input images is also very important. Moreover, existing approaches
do not thoroughly investigate the representation of different cloud types in different color
spaces and thus the color properties of each cloud type.

A simple concept of k-means++ [283] segmentation in different color spaces described in
[284] can serve as input for color cloud detection. Testing the color k-means++ segmenta-
tion on multispectral (color) data from all-sky cameras with appropriate representation of
atmospheric phenomena (clouds) was only part of the publication [A.1]. Transformations to
the CIE XYZ [285] and CIE L∗, a∗, b∗ [286] color spaces were used to evaluate the quality
and accuracy of the segmentation. The WILLIAM system (introduced in [287]) was chosen as
a suitable type of all-sky system for the analysis of the quality of atmospheric phenomena
segmentation.
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Figure 2.13: The WILLIAM all-sky ground-based imaging and monitoring system. Adopted
from [A.1].

Initially, the concept of the WILLIAM system involved a fully autonomous ground-based
all-sky imaging system with the aim of continuously monitoring the night sky and identifying
visible stellar objects as well as variable stars [288]. The example of the WILLIAM system can
be seen in Figure 2.13. Later, however, the focus shifted to real-time weather monitoring based
on daytime sky imaging. Currently, the system captures RAW image data with an adjustable
10-minute period throughout the day. There are several generations of the WILLIAM system,
but the one located in Jarošov nad Nežárkou (South Bohemia, Czech Republic, GPS 49.185◦ N,
15.072◦ E) can be considered one of the most important. In terms of parameters, the system
is equipped with a NIKON D5100 camera using a CMOS sensor with a size of 23.5 × 15.6 mm.
This camera is capable of a maximum resolution of 3264 × 4928 pixels and has a color depth of
24 bits. A Sigma 10 mm diagonal fisheye lens is used to capture the all-sky scenery, providing
a field of view of 154◦ (180◦ when used with a Nikon full-frame camera).

Due to the significant amount of data collected by WILLIAM during each year, a subset
of the data was selected and manually annotated with respect to cloud type phenomena and
made available through the WILLIAM Meteo Database2 (WMD). This database contains 2044
daytime images that have been carefully selected to cover diverse conditions across different
times of the day and seasons. The images in the WMD are labeled with cloud phenomena and
classified into ten fundamental cloud classes based on the World Meteorological Organization
(WMO) classification system (introduced in 1975 in [289]). However, further divisions into
cloud species and varieties have not been specified in this dataset.

The WMD also incorporates cloud cover data from the Aire Limitée, Adaptation Dy-
namique, Development International numerical (ALADIN) weather model [290], which provides
information on different cloud levels. The identified cloud types have been further grouped into
three cloud categories of clouds with similar characteristics customized for the data captured
by the WILLIAM system. These three groups were divided into high-level clouds, low-level
cumuli-type clouds, and rainy clouds. The fourth category was clear sky (either without clouds
or with parts of clear sky). Within the WMD, there are 492 images featuring high-level clouds,
833 images showing low-level cumuli-type clouds, 793 images displaying rainy clouds, and
1411 images representing clear sky. These cloud groups serve as the primary classification
categories, aligning with the WMO cloud level classification system and helping to mitigate

2http://william.multimediatech.cz/meteorology-camera/william-meteo-database/
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potential classification bias. Additional information about the WMD and processed data is
in [A.1].

For such a database, the segmentation quality of the k-means++ clustering method could
have been investigated. As mentioned above, the WMD image data were transformed into
selected color spaces CIE XYZ and CIE L∗, a∗, b∗. The cloud and clear sky parts of the
images were then segmented according to their color similarity with a predefined number
of segments, but only within the color channels, excluding the luminance channels of the
color spaces. The quality of the segmented parts of the images could then be compared to
the ground truth labeled segments. An example of color-based segmentation for the WMD
data is shown in Figure 2.14. The whole process of investigating segmentation quality for the
WILLIAM data is further described in the publication [A.1].

(a) (b) (c)

Figure 2.14: An example of an all-sky image (Figure 2.14a) from the WILLIAM system
showing cumulus-type clouds. Figure 2.14b represents the segmentation results within the
channels of the CIE XYZ color space. Figure 2.14c shows the segmentation within the channels
of the CIE L∗, a∗, b∗ color space. Adopted from [A.1].
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Figure 2.15: Diagram of a∗, b∗ with cloud segments obtained from the the WMD. Each point
represents the segmented cluster average value that has been classified as one of the four cloud
groups. Reproduced from [A.1].

Since the cloud and sky segments had been created and a suitable color space for their
creation had been evaluated, the resulting segments (regions in individual WMD images) could
be further processed. The generated image segments were assigned to one of the four cloud or
clear sky groups introduced above for WMD. The WMD images could then be transformed
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again into different color spaces, and first-order statistics (mean and variance/standard
deviation) could then be calculated for segments belonging to the same group in a given image.
These statistics could then be treated as color features in the given color spaces and plotted
for each group over all image WMD data in the coordinate systems of the given color spaces.
This made it possible to examine how the individual color (spectral) features of the cloud
groups are distributed in these coordinate systems. In order to assess whether these groups
form separate clusters in these coordinate systems, it was possible to use the BC mentioned
above. This metric, with the BD at its core, measured the degree of separability (similarity)
of different cloud groups and determined whether these groups could be used as input for
classification algorithms. An example of the distribution of different spectral features of cloud
groups generated from the WMD within the a∗, b∗ domain can be seen in Figure 2.15. In
general, the results specifically for the CIE L∗, a∗, b∗ space proved very promising and showed
potential for using k-means++ segmentation and subsequent segment color feature extraction
as a preprocessing step for possible cloud type classification. More details on the research
results are presented in Chapter 4.

2.4.2 Spectral characteristics investigation of inkjet prints

As already mentioned, hyperspectral imaging has been active for many years in the field
of cultural heritage, especially in the field of artworks [110, 111]. The same is true for the
authenticity assessment of various art objects [112–114]. Despite today’s digital capabilities,
many things are still printed, but with a greater emphasis on value retention and durability.
There are many printing applications where it is desirable that prints retain their value and can
be archived, such as printing artwork, but also fine art photography, printing paper documents,
or printing securities and banknotes.

The demand for fine art photography and document printing has led to the development of
various photo printers that meet the requirements of perfect color representation and archiving
parameters. In the field of fine art printing and archiving, inkjet printing holds significant
importance [291]. The two most commonly used inkjet printing techniques are dye-based
and pigment-based. Each type has its own set of applications, catering to specific needs
and requirements. Dye-based printers are more affordable and popular among hobbyists,
while pigment-based printers provide professional printing solutions (used in professional labs)
suitable for photography and fine art printing with a focus on archiving [292, 293]. However,
due to cost reduction, pigment-based printing is often replaced or forged by dye-based printing,
which is less suitable for long-term archiving.

Despite advances in dye-based printing technology, dye-based prints still have significantly
lower lightfastness and fade resistance compared to pigment-based prints. Moreover, the wide
color gamut of dye-based prints and their similarity in appearance to pigment-based prints
make it easy for dye-based forgeries to go unnoticed. This interchangeability and difficulty in
identification are challenging, even for experts.

Dye-based and pigment-based inks, although both water-based, differ in the technology of
color creation. However, although the prints may appear similar, their spectral behavior can
be different. Therefore, HSI can serve as a valuable and straightforward technique to assess
the spectral characteristics of dye- and pigment-based inks across the entire print and even
identify the printer of origin. While some approaches have focused on color measurement [294],
spectral analysis of dyes [295], pigments [110, 296], and ink-printed documents [297], direct
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spectral comparisons to differentiate between dye- and pigment-based inkjet prints have not
been extensively explored (until [A.3]).

Average re�ectance extraction area 

Color target re�ectance extraction area 

Figure 2.16: The selected test image with targets for evaluating the spectral characteristics of
dye- and pigment-based prints. The test pattern was designed by © Bill Atkinson, Jack Flesher,
and Uwe Steinmueller [2], and is widely used for print quality assessment. The highlighted
parts express the image areas specifically assessed for the hyperspectral analysis.

Various techniques, such as microscopy, mass spectrometry, colorimetry, standard re-
flectance spectroscopy, chemical analysis, and X-ray methods, are used for art analysis and
forgery identification [298]. However, not all these techniques are suitable for evaluating inkjet
prints. In comparison, HSI provides a fast, simple, and non-invasive method for comprehensive
spectral analysis across the entire print [253], making it particularly advantageous for inkjet
print evaluation. The evaluation of VNIR evaluation of HSI prints based on dyes and pigments,
their spectral comparison, and quantification of their spectral differences was the subject of
the [A.3].

Two different printers were used for the comparison: the EPSON L1800 (a hobby dye-
based printer) and the EPSON SC-P9500 (a professional pigment-based printer). The used
standardized test print image from [2] with some highlighted areas and targets used for the
subsequent spectral analysis can be seen in Figure 2.16.

Test photographs were printed on three different types of photo paper and then hyper-
spectrally captured and analyzed. The first photo paper chosen was the semi-gloss FOMEI
Archival Velvet with a weight of 265 g m−2. It is designed for hobby and professional archiving
purposes and contains a small amount of optical brighteners. The second photo paper, also
semi-glossy, was the FOMEI PRO Pearl, with the same weight of 265 g m−2. This photo paper
is widely used by amateur and professional photographers and contains a significant amount
of optical brighteners. The final photo paper selected was the matte-textured FOMEI Cotton
Textured, which weighs 240 g m−2 and is made from 100% cotton. This special art inkjet photo
paper is free of optical brighteners, acid-free, and primarily intended for fine art applications.

38



The scanning principle used for the print image capturing has already been shown in Fig-
ure 2.2. For the purpose of this study, the VNIR hyperspectral system SPECIM PFD4K-65-
V10E was used. Its parameters can be found in [A.3]. The image data of the captured dye-
and pigment-based prints (printed on diverse photo papers) were then studied in terms of
spectral reflectances. From the specific areas of the captured images, the average reflectance
spectra were extracted and compared via spectral reflectance measures, which were introduced
above in Section 2.3.1. Regarding the applied JMSAM similarity measure, the same BD was
used as for the color feature distributions of the cloud groups above. In addition, the PCA
method was used to compare the spectral characteristics of dye-based and pigment-based inks.
The specific reflectances of dye-based and pigment-based prints were then compared in the
same PCA-based space, and their differences were evaluated by a Euclidean distance derived
in the above equation (2.51).
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Figure 2.17: The extracted average reflectance curves in the VNIR spectral band for dye-
and pigment-based prints corresponding to the pure black target (Figure 2.17a) printed on
a Pro Pearl photo paper. The λ symbol represents the wavelength. Figure 2.17b shows the
example results of transforming (via PCA) the averaged pixel spectral values of the color print
targets into a pigment-based coordinate system. In the figure, the data points corresponding
to dye-based prints are denoted by triangles, while the data points representing pigment-based
prints are represented by circles. The example results specifically focus on the first two
principal components, PC1 and PC2, which capture the most significant variations in the data.
Each color point in the figure corresponds to a specific color target, providing insight into the
distribution and clustering of colors in the pigment-based coordinate system. Reproduced
from [A.3].

In general, the spectral similarity analysis indicated significant differences between the
dye- and pigment-based inks, especially in the NIR spectral band. These differences were also
confirmed by the yielded scores of the spectral similarity measures (see above Section 2.3.1) and
the subsequent PCA analysis. The most noticeable spectral differences were observed between
the print targets corresponding to pure black. An example of the average pure black reflectance
comparing the dye- and pigment-based photo prints can be seen in Figure 2.17a. In addition,
Figure 2.17b expresses an example of the spectral differences between the averaged pixel values
of the print color targets transformed into the PC space (pigment print spectral value-based)

39



2. Contributions & related state of the art

by the mentioned PCA method. The examples are shown only for the printed images on the
PRO Pearl type of photo paper. Thus, the analysis showed a significant potential for the use
of VNIR HSI for fast analysis and evaluation of ink type and possible automation for the
identification of counterfeits or the type of original printer. More detailed information about
the settings and results of the study is again presented in Chapter 4.

40



3
DESIGN AND OPTIMIZATION OF OPTICAL
DEVICES BASED ON MERCUROUS HALIDES
FOR INFRARED HYPERSPECTRAL IMAGING

This chapter presents two of the author’s core publications dealing with the optical modeling,
optimization, and design of mercurous halide-based devices with a focus on their applicability
for IR HSI, e.g., within a TIR spectral region. The first article:

[A.2] L. Krauz, P. Páta, J. Bednář, and M. Kĺıma, “Quasi-collinear IR AOTF based on
mercurous halide single crystals for spatio-spectral hyperspectral imaging,” Optics
Express, vol. 29, no. 9, pp. 12813–12832, 2021

published in the journal Optics Express in 2021, focuses on the optimization of the quasi-
collinear AOTF for the IR spectral region. The optimization was carried out with the aim
of using the AOTF as a mercurous halide-based dispersive element for a spatio-spectral
hyperspectral imaging system.

The performed analysis dealt with the general description of the quasi-collinear AOTF and
compared the suitable optical materials for IR operation. For this purpose, the anisotropic
material properties, focusing mainly on the acousto-optic properties, of tellurium dioxide (TeO2)
and mercurous halides (Hg2Cl2, Hg2Br2, Hg2I2) were considered. The general assessment was
in favor of the mercurous halides, especially in terms of optical transparency up to the FIR
spectral band, where TeO2 cannot compete. Moreover, the acousto-optic figure of merit (M2)
is much higher for the mercurous halides.

Based on the performed analysis, Hg2Cl2 was selected as a suitable representative of the
mercurous halide family for the detailed quasi-collinear AOTF modeling. With the main
objective of AOTF operation in the TIR band, the model was analyzed and optimized for
maximal spectral resolution. Other parameters were also evaluated, such as the acoustic power
required for adequate diffraction efficiency of the AOTF in the TIR band, the diffraction
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efficiency for different angles of incidence of the broadband radiation, and the chromatic field
of view. Thus, the spatio-spectral operation of such a quasi-collinear AOTF was demonstrated.

As shown in the above-mentioned manuscript [A.2], the operation of the introduced quasi-
collinear AOTF is polarization sensitive, and the hyperspectral system based on this device
needs to incorporate a polarizer at the input (to select the correct polarization), but also at
the output (to block the undiffracted output radiation). These hyperspectral systems can
operate over the entire VIS and LWIR spectral range. Therefore, the polarizers should also be
able to operate over such a broad spectral range. For this reason, mercurous halides, with
their exceptional birefringence and optical properties, are ideal for this type of operation and
for constructing crystalline polarizers. Assuming a crystal-based polarizer that promises a
high degree of polarization, a Wollaston-type prism might be suitable for such broadband
applications and for a spatio-spectral hyperspectral system.

In general, Wollaston prisms find usage among applications such as microscopy, astronomy,
and already mentioned hyperspectral imaging. However, the currently used optical materials
limit their operational spectral range (up to 6 µm). For the farther IR band, only a non-crystal
polarizer is applicable, which limits the degree of polarization and broadband functionality.
However, there are a number of drawbacks, and the Wollaston polarizer based on mercurous
halides must be properly designed to work reliably over a wide spectral range. This was the
subject of the next core publication of this thesis:

[A.4] L. Krauz, P. Páta, J. Bednář, M. Kĺıma, and P. Janout, “Broadband Wollaston prism
with a large output beam separation based on mercurous halides,” Optics Express,
vol. 30, no. 26, pp. 47388–47403, 2022

published in Optics Express in 2022, which provided a parameter optimization for a design of a
Wollaston prism based on promising mercurous halide optical materials that offer exceptional
output beam separation and operation in an unconventionally broad spectral range from the
visible up to the FIR band.

The publication outlines the unique characteristics of mercurous halides and their optical
properties suitable for polarizer design. The manuscript also discusses the specific fundamental
parameters of the Wollaston polarizer based on mercurous halides. As a main result, the
Wollaston polarizer design was optimized and evaluated using Zemax optical software. The
manuscript also shows the possibility of an air-gap Wollaston prism construction.

Both presented publications are closely related to the topic of hyperspectral imaging in the
VIS and IR spectral bands. The optimization of both optical devices (quasi-collinear AOTF
and Wollaston polarizer) is dedicated to a possible VIS and IR operation, given the optical
properties of the mercurous halide materials. Moreover, both devices are required for the
possible construction of a spatio-spectral hyperspectral system.
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Abstract: The paper aims to show the advantages of the infrared-optimised quasi-collinear
AOTF (acousto-optic tunable filter) for the spatio-spectral hyperspectral imaging system. The
optimisation process is presented based on the selected tetragonal anisotropic materials with
exceptional optical and acousto-optical properties in IR (infrared) spectral region. These materials
are further compared in terms of their features and suitability for AOTF design. The spectral
resolution is considered as the main optimising parameter. Resulting from the analysis, the
mercurous chloride (Hg2Cl2) single crystal is selected as a representative of the mercurous halide
family for the presentation of the quasi-collinear AOTF model operating in LWIR (long-wave
infrared) spectral band. The overall parameters of the AOTF model such as spectral resolution,
chromatic field of view, acoustic frequency, and operational power requirements are estimated
and discussed in results.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Hyperspectral imaging has become considerably popular in several areas of interest, such as
remote sensing [1], medicine [2], forensics [3], food quality control [4], chemistry [5], and many
others [6]. The main part of the hyperspectral systems form diverse dispersive components such
as diffraction gratings, prisms, liquid crystals, and AOTFs (Acousto-optic Tunable Filters) [7].

The hyperspectral imaging in IR (infrared) spectral region (0.75 − 20µm) has recently also
increased its popularity in the mentioned applications. Several remote sensing hyperspectral
systems [8] operate within this spectral region, but usually in a narrower spectral band, depending
on the atmospheric windows. Frequently, two main spectral bands MWIR (Mid-wave-infrared
3− 5µm) and LWIR (8− 10µm) are selected [8–10]. The key parameters of hyperspectral systems
are the spectral resolution and the number of resolvable spectral channels. Commonly, the systems
offer in the MWIR and LWIR bands spectral resolution about tens of nm. Concerning the spectral
resolution, the exploitation of the AOTF as a main disperse device for the IR hyperspectral
instruments has been more frequently studied in previous years. Compared to standard dispersive
devices such as diffraction gratings, the AOTF offers no mechanical parts, fast tuning, better
spectral resolution, and a higher number of resolvable spectral channels in the operational spectral
band. These features offer faster capturing of the scene and its spectral decomposition compared
to standard push-broom systems.

There have been several approaches of AOTF designs suitable for the hyperspectral imaging in
a IR spectral region [11–17]. These AOTFs are frequently based on the non-collinear interaction
[18] between the RF (radio-frequency) acoustic wave and the input light. In some cases, the
standard collinear interaction is exploited [19,20]. The main problem of the non-collinear
AOTF design is the interaction length between the input light and the acoustic wave, which is
a critical parameter determining the spectral resolution. The collinear design offers a higher
spectral resolution but limits the aperture. In addition, some AOTF fabrication materials cannot
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be used for the collinear interaction [21]. To overcome this issue, Voloshinov introduced an
interesting approach of close-to-collinear or quasi-collinear interaction [22]. This approach has
also been studied and improved in the following years by several other authors [23–26]. The main
advantage of the quasi-collinear approach is the extension of the interaction length, therefore, an
improvement in the spectral resolution, and a possibility of the wide aperture.

A new concept of a collinear AOTF-based spatio-spectral hyperspectral system was proposed
by Maksimenka in [27]. In the paper, the authors presented their promising idea of the mentioned
system operation and built two breadboard imager prototypes based on the Hg2Cl2 collinear
AOTF operating in MWIR and LWIR bands. The operability has been subsequently demonstrated
by captured images of the black body source and a propane flame. To obtain a full hypercube
image, the authors also outlined the fundamental principle of their post-processing algorithm
based on the AO (acousto-optic) phase matching wavelength dependency through AO material
refractive indices. The authors have selected the Earth remote sensing as a possible application
of the proposed hyperspectral system. The physical properties of the AOTF were concluded
as the main limitation of the presented spatio-spectral hyperspectral system. Nevertheless, the
replacement of this type of AOTF by the quasi-collinear-based one could keep the hyperspectral
system properties and even improve its performance. The design of this AOTF, however, depends
on in-depth optimisation due to many degrees of freedom, which must be addressed during the
design process. One of the key decisions is an AOTF material selection. Convenient selection of
the fabrication material can highly influence and improve the properties (e.g. spectral resolution)
of the final instrument and, therefore, worth focusing on.

This paper presents optimisation criteria for designing a quasi-collinear AOTF based on
several optical materials suitable for the IR AOTF operation. The presented optimisation is
based on the AOTF spatio-spectral hyperspectral system requirements and aims to maximise the
AOTF spectral resolution parameter. The selected materials for this optimisation process are
well-known tetragonal crystals with high birefringence and exceptional AO properties. The first
material is TeO2, which is commonly used for the AOTF fabrication [28–30]. The other explored
materials are Mercurous Halides (Hg2Cl2, Hg2Br2, Hg2I2), which has been also under research
for several optical applications [31–36] and for AOTF design and fabrication [37–43]. In this
paper, we assess the quasi-collinear AOTF parameters for several IR spectral bands, but mainly
at 4µm. This wavelength has been chosen in purpose as a representative of the MWIR spectral
band with high atmospheric transmission window, which is exploited for several remote sensing
applications [44]. Moreover, the selected materials offer great transparency at this wavelength
and can be compared in terms of the AOTF properties. Apart from the comparison of the selected
materials, we provide a model of the quasi-collinear AOTF based on one selected tetragonal
material with bandwidth operation 8 − 10µm for thermal sensing applications. The presented
model parameters are then further discussed and assessed their suitability for the spatio-spectral
hyperspectral system.

The paper is structured into six main sections. The Introduction is followed by a description of
the selected concept of the spatio-spectral hyperspectral system. Then the paper focuses on the
theory of the quasi-collinear AOTF, its parameters, and optimisation criteria. The next section
aims to compare the selected fabrication materials for the quasi-collinear AOTF. Apart from the
Conclusion, the two last sections present the quasi-collinear AOTF model based on Hg2Cl2 and
assess the results and discuss its suitability for the spatio-spectral hyperspectral system.

2. Spatio-spectral AOTF-based hyperspectral system

Maksimenka has introduced the concept of the spatio-spectral AOTF-based hyperspectral system
in [27]. Despite the traditional hyperspectral systems, this concept exploits the AOTF as the main
diffractive instrument. Suppose the acoustic wave of specific RF frequency propagating within
the AOTF crystal. The incoming light from a captured scene incident on the input AOTF aperture

3. Design and optimization of optical devices based on mercurous halides for
infrared hyperspectral imaging

44



Research Article Vol. 29, No. 9 / 26 April 2021 / Optics Express 12815

(facet or window of the single crystal). The input light of specific wavelength and incident angle
then interacts within the crystal with the acoustic wave, which results in diffraction. This is given
by a well-known Bragg condition [46]. Therefore, for varying incident angles and wavelengths,
there are several diffracted beams of the imaging scene. Despite the commonly used concept
of AOTF devices, this system relies on encoding the spectral information by an incident light
angle. Thus, the spatio-spectral image can be obtained. By tuning the acoustic wave frequency,
the Bragg condition is changed. Therefore, different spectral information (wavelengths) will be
diffracted and captured at the same incident angle. The final hyperspectral cube of the captured
scene might be retrieved by post-processing of the detected image data. The introduced concept
of the described hyperspectral system is outlined in Fig. 1.

Fig. 1. The concept of the spatio-spectral hyperspectral imagining system, with the AOTF.
The input light wavefronts are decomposed and diffracted into several spectral lines according
to the incidence input angle, which fulfils the Bragg condition at a specific wavelength
and tuning frequency of the AOTF. To obtain the full hyperspectral 3D cube, the RF
tuning frequency must be changed. Subsequently, all the spatio-spectral images have to be
post-processed. The system is also composed of several other necessary devices such as
front and back optics, polarisers detectors, supply electronics and others. For more details
see [45].

This concept may be exploited in VIS (visible) spectral region similarly as in UV (ultraviolet)
or IR spectral band. Nevertheless, the system operation and even the post-processing of the data
would highly depend on the AOTF construction material. Therefore, the detailed and specific
design of the AOTF is crucial, and it highly affects the system performance. In this paper, we
propose a quasi-collinear AOTF model as a convenient selection for the introduced system.
Because of the complexity of the presented system, it is necessary to precisely design and evaluate
the properties of such AOTF and identify possible hold-backs that may occur. Therefore, the next
sections of the paper focus on the optimisation of the quasi-collinear AOTF and the selection of
suitable fabrication materials.

3. Quasi-collinear AOTF

In the paper, the operation of the quasi-collinear AOTF for all selected single crystal materials
has been set in a [001], [110] crystallographic plane. This plane offers exceptional AO properties,
especially the acoustic slow shear wave phase velocities, which strengths the AO interaction.
This means that the transverse acoustic wave propagates perpendicularly to the crystallographic
plane along the [110] axis for the selected orientation. This paper deals with the quasi-collinear
principle of the AOTF, which exploits S-polarized ordinary input light and diffracts the light
beam with the extraordinary P-polarization.
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For all selected tetragonal anisotropic materials, the propagation of the acoustic wave in the
[001], [110] plane [21] can be described as a slowness ellipse

V (θa) =
√︂

V2
110 cos2 θa + V2

001 sin2 θa. (1)

The V110 and V001 are the sound velocities in the [110], [001] directions. Nevertheless, in the
anisotropic materials, it is necessary to differentiate an acoustic wavefront propagation (phase
velocity) and an energy propagation (group velocity), because they do not have to be similarly
oriented. The acoustic phase velocity can be represented as a wave vector with a particular
direction within the acoustic slowness ellipse and with the acoustic wave velocity according
to Eq. (1). However, the direction of the acoustic group velocity vector is represented as a
normal vector to the tangent of the slowness ellipse for a given direction of the acoustic phase
velocity vector. The angle θga between the acoustic group velocity vector and the [110] axis can
be described as

θ
g
a = arctan

(︄(︃
V001
V110

)︃2
· tan θa

)︄
. (2)

The tan θa stands for the acoustic phase velocity angle measured from the [110] axis. The
acoustic group velocity should be oriented in a collinear direction with the input light to obtain
an AO quasi-collinear interaction. Contrary to that, the acoustic phase velocity does not have to
be collinear. With this collinear approximation, the θga can be replaced in Eq. (2) by θi, where θi
is the incident light angle measured from the [110] axis.

In addition, a standard vector phase matching equation can be obtained for the AO quasi-
collinear interaction. Assume the ordinarily polarised light represented as a wave vector k⃗i and an
acoustic phase velocity wave vector K⃗. The extra-ordinarily polarised wave vector of diffracted
light k⃗d then can be expressed as

k⃗d = k⃗i + K⃗. (3)

Scalar representation of Eq. (3) can be re-written as

2πnd (θd)
λ

=
2πni
λ
+

2πf
V (θa) , (4)

where λ is a wavelength, f is a particular frequency, ni = no and corresponds to the ordinary
refraction index of a specific anisotropic material. Diffractive index of refraction nd is for
tetragonal uniaxial crystals equal to

nd (θd) = none√︁
n2

o cos2 θd + n2
e sin2 θd

. (5)

The angle between the wave vector of diffraction k⃗d and the [110] axis is θd, and ne stands for
the extraordinary refractive index of the material.

Since the input light vector k⃗i and the acoustic group velocity vector are collinear for the
quasi-collinear interaction, the acoustic phase vector direction K⃗ is also known. Therefore, from
the ideal phase matching [Eq. (4)], it is possible to derive the parameters of diffracted wave vector
k⃗d and the necessary frequency of the acoustic wave. The wave vector diagram, which describes
the presented situation of the phase matching for the quasi-collinear AO interaction, is provided
in Fig. 2.

Assume there is an intersection point of the vector k⃗i and ordinary refractive index of
the anisotropic material represented by an optical slowness circle with radius 2πno/λ. This
intersection point has coordinates [Ix, Iy], where x replaces [110] axis and y replaces [001] axis.
Suppose, the acoustic phase wave vector K⃗ is represented by a line expression y = mx + c, where
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Fig. 2. Phase matching vector diagram of quasi-collinear AO interaction in [001], [110]
plane. A blue curve indicates an ordinary slowness circle of the birefringent material with a
radius 2πno/λ. A red curve represent an extra-ordinary slowness ellipse of the birefringent
material, with axes 2πno/λ and 2πne/λ. A blue vector ki represents the ordinary polarised
input light beam wave vector. A red vector kd is the extraordinary polarised diffracted light
wave vector, and a black K vector represents the acoustic wave vector. The blue and black
dashed lines of the input light and acoustic phase vector indicate the quasi-collinear principle.
The input light wave vector has a collinear direction as a black-dashed group velocity vector
of the acoustic wave. However, an acoustic phase velocity vector K has different direction
with angle θa from [110] axis. The angle of the acoustic group velocity θga to the [110]
axis has also been shown. An Azure-dashed vector shows the group-velocity direction of
the diffracted beam within the material. The red-dash vector indicates the refraction of the
diffracted beam from the birefringent material to air.

m = tan θa and c = Iy − m · Ix. Additionally, the optical slowness ellipse of the extraordinary
refractive index for the uniaxial anisotropic material is represented as x2/a2 + y2/b2 = 1, with
a = 2πno/λ and b = 2πne/λ. Thus, the intersection coordinates [Dx, Dy] of the acoustic wave
vector K⃗ and the extraordinary refractive index ellipse may be obtained as

Dx =
−a2mc + ab

√
a2m2 + b2 − c2

b2 + a2m2 , (6)

Dy =
b2c + abm

√
a2m2 + b2 − c2

b2 + a2m2 . (7)

The angle of diffraction θd can be then derived as

θd = arctan
(︃
Dx
Dy

)︃
. (8)

Moreover, the particular frequency for the ideal phase matching can be retrieved as

f =

√︂
V2

110K2
x + V2

001K2
y

2π
, (9)
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where Kx, Ky were obtained from the phase matching condition as Kx = Dx − Ix and Kx = Dy − Iy.
The non-collinear orientation of the acoustic wave phase velocity allows fulfilling the parallel
tangent matching condition in the input angle vicinity. This increases the angular aperture of the
AOTF [18]. Therefore, for a fixed magnitude and direction of the acoustic wave vector, the phase
matching can be considered as satisfied for several values of the incident light directions.

However, by changing the magnitude of the acoustic wave vector, wavelength or input light
angle, the phase matching condition may be violated. The deviation from the ideal phase
matching can be determined by the phase mismatch factor ∆⃗k. The phase mismatch significantly
influences one of the main parameters of the AOTF, which is the diffraction efficiency η. From
the phase matching condition, the phase mismatch parameter is equal to

∆⃗k = k⃗d − k⃗i − K⃗a. (10)

Scalar representation of ∆⃗k may be analytically obtained as a minimal distance to extraordinary
slowness ellipse from the acoustic phase vector end-point [Ka

x , Ka
y ]. This can be considered as

an optimisation problem and solved, for example, by standard Lagrange multipliers as

∆k = min

{︄(︁
∆kx − Ka

x
)︁2
+

(︂
∆ky − Ka

y

)︂2
|︁|︁|︁|︁|︁ x2

a2 +
y2

b2 = 1

}︄
, (11)

where [∆kx, ∆ky] are intersection coordinates between ∆⃗k and extraordinary slowness ellipse
with a = 2πno/λ and b = 2πne/λ. For the ideal phase matching, [Ka

x , Ka
y ] = [Kx, Ky] and ∆k = 0.

Thus, the diffraction efficiency can be defined [21] as

η =
Id
Ii
= Γ2 ·

sin2
√︃
Γ2 +

(︂
∆k ·L

2

)︂2

Γ2 +
(︂
∆k ·L

2

)︂2 , (12)

where

Γ =
π

λ
·
√︃

M2 · Pa · L
2 · H

. (13)

The ratio Id/Ii represents both diffracted and input light intensities. M2 is an AO figure of
merit. Pa is an acoustic power. H represents a height of the acoustic beam (usually limited
by the transducer size), and L is an interaction length. The AO figure of merit M2 represents
the strength of the AO interaction and significantly influences the diffraction efficiency and the
AOTF performance. The value of M2 is entirely defined by the material from which the AOTF
crystal is fabricated. It depends on the index of refraction of a birefringent material, acoustic
slowness, density ρ of the material, and crystallographic orientation, which means the directional
dependency. M2 is given by

M2 =
n3

o (nd (θd))3 p2
eff

ρ (V (θa))3
. (14)

The effective elasto-optic constant peff comes from the mentioned crystallographic orientation
of the material and from a geometry of the AO interaction. For tetragonal crystals in the [001],
[110] plane the peff can be estimated [28] as

peff = p44 cos θi sin θa − (p11 − p12)
2

sin θi cos θa. (15)

The elasto-optic coefficients p44, p11, p12 comes from the fourth-rank elasto-optic tensor.
These coefficients are material-dependent and must be assessed separately for each material.
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For sufficient diffraction efficiency, the power of the acoustic beam is also essential. Acoustic
energy needed for the AO interaction and at least 50% diffraction efficiency during the ideal
phase matching can be additionally obtained from Eq. (12) and expressed as

P =
H · λ2

8 · L · M2
. (16)

Therefore, the AO figure of merit M2 and interaction length L are critical for the design of the
AOTF, especially for the transducer requirements and other additional electronics such as electric
supply amplifiers and so on.

In general, the diffraction efficiency is according to Eq. (12) represented as sinc2 function.
Taken that into consideration, the expression for the best achievable spectral resolution ∆λ can be
derived at FWHM (full width half maximum) of the sinc2 (∆kL ≈ 0.9π) as

∆λ =
1.8πλ2

bL sin2 θi
, (17)

where b is a dispersion constant equal to

b = 2πλ2 · ∂
∂λ

(︃ | no − ne |
λ

)︃
. (18)

The expression for the diffraction efficiency also indicates that the phase matching condition
fulfilment can be achieved for several wavelengths at different input angles and one particular
acoustic beam frequency. It allows the encoding of spectral information into the incident angle.
The concept was mentioned in the previous section and outlined in Fig. 1. The acoustic beam
energy travels collinearly with the light incident on the AOTF input window because of the
quasi-collinear concept. Therefore, the instrument overall field of view will be limited by the
width and height of the acoustic beam. These parameters are determined by the transducer
size and proportions of the AOTF crystal. Another important parameter of the AOTF for the
spatio-spectral hyperspectral system is the chromatic field of view. This term represents the
standard angular aperture - maximum full angle deviation from the normal incidence for which
the phase matching condition is fulfilled at a given wavelength and acoustic frequency. Therefore,
the hyperspectral instrument overall angular resolution is also limited by the chromatic field of
view. Similarly, from the diffraction efficiency Eq. (12), for a given wavelength, ∆kL ≈ π and
∆λ ≈ 0 the chromatic field of view ∆θ can be approximated [18,47] as

∆θ =

√︄
2π · λ

L · b · | 3 cos2 θi − 1 | . (19)

From Eqs. (12), (16), and (17) it is apparent, that the improvement of the AO interaction length
L significantly increases the performance of the AOTF and favours the quasi-collinear interaction.
However, there is also a trade-off between the high spectral resolution and chromatic field of
view. Extension of the interaction length L and increase in birefringence by selecting a suitable
anisotropic material improves the spectral resolution significantly but decreases the chromatic
field of view. Since the design of the AOTF uses the spectral encoding by the angle of incidence
and expects diffraction of several wavelengths at one RF frequency, the maximisation of the
spectral resolution is then prioritised over the chromatic field of view.

The presented theory shows that the AOTF properties are highly material-dependent. The next
parameters, which influence the AOTF, are the single crystal proportions. Therefore, selecting a
suitable material is the first prerequisite for the AOTF design that should be made.
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4. Characteristics of selected tetragonal single crystals

Tetragonal anisotropic materials with high birefringence are an excellent choice for the AOTF
construction. These uniaxial crystals offer superb optical and elasto-optical properties. From
a variety of tetragonal materials suitable for modelling of the quasi-collinear AOTF, we have
selected specific types with exceptional optical features, transparency in IR spectral band, high
and positive birefringence and extensive AO figure of merit. The materials are TeO2 (Paratellurite)
and Mercurous Halide single crystals such as Hg2Cl2 (Calomel), Hg2Br2 (Kuzminite), and Hg2I2
(Moschelite). This paper compares the fundamental properties of the selected materials and
assesses their performance as fabrication optical materials for the quasi-collinear AOTF design.

In general, TeO2 is the most common material for the AOTF construction. However, compared
to Mercurous Halides, TeO2 is transparent only in a spectral region 0.35 - 5µm. Mercurous
Halides are slightly less transparent in VIS spectral band, but they are highly transparent in a
wide IR spectral region (up to 20µm and even more). The summarised general properties [34,48]
of the selected materials are in Table 1. As was mentioned above, these materials offer high
birefringence. The evolution of their refractive indexes in the selected bandwidth is shown in
Fig. 3. The ordinary and extraordinary refraction indices have been modelled via Cauchy’s
dispersion formula [49]

n (λ) = A +
B
λ2 +

C
λ4 +

D
λ6 + . . . . (20)

Fig. 3. Ordinary and extraordinary refractive indices for materials of TeO2 (A), Hg2Cl2
(B), Hg2Br2 (C), Hg2I2 (D), respectively (refractive indexes obtained in [50,51]).

The estimated coefficients A, B, C, D for the selected materials are summarised in Table 2.
The significant birefringence of the materials is apparent from the presented diagrams. At the
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Table 1. General material properties.

Materials / properties TeO2 Hg2Cl2 Hg2Br2 Hg2I2

Density - ρ[g/cm3] 6.00 7.190 7.307 7.70

Hardness [Mohs] 4.5 1.5 1.5 1 - 2

Transmission [µm] 0.35 - 5 0.35–20 0.40 – 30 0.45 – 40

Birefringence (λ = 632.8nm) [-] 0.35 0.66 0.86 1.48

Band gap [eV] 3 3.9 2.6 2.4

selected wavelength 4µm, Calomel offers approx. birefringence 0.5536, Kuzminite 0.6838, and
Moschelite even 0.9831, which is significantly higher than birefringence 0.1392 of Paratellurite.
To assess sufficiently all selected materials and compare them in the IR region, the selected
wavelength 4µm has been retained.

Table 2. Calculated coefficients of Cauchy’s dispersion formula for the
selected tetragonal materials (refractive indexes obtained in [50,51]) .

TeO2 Hg2Cl2 Hg2Br2 Hg2I2
no ne no ne no ne no ne

A 2.177 2.316 2.033 2.699 2.264 3.228 1.898 2.448

B 0.029 0.034 0.040 0.124 0.069 0.259 0.024 0.035

C 0.001 0.001 −0.004 −0.015 −0.009 −0.063 0.0004 0.0108

D 0.0002 0.0003 0.001 0.004 0.003 0.027 0.0001 −0.0001

A significant parameter for the AO interaction in the [001], [110] plane, that can be compared,
is the acoustic shear wave velocity. For the selected crystallographic plane, the overall velocity
can be provided by Eq. (1). Specifically important are the velocities V001 and V110. The
summary of the selected material acoustic velocities are in Table 3. The exceptional low values
of V110 for Calomel (V110<350m/s), Kuzminite (V110<285m/s) and Moschelite (V110<255m/s)
significantly increase the AO figure of merit [Eq. (14)] and, therefore, favour Mercurous Halides
over Paratellurite (V110<616m/s).

Table 3. The acoustic wave velocities in the crystallographic
plane [001], [110] for the selected materials.

Materials / acoustic velocities TeO2 Hg2Cl2 Hg2Br2 Hg2I2

V001 [m/s] 2104 1084 1008 871

V110 [m/s] 616 347 282 253

The AO figure of merit M2 represents the AO interaction parameters and is completely based
on the material characteristics. Moreover, M2 is also determined by the effective elasto-optic
coefficient, which can be calculated for the plane [001], [110] according to Eq. (15). The known
elasto-optic coefficients p11, p12, p44 are listed in Table 4. All the elasto-optic coefficients are
currently known only for the TeO2 material. For Calomel material, one remaining elasto-optic
coefficient p44 is still unknown and usually considered equal to 0 [24,25]. For Kuzminite and
Moschelite, the elasto-optic coefficients have not yet been determined. It is mainly caused by
their problematic growth and polishing processes. Therefore, for calculating the M2, we exploited
the correct refractive indices of these materials and combined them with the Calomel elasto-optic
coefficients, which can be considered as a sufficient approximation [24,25].

Assuming the general quasi-collinear interaction for the incoming light beam at 4µm, the
AO figure of merit M2 of the selected materials can be calculated against the input light angle
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Table 4. The elasto-optic coefficients of the selected materials. For
Hg2Br2 and Hg2I2, the coefficients are currently unknown. The
elasto-optic coeficient p44 of Calomel is also unknown and is

commonly considered as equal to 0.

Materials / elasto-optic coefficients TeO2 Hg2Cl2 Hg2Br2 Hg2I2

p11 [-] 0.0074 0.551 UNK UNK

p12 [-] 0.187 0.440 UNK UNK

p44 [-] −0.17 0 (UNK) UNK UNK

(measured from the [110] axis). The results can be seen in Fig. 4(A). It is clear that Moschelite
outperforms significantly the remaining materials mainly due to the low acoustic velocities and
high birefringence. However, all Mercurous Halides outperform the Paratellurite in general. It is
also possible to approximate the M2 for several values of Calomel elasto-optic coefficient p44.
Figure 4(B), indicates that for values of p44>0, the M2 rises and reaches higher values than shows
the 4(A). The evaluation of Calomel coefficient p44 has also been studied in other research [40]
and must be addressed in the future.

Fig. 4. The AO figure of merit versus input angle calculated for quasi-collinear AO
interaction in [001], [110] with assumed the light wavelength 4µm. Sub-figure A shows
the M2 for all selected materials - TeO2 (orange line), Hg2Cl2 (green dashed line), Hg2Br2
(red dashed line), Hg2I2 (blue dashed line). Sub-figure B express the estimation of Calomel
M2 versus input angle for several values of elasto-optic coefficient p44, which is currently
unknown and usually estimated as 0. The exploited values of p44 varies in interval from
−0.4 to +0.4

In addition, for the varying input angle, other parameters of the general quasi-collinear AOTF
can also be estimated based on the material characteristics. The best theoretically achievable
values of the quasi-collinear AOTF for the 4µm wavelength are summarised for all materials in
Table 5. The properties based on the proportions of the AOTF single crystals such as interaction
length L and height of the acoustic wave H has been selected for the sake of simplification as
L = 3cm, H = 0.8cm. Interesting are the values of spectral resolution, which result from the high
birefringence. Mercurous Halides are better in spectral resolution over 2.75nm than Paratellurite,
which makes a notable difference.

Currently, the TeO2 optical material is the most exploited for the AOTF fabrication. However,
as was mentioned above, it has a limited spectral band within the IR spectral region, and above
5µm is not transparent. It is a limitation for devices that want to operate in LWIR (long-wave
infrared) spectral band. This bottleneck may be suppressed by Mercurous Halide materials,
which offer even better properties and are transparent over 20µm and highly suitable, for example,
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Table 5. Estimated values of quasi-collinear AOTF properties based
on the selected materials. For the estimation the interaction length has
been set equal to L = 3cm and the width of the acoustic wave was set
equal to H = 0.7cm. For all parameters, the incident angle of the light

has been selected for their maximisation.

Materials / AO properties at λ = 4µm TeO2 Hg2Cl2 Hg2Br2 Hg2I2

Dispersive constant - b [-] 0.874 3.479 4.297 6.177

AO figure of merit - M2 [10−15 s3/kg] 246 327 1008 2790

Spectral resolution - ∆λ [nm] 3.45 0.87 0.70 0.49

Chromatic filed of view - ∆θ [mrad] 4.73 2.37 2.14 1.78

Acoustic power - Pa(η ≈ 50%) [W] 2.17 1.63 0.53 0.19

for the LWIR operation. Concerning Mercurous Halides, currently, only Calomel has been grown
to a sufficient size for the AOTF fabrication [33,38]. The ongoing research on the growth of
Kuzminite and Moschelite, which ensures sizeable and robust crystals, is still in progress [35,52].
In addition, the bonding of the transducer to the Mercurous Halide crystals is currently also under
ongoing research [53].

Considering the analysed characteristics of the selected tetragonal crystals, Calomel has been
chosen for a design of the quasi-collinear AOTF model. In general, Calomel can be considered
as a valid representative of Mercurous Halides and possess several of their properties. Compared
to TeO2, Calomel also offers wider operational bandwidth due to its transparency and higher
spectral resolution, which was selected as the main optimising parameter.

5. Calomel-based quasi-collinear AOTF

In general, the properties of Calomel single crystals allow the operation in the thermal LWIR
spectral band. Therefore, in this paper, we propose optimisation criteria and model of the
quasi-collinear AOTF operating at wavelengths 8 − 10µm. From the previous analysis, it is
clear, that the design and performance of such AOTF is highly related to the crystallographic
orientation and thus directionally-dependent. Resulting from that, a cut angle of the crystal input
window within the selected [001], [110] plane is crucial. In general, the cut angle of the AOTF
crystal determines the input angle of the light at normal incidence (measured from the [110] axis)
and affects the parameters of the AOTF. For the presented model, assume, the acoustic wave
emitting transducer placed on the crystal side. Therefore, the overall cut of the single crystal
is also crucial. An example of a convenient crystal shape for the quasi-collinear AOTF and
its operation may be seen in Fig. 5(A). For the quasi-collinear AOTF, the transducer may be
oriented in a way that the acoustic group velocity vector propagates to the input facet of the
crystal. The acoustic group velocity (energy) is then reflected at the crystal input window, and
it propagates collinearly with the input light at normal incidence. After the reflection at the
input window, the acoustic phase wave velocity vector should be conveniently oriented for the
maximisation of AOTF parameters, such as AO figure of merit M2, diffraction efficiency, and
chromatic aperture. As was mentioned above, the different directions (walk-off angle) of the
acoustic group (energy flow) and phase velocities (wavefront orientation) vectors are caused by
the characteristics of the anisotropic medium. In addition, the shape of the presented crystal
is constrained by symmetricity. The output facet of the crystal should be parallel to the input
window. The sides of the crystal should also be parallel. Thus, the acoustic wave can be reflected
at the output window and absorbed by the crystal lateral side by the additional acoustic absorber.

To maximise the M2, Fig. 4 may be used. Therefore, for the Calomel-based quasi-collinear
AOTF, the input window cut angle should be between −45◦ and −60◦ (measured from the [110]
axis). The separation of the diffracted and input light beam not only by polarisation may also be a
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Fig. 5. The example of proposed design of the quasi-collinear AOTF (A) and deviation
angle between input and diffracted light beams (B). The transducer bonded to the crystal
emits acoustic shear wave in the selected crystallographic plane [001], [110]. The acoustic
wave group velocity does not follow the acoustic phase velocity due to the significant walk-off
angle. Therefore, the acoustic wave directs to the crystal input window, where the acoustic
wave is reflected. Thus, the input light wave and acoustic wave propagates collinearly. The
phase velocity vector of the acoustic beam has, however, different orientation. The acoustic
wave is then similarly reflected at the crystal output window and can be absorbed in the
backside. The polishing of the crystal, therefore, has to be symmetrical.

critical factor. The spatial separation between the input light beam and the diffracted light beam
can be represented as | θd − θi |. The results of separation between the incident and diffracted
light beams for Calomel material at 8µm and 10µm can be seen in Fig. 5(B). Due to the low
birefringence changes in the IR region, the separation between the diffracted and incident light
almost does not vary. Conveniently, for the maximal spatial separation, the input window cut
angle should be from −40◦ to −50◦.

Because of the directional dependence of the M2, the cut angle of the AOTF input window
influence required acoustic power for sufficient diffraction efficiency. This power dependency
may be expressed by Fig. 6 and via Eq. (16), where 8µm wavelength was selected as dominant.
The required power profile corresponds proportionally to the shape of the AO figure of merit M2
and confirms its high impact on the AOTF performance. The interaction length also lowers the
power requirements.

From the provided analysis, we can conclude that the recommended cut angle for the Calomel
crystal for the selected type of AOTF should be set between −45◦ and −60◦ from the [110] crystal
axis.

For the model of the quasi-collinear Calomel-based AOTF, suppose, that the input cut angle
has been selected equal to −48◦ (measured from the [110] axis). It is also possible to analyse
the spectral resolution of such AOTF via Eq. (17). The spectral resolution dependence on the
wavelength and interaction length can be seen in Fig. 7. The figure shows that the increase of the
interaction length favours the quasi-collinear AO interaction. The difference may be up to tens of
nm.

Selecting the interaction length equal to 3 cm as a typical length for currently grown Calomel
crystals [33,34,54] other parameters of the quasi-collinear AOTF may be modelled. Firstly, the
frequency dependence on the wavelengths in 8 − 10µm spectral band can be analysed for the
quasi-collinear AOTF with selected parameters. The results of the required frequency for ideal
phase matching during the normally incident light may be seen in Fig. 8(A).

The necessary power requirements for at least 50% diffraction efficiency for the modelled
quasi-collinear AOTF may also be analysed. The results are plotted in Fig. 8(B). The spectral
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Fig. 6. The required power for the 50% diffraction efficiency of the calomel-based quasi-
collinear AOTF depending on the input angle of the light and interaction length. For the
simplicity, the interaction length has been set equal to 3cm and width of the acoustic beam
to 0.8cm. For this approximation, the wavelength equal to 8µm has been selected.

Fig. 7. The spectral resolution versus wavelength and interaction length for the calomel-
based quasi-collinear AOTF. For this estimation, the input angle of the light has been selected
equal to −48◦ form the [110] crystallographic axis.
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Fig. 8. Estimated properties of the Calomel-based quasi-collinear AOTF operating in
8 − 10µm spectral band. The first diagram (A) represents the tuning acoustic frequency
dependence on the wavelength. The next diagram (B) shows the required power for at least
50% diffraction efficiency versus the input wavelength. The diagram (C) shows estimated
spectral-resolution of modelled AOTF against the input light wavelength. The last diagram
(D) represent approximated chromatic aperture versus the input wavelength. For the sake of
simplicity, the interaction length has been set equal to 3cm and width of the acoustic beam
to 0.8cm. The cut angle of input window of the calomel crystal has been selected equal to
−48◦, measured from the [110] crystallographic axis.

resolution for the selected wavelengths and the chromatic aperture may be seen in Figs. 8(C),
8(D), respectively.

Having a specific cut of the AOTF input window in the [001], [110] crystallographic plane, we
can also assess the diffracted light output for different incident light angles and wavelengths in
the IR region. Therefore, it is possible to evaluate the spatio-spectral output expected from the
introduced hyperspectral concept.

Setting the acoustic beam frequency to 12.87MHz, the deviation from the phase matching
condition may be shown [Eq. (11)]. Only a narrow band of wavelengths and input angles create a
small enough mismatch for obtaining the diffracted output beam. For the quasi-collinear AOTF
model, the results of the phase mismatch are plotted against the wavelength and incident light
angle in Fig. 9.

Based on the obtained phase mismatch and Eq. (12), it is also possible to evaluate the diffraction
output. Assume the same acoustic frequency 12.87MHz and the acoustic beam power equal to
the 8.39W. Figure 10 shows the diffraction output for incident wavelengths in 8 − 10µm spectral
band and incident light angle varying from −40◦ to −58◦ (measured from the [110] axis). For
the sake of simplification, the multispectral light beam is considered to incident at the centre of

3. Design and optimization of optical devices based on mercurous halides for
infrared hyperspectral imaging

56



Research Article Vol. 29, No. 9 / 26 April 2021 / Optics Express 12827

Fig. 9. Estimated phase mismatch ∆k for the calomel-based quasi-collinear AOTF with a
cut angle of the input window equal to −48◦ form the [110] axis. The values of the mismatch
are plotted against the wavelength and input angle of the incident light. The frequency of the
acoustic wave is 12.87MHz, and the input power of the acoustic beam was set to 8.39.W.

the input window of the AOTF, similarly as it is shown in Fig. 5. From the observable peaks of
the diffraction efficiency, which corresponds to the ideal phase matching condition, it is apparent
that the spatio-spectral hyperspectral imaging concept was achieved. It is clear that the diffracted
output equal to 9µm properly corresponds to the diffracted output peak with 50% diffraction
efficiency for 8.39W, as was expected. However, it can be seen that lower and higher wavelengths
are, due to one selected frequency and level of power, diffracted with varying efficiency levels.
This phenomenon must be addressed in the future by the design of the post-processing of the
captured data.
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Fig. 10. Diffraction output from the calomel-based quasi-collinear AOTF model. The
diffraction output corresponds to the phase mismatch obtained in Fig. 9. The acoustic wave
frequency was kept at 12.865MHz, and the input power of the acoustic beam was set to
8.39W. These values are set for the 50% diffraction of the 9µm beam at normal incidence on
the crystal input window (−48◦ from [110] axis). The results properly correspond to the
expected phase matching. The diffraction is observable for several input wavelengths and
incident angles. Thus, spatio-spectral imaging through the AOTF may be achieved. For
diffraction of other wavelengths, the acoustic frequency should be tuned. The whole spectral
information may be obtained after several steps of tuning and post-processing.

6. Results and discussion

The principle of the quasi-collinear AOTF for spatio-spectral hyperspectral imaging was demon-
strated in the previous section. It has been shown, the characteristics of the selected tetragonal
materials may offer significant benefits for the quasi-collinear AOTF in the IR region. The
selection of the material highly depends on the chosen operational spectral band. The material
crystallographic plane has been selected as [001], [100] due to the slow shear wave speed of
the acoustic wave within this plane. The refractive indices evolution in the VIS and IR bands
for all selected materials have been shown in Fig. 3. The primary optimised parameter is the
spectral resolution. The spectral resolution of the quasi-collinear AOTF depends mainly on
the used crystal proportions and material characteristics [Eq. (17)]. The maximally achievable
spectral resolution for the AOTF based on the selected materials, at MWIR wavelength 4µm
and for selected crystal proportions, was shown in Table 5. Frequently used Paratellurite single
crystal offers spectral resolution 3.45nm for the quasi-collinear AOTF at the 4µm wavelength.
Contrary to that, exceptional parameters were exhibited by Mercurous Halide single crystals.
The spectral resolution for quasi-collinear AOTF based on Calomel was estimated as 0.87nm at
the same wavelength. Kuzminite and Moschelite offered even narrower spectral resolution 0.7nm
and 0.49nm respectively. Comparing the other parameters such as AO figure of merit M2 and
related acoustic power requirements, Mercurous Halides provided even better results. The M2
for Paratellurite-based quasi-collinear AOTF was estimated as 246 · 10−15s3/kg. and necessary
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power (η ≈ 50%) equal to 2.17W. Estimated M2 and acoustic power (η ≈ 50%) for Calomel,
Kuzminite and Moschelite was 327 · 10−15s3/kg, 1008 · 10−15s3/kg, 2790 · 10−15s3/kg and 1.63W,
0.53W and 0.19W respectively. However, due to the nature of this type of the AOTF and high
birefringence of Mercurous Halides, the trade-off is the lower value of the maximal chromatic
field of view 2.37mrad, 2.14mrad, 1.78mrad, compared to Paratellurite maximal chromatic field
of view 4.73mrad. Nevertheless, the biggest advantage of Mercurous Halides is the broadband
IR spectral operation over 20µm. Hence, the operation in the LWIR spectral band allow only
Mercurous Halides. Concerning the results, Mercurous Halides or more precisely Calomel has
been selected as a suitable material for the quasi-collinear AOTF modelling.

The cut angle selection of the Calomel single crystal input window had also been discussed
and optimised. The crystal input window cut highly influences the parameters such as M2, power
requirements, the deviation between the input and diffracted light, and others. The highest value
for the Calomel M2 was according to Fig. 4 between −45◦ and −60◦ for the cut angle of the
crystal window (measured from the [110] axis). This selection was confirmed by Fig. 6. This
figure represented the power requirements of the AOTF for at least 50% diffraction efficiency and
showed the importance of the AO interaction length. The extension of the AO interaction length
from 1cm up to 5cm lowered the power requirements almost by an order. Another important
benefit of the AO interaction length extension has been shown in Fig. 7. A similar extension of
the interaction length up to 5cm improved the spectral resolution ∆λ also almost by an order.

For the model of the Calomel-based quasi-collinear AOTF, the input cut angle has been selected
equal to −48◦. A shape of the quasi-collinear AOTF, which ensures the collinear interaction
between the input light and the acoustic beam, has been proposed in Fig. 5(A). For this model,
the energy propagation of the acoustic wave is diverse from the acoustic waterfront orientation.
It is caused by the walk-off angle between the phase and group acoustic velocities within the
anisotropic medium. Therefore, in the presented model, the acoustic wave is reflected at the
crystal input window and propagates collinearly with the light. The obtained parameters of this
type of AOTF have been presented in Fig. 8. Introduced AOTF model achieved the spectral
resolution and chromatic field of view approximately ∆λ ≈ 6.3nm, ∆θ ≈ 0.65mrad at 8µm and
∆λ ≈ 9.95nm, ∆θ ≈ 0.73mrad at 10µm. The tuning acoustic frequency and power (η ≈ 50%)
have been 14.5MHz with 6.6W at 8µm and 11.5MHz with 10.3W at 10µm respectively.

The presented model also served for the estimation of the phase mismatch and allowed the
diffraction output evaluation. The phase mismatch results with the frequency 12.865MHz and the
power 8.39W against the wavelength and the light incident angle have been shown in Fig. 9. The
lowest mismatch values were estimated between the incident angles −35◦ and −60◦ (measured
from the [110] axis) for operational wavelength interval 8− 10µm. Subsequently, according to the
phase mismatch results, the diffracted output has been modelled. We exploited the same acoustic
beam frequency and power. The diffracted output for varying wavelength and light input angles
is shown in Fig. 10. The presented diffracted output corresponded to several sinc2 function peaks
depending on the phase matching and the acoustic beam power. The expected diffraction peak,
which corresponds to the 50% diffraction efficiency at 9µm and normal light incidence at the
crystal input window (−48◦) have been obtained. The spectral resolution at the FWHM of the
sinc2 function at 9µm was approximately 10nm. This spectral resolution is about 2nm worse
than the overall estimation in Fig. 8(C). This difference resulted from the limited acoustic power
selected for 50% diffraction efficiency. The other diffracted peaks, which fulfilled the Bragg
condition, have been obtained with varying efficiency due to the unchanged level of acoustic
power. In general, there were obtained 18 diffraction peaks within the operational spectral region.
By tuning the frequency and the acoustic power, different mismatch and diffraction peaks may be
obtained. Thus, the spatio-spectral concept of the AOTF has been demonstrated.

Considering the presented results, the suitability of the quasi-collinear AOTF for the spatio-
spectral hyperspectral system has been shown. The future work should focus on the fabrication
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of the presented quasi-collinear AOTF based on Mercurous Halides and its integration into
the introduced hyperspectral system. The fabrication of Mercurous Halides-based AOTF and
further test procedures may allow specifying the missing elasto-optic coefficients of the materials
precisely. This would also help to describe the AOTF parameters more accurately and improve
its design optimisation. In addition, the overall optical modelling of the introduced hyperspectral
system should also be a priority. The determination of its other parameters such as PSF, field of
view, spatial resolution, and others should be focused on. Apart from the AOTF, these parameters
are influenced by the additional system instruments such as fore and back optics, detector,
electrical amplifiers, necessary polarisers, and so on. Therefore, the appropriate selection and
further optimisation of these instruments would be necessary for the final construction and
parameter determination of the presented hyperspectral system.

7. Conclusion

This paper has proposed the analysis of the quasi-collinear AOTF suitable for the spatio-spectral
IR hyperspectral imaging system. Apart from the quasi-collinear interaction theory, we have
analysed and discussed the properties of suitable anisotropic materials for the AO IR operation
and compared them against each other. The materials were selected among the tetragonal
single crystals with high positive birefringence and exceptional AO properties. Conveniently,
the quasi-collinear AO interaction for the selected materials proceeded in the [001], [110]
crystallographic planes. The Calomel single crystal has been chosen as the suitable representative
for the quasi-collinear AOTF model from the provided comparison. We have shown and discussed
the convenient cut of the input window of the Calomel-based AOTF and showed the undeniable
advantages of the quasi-collinear interaction. In addition, the power requirements, the maximal
achievable spectral resolution, and the angular aperture of the quasi-collinear AOTF have also
been discussed. Finally, the evaluation of the spatio-spectral hyperspectral concept by the AOTF
model has been confirmed and presented.
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Abstract: The paper proposes a Wollaston-type crystal polarizer suitable for broadband
operation within the visible spectral band up to the far infrared band based on unique optical
materials, mercurous halides (Hg2X2). This paper introduces the general characteristics and
optical properties of these birefringent tetragonal optical materials, as well as the general
description of a Wollaston prism and the process of its parameter optimization. In general, the
Wollaston polarizer is constructed from two combined wedge-shaped prisms. The key parameters
that affect the properties of the Wollaston polarizer are then the cut angle of these two prisms and
the refractive index of the exploited optical cement (immersion) that bonds the prisms together.
The optimal prism cut angles and immersion refractive index are investigated to maximize the
Wollaston parameters, such as the transmittance of the polarized radiation and the separation
angle of the output orthogonally polarized beams. This process is significantly dependent on the
characteristics of all selected mercurous halides (Hg2Cl2, Hg2Br2, Hg2I2). The optimal values
of the prism cut angle for each material are selected based on the outlined results. In addition,
the Wollaston prism behaviour regarding real radiation propagation is modelled in detail via the
Zemax optical studio. The presented models aim to aid in the real design and fabrication of a
broadband Wollaston polarizer based on mercurous halides.

© 2022 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Today, many applications in optics and photonics exploit the polarization phenomenon of
electromagnetic radiation [1–5]. The simplest way to obtain and operate with polarized radiation
is using a standard linear or circular type of polarizer [6]. There are several types of these
devices, such as wire-grid, thin-film, or birefringent crystal polarizers, each with its specific
usage [7,8]. The thin-film and wire-grid polarizers are not commonly optimized for broadband
operation and focus on specific spectral bands. Aiming mainly at the infrared spectral bands,
the menu of usable polarizing devices thickens. Although wire grid polarizers are applicable
in the TIR (thermal infrared) spectral band from 7 µm to 15 µm, they usually do not offer a
superior degree of polarization and are mainly specialized on narrower bands. Therefore, crystal
polarizers are most commonly used to achieve a superior degree of polarization for radiation
propagation through the polarizer across as wide spectral range as possible. Nevertheless, the
usage of such a polarizer is limited by selecting a suitable optical material that can be used for a
polarizer fabrication. Among the materials that are used most frequently for polarizer fabrication
is standard calcite (CaCO3), with transparency ranging between 0.3 µm and 2.3 µm [9], which
covers the VIS (visible), NIR (near-infrared), and SWIR (short-wave infrared) spectral bands.
The other frequently commercially used material magnesium fluoride (MgF2) is transparent in an
even wider spectral range of 0.2 µm - 6 µm and additionally covers a MWIR (mid-wave infrared)
band [10]. However, there are no commercially used crystal polarizers that would cover VIS-TIR
spectral bands and even parts of the FIR (far-infrared) band. Highly promising optical materials
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capable of filling this void are mercurous halides (Hg2X2), such as calomel (Hg2Cl2), kuzminite
(Hg2Br2), and moschelite (Hg2I2) [11]. These materials offer exceptional transparency from
0.35 µm to 40 µm and birefringence up to 1.48.

Several proposals have been made for the use of mercurous halides as polarizers in the
past [12,13], but most research focuses on their extraordinary acousto-optical properties and
applications [14–22]. For example, [23] analyzed in detail the characteristic of mercurous halides
regarding their acousto-optical properties, such as the acousto-optic figure of merit, but their
polarizing behaviour important for the polarizer construction has been omitted. Nevertheless,
the current problem of mercurous halides is with their complicated growth, polishing treatment,
and quality evaluation [24–30]. Moreover, for the successful fabrication of a polarizer based
on mercurous halides, a suitable design scheme for precise cutting and polishing of the growth
mercurous halide crystal has to be introduced.

In the past years, there has been a short introduction regarding the exploitation of mercurous
halide crystalline materials as polarizers [12]. However, detailed analysis and optimization
schemes on how the polarizers should be designed have been omitted. Recently, a study on
Glan-type polarizer based on mercurous halides was proposed. [13]. The authors investigated
their own design of a Glan-type polarizer, but mainly for kuzminite and primarily with a focus
on the acceptance angles. Reviewing these studies up to the present, a detailed design and
construction study focusing on a standard Wollaston polarizer based on mercurous halides has
been almost completely omitted.

Contrary to the Glan-type polarizers, the Wollaston polarizer usually needs for its operation a
specified optical cement (adhesive immersion) that bonds together the two fundamental Wollaston
crystal wedge prisms. Finding a suitable refractive index of immersion, together with a correct
cut angle of the wedge prisms, makes analyzing and designing the Wollaston prism more difficult.

In general, Wollaston polarizers find applications in various optical fields, such as polarimetry
[31–35], microscopy [36,37], and spectroscopy [38,39]. Taking advantage of a mercurous
halide-based Wollaston prism and using it for the mentioned applications may enrich them
and extend these fields to a broader spectral range. Specifically, this type of polarizer could
be used efficiently for thermal hyperspectral imaging systems [23]. Nevertheless, for all these
applications, a precise design of this type of Wollaston polarizer is necessary to optimize its
performance in specified spectral bands.

Considering the current state of the mercurous halide-based polarizers described above, this
paper presents an analysis and proposes design parameters for the mercurous halide-based
Wollaston prism with the aim of maximizing the transmittance and the output beam separation
angle over as wide spectral range as possible. For this analysis, a high focus is given to the
maximal exploitation of the unique material properties of mercurous halides. Suitable cut angles
of the Wollaston wedge prisms and a convenient refractive index of the necessary optical cement
are proposed and selected. The analysis is performed separately for all mercurous halides, calomel,
kuzminite, and moschelite. Following the cut angle and immersion selection, a ray-tracing of the
mercurous halide Wollaston prism based on the Zemax optic studio is performed.

The paper is structured into five main sections. The introduction is followed by the general
characterization of mercurous halides in Section 2. A detailed description of the optimized
Wollaston parameters is presented in Section 3. Section 4 presents the analysis and ray-tracing
results and provides a subsequent discussion on this topic. The paper is then summarized in
conclusion Section 5.

2. Mercurous halide characteristics

Fundamentally, mercurous halides are ranked among tetragonal uniaxial anisotropic crystals. To
evaluate the optical polarization behaviour of these materials, it is convenient to describe how
they affect the electric field of electromagnetic radiation. In general, the electric field in any

3. Design and optimization of optical devices based on mercurous halides for
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linear dielectric anisotropic material can be expressed [6] as

E = ϵ−1D, (1)

where D is a vector of electrical induction, E represents a vector of electrical intensity, and ϵ−1

is a tensor of electrical impermeability. Thus, the dielectric properties of the material are fully
described by the impermeability tensor. For an anisotropic material with a certain symmetry in a
principal coordinate system xyz, Eq. (1) can be rewritten as

⎛⎜⎜⎜⎜⎝
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where 1/n2
1, 1/n2

2, 1/n2
3 denote the main values of the impermeability tensor. This tensor can

then be represented in the xyz-coordinate system as an index ellipsoid by equation
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y2

n2
2
+

z2

n2
3
= 1, (3)

where n1, n2, n3 are the refractive indices of a particular anisotropic crystal. Since mercurous
halides are uniaxial optical crystals, the refractive indices follow the conditions n1 = n2 = no and
n3 = ne, where no and ne are ordinary and extraordinary refractive indices. The example of an
index ellipsoid for the calomel crystal as a representative member of the mercurous halide family
can be illustrated by Fig. 1.

ne

nono

ne

x
y

z

nono

Optic axis

Fig. 1. Index ellipsoid of uniaxial mercurous halide (calomel).

The undeniable advantage of mercurous halides is their high positive birefringence. At a
wavelength 0.633 µm the ordinary and extraordinary refractive indices of calomel reach values
equal to no = 1.96, ne = 2.61. Furthermore, the refractive indices of kuzminite and moschelite
reach values no = 2.12, ne = 2.98 and no = 2.43 ne = 3.88 at the same wavelength, respectively.
Assuming the mentioned values of the refractive indices, the birefringence ∆n dependent on the
wavelength (λ) can be expressed as

∆n(λ) = |ne(λ) − no(λ)|. (4)

The values of the ordinary and extraordinary refractive indices are estimated from Cauchy’s
dispersion formula [40] written as

n (λ) = A +
B
λ2 +

C
λ4 +

D
λ6 + . . . , (5)
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where the coefficients A, B, C, D (adopted from [23]) are unified in Table 1. Thus, the birefringence
spectra of mercurous halides in the range 0.4 − 12 µm can be seen in Fig. 2.
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Fig. 2. Birefringence ∆n of mercurous halides versus wavelength λ.

Table 1. The coefficients used in Cauchy’s dispersion
formula for the estimation of the refractive indices of
mercurous halides. The measured refractive indices

exploited for coefficient estimation were obtained from [11].

Hg2Cl2 Hg2Br2 Hg2I2
no ne no ne no ne

A 2.033 2.699 2.264 3.228 1.898 2.448

B 0.040 0.124 0.069 0.259 0.024 0.035

C −0.004 −0.015 −0.009 −0.063 0.0004 0.0108

D 0.001 0.004 0.003 0.027 0.0001 −0.0001

For the polarizer construction, another key parameter is the transparency range. The trans-
parency range for calomel covers a spectral band from 0.35 µm up to 20 µm. The range
for kuzminite and moschelite is even wider, from 0.4 µm up to 30 µm and from 0.45 µm to
40 µm, respectively [9]. This allows to exploit these materials in a highly broadband spectral
region. However, design optimization of this wide-band polarizer would be significantly more
complicated than for some specified narrow spectral bands. There are other parameters that
are crucial for the exploitation of mercurous halides as materials for optical devices. These
materials are very soft (hardness 1.5-2 according to the Mohs scale) and therefore problematic
for polishing. Some other selected properties of mercurous halides, such as density or band gap,
are summarized in Table 2.

Table 2. General properties of mercurous halides [9,41].

Materials / properties Hg2Cl2 Hg2Br2 Hg2I2
Density (g/cm3) 7.190 7.307 7.70

Hardness (Mohs) 1.5 1.5 1 - 2

Transparency range (µm) 0.35–20 0.40 – 30 0.45 – 40

Birefringence (-), λ = 0.633 µm 0.66 0.86 1.48

Band gap (eV) 3.9 2.6 2.4

3. Design and optimization of optical devices based on mercurous halides for
infrared hyperspectral imaging
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Furthermore, due to the mentioned high birefringence (0.66, 0.86, 1.48 at 0.633 µm), the
transmission losses of radiation incident on a mercurous halide material are significant. The
explanation is illustrated by Fig. 3. Let us assume radiation with wavelength 10.6 µm and the optic
axis orientation of the mercurous halide crystal as in Fig. 3(a). The refractive index of the material,
as well as the refractive angle and the transmittance, can be calculated based on the incidence
angle θi on the surface of the air / mercurous halide (see Figs. 3(b)–(d). This simulated behaviour
is based on standard Fresnel equations [6] and Snell’s law, incorporating the optical parameters
of mercurous halides. All presented simulations of the mercurous halide characteristics may then
be further exploited for the Wollaston modelling. Knowing the behaviour of the extraordinary
refractive index in dependence on the incident angle (Fig. 3(b)), the parameters of both ordinary
and extraordinary rays can be obtained. The refractive deviation of the beams can also be obtained
3(c)). The symmetrical shape of the curves in Fig. 3(c) also suggested all possible incident angle
exploitation in the whole field of view. The symmetrical shape of the curves is also related to
the symmetry of the crystalline materials. Moreover, focusing on transmittance maximization,
Brewster’s angle for the ordinary beam around the incident angles ±60◦ for all materials at the
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Fig. 3. Optical behaviour at the interface of air/mercurous halides (Fig. A). At this interface,
the unpolarized incident radiation refracts as ordinary (S-polarized) and extraordinary
(P-polarized) rays with different refractive indices and refraction angles. Fig. B shows the
change in the refractive index n against the incident angle of the radiation θi. Figure C
describes the angle of refraction θo,e versus the θi. Fig. D shows the transmittance against
the θi. In all graphs, the straight lines correspond to the behaviour of the ordinary ray.
Complementarily, the dashed lines correspond to the behaviour of the extraordinary ray. The
symbols no and ne represent the ordinary and extraordinary refractive index of mercurous
halides.
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presented wavelength can also be obtained, as well as the minimal transmittance difference at the
normal incidence (Fig. 3(d)).

In order to obtain the characterization of the Wollaston prism based on mercurous halides, the
equations used for the above modelling are described and derived in more detail in the following
section concerning the Wollaston prism characterization.

3. Wollaston prism parameters

In general, a Wollaston polarizer is constructed from two combined prisms. These two prisms
are usually bonded together by suitable optical cement (immersion). Therefore, the transmitted
radiation incident at the input facet of the polarizer undergoes several refractions and splits into
two orthogonal highly polarized beams at the output of the polarizer separated by a particular
angle. The standard scheme of the Wollaston polarizer with highlighted optical axes and cut
angle of the wedge prisms is shown in Fig. 4.

Unpolarized

P-polarized

S-polarized

Optic axis

p

s

Optical cement

O

E
L

W

H

x zy
Fig. 4. Wollaston scheme and illustration of unpolarized radiation propagation through
it. The symbols L (length), W (width), and H (height) are the sizes of the Wollaston cube.
α represents the cut angle of the wedge prisms, and δ corresponds to the output beam
separation angle. θp is the refracted output angle of the P-polarized radiation and θs is
the refracted output angle of the S-polarized radiation. The brown double arrow symbol
indicates the orientation of the optic axis of each of the prisms.

The Wollaston polarizer can be evaluated according to several parameters. Many of these
parameters, such as wavelength range or extinction ratio, depend on the properties and purity of
the used optical crystalline material (substrate). Other parameters, such as clear aperture or field
of view, are highly dependent on the size of the manufactured polarizer. Apart from the size
and mentioned material properties, there are other key optimization parameters of the Wollaston
polarizer that affect its polarizing behaviour, beam propagation, beam separation, and power
transmission. Suppose ideally polished crystals with properly selected optical axes of each wedge
prism. The two crucial parameters are the cut angle α of the wedge and the refractive index
of the selected optical immersion noc that bonds the wedges together. The optimization of the
mentioned parameters for the Wollaston scheme based on mercurous halides is described in the
following paragraphs.

Let us assume transmitted unpolarized radiation through the Wollaston polarizer. This radiation
consists of two orthogonally polarized rays, annotated as the S-polarized beam and the P-polarized
beam. The S-polarized beam corresponds to the beam perpendicular to the incident surface of
the Wollaston prism facet. The P-polarized beam is a beam parallel to the incident surface of the
Wollaston prism facet. The orientation of the optic axis of each wedge prism is crucial. For the
first wedge of the Wollaston polarizer, the optic axis is standardly oriented in parallel with the

3. Design and optimization of optical devices based on mercurous halides for
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plane of incidence and the input facet. The optic axis of the latter wedge is then perpendicular
to the optic axis of the first one. This orientation decides which of the input polarizations
corresponds to the ordinary or extraordinary ray transmitted through each wedge.

Since mercurous halides are optical materials with positive birefringence, the S-polarized
ray transmits through the first wedge as an ordinary ray with an ordinary refractive index.
Complementarily, the P-polarized ray behaves as an extraordinary ray with an extraordinary
index of refraction. During transmission through the second wedge of the Wollaston polarizer,
the roles of orthogonal polarizations exchange. Therefore, the S-polarized beam behaves as the
extraordinary ray with the extraordinary refractive index, and the P-polarized beam is the ordinary
ray with the ordinary index of refraction. The expected propagation of polarized radiation through
the Wollaston polarizer is also indicated in Fig. 4. In general, the ordinary index of refraction
is the same in all directions of propagation of the ordinary beam. However, the extraordinary
refractive index depends on the crystal orientation and the angle of incidence of the extraordinary
beam. Thus, the extraordinary index of refraction can be recovered from the expression

ne(θ) =
√︂
(ne cos θ)2 + (no sin θ)2, (6)

where θ is the angle from the optic axis and the traveling extraordinary beam. The beam-
directional determination of the extraordinary refractive index is important for ray-tracing and
transmission or loss evaluation. Suppose still the unpolarized input radiation propagating through
the Wollaston polarizer. Then, at each interface of the Wollaston prism, the well-known Fresnel
coefficients [6], used for the determination of transmission and reflection, can be calculated as
follows:

ts =
2nin cos θin

nin cos θin + nout cos θout
, (7)

tp =
2nout cos θout

nout cos θout + nin cos θin
, (8)

rs =
nin cos θin − nout cos θout
nin cos θin + nout cos θout

, (9)

rp =
nout cos θout − nin cos θin
nout cos θout + nin cos θin

, (10)

where ts, tp, rs, and rp are transmission and refraction coefficients for S- and P-polarized radiation
at a particular surface interface, respectively. The symbols nin and nout correspond to the input
and output refractive indices at the particular dielectric interface. Similarly, θin and θout are the
angles of incident and output radiation at the particular dielectric interface, respectively.

The values of the input and output refractive indices nin and nout in the above equations depend
on whether the S- or P-polarized light propagates through the birefringent material as an ordinary
or extraordinary wave. They also depend on the refractive index of the initial dielectric (usually
air) and on the refractive index of a particular optical cement that bonds the polarizer wedges
together. Moreover, the refraction and propagation of the S- and P-polarized radiation also
depend on the selected crystal wedge cut angle α. This angle significantly affects the refraction
angles between the output and input interfaces of the first and second Wollaston wedge prisms.
Suppose that i is the index of the dielectric interfaces through which unpolarized radiation is
transmitted. The overall transmittance [42] for each orthogonal polarization Ts and Tp can then
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be determined as
Ts =

∏︂
i

Ts(i), Tp =
∏︂

i
Tp(i), (11)

where
Ts(i) = t2s (i)

nout(i) cos θout(i)
nin(i) cos θin(i) , Tp(i) = t2p(i)

nout(i) cos θout(i)
nin(i) cos θin(i) . (12)

The total reflected radiation for each orthogonal polarization Rs and Rp can be calculated from

Rs =
∏︂

i
Rs(i), Rp =

∏︂
i

Rp(i), (13)

where
Rs(i) = r2

s (i), Rp(i) = r2
p(i). (14)

For the standard Wollaston polarizer, the number of dielectric interfaces that should be
evaluated corresponds to i = 1, . . . , 4. At the last interface i = 4 the important parameter for
evaluating the Wollaston design is the separation angle δ, which describes the output separation
between the S- and P-polarized beams. This angle can be denoted as

δ = |θs − θp |, (15)

where θs corresponds to the refracted output angle of the S-polarized radiation at the output
surface of the Wollaston prism and θp is the refracted output angle of the P-polarized radiation at
the output surface of the Wollaston prism. However, due to the dispersion of the refractive index
in the transparency range of mercurous halides, key parameters such as transmittances Ts, Tp,
and polarization separation output angle δ also change with the wavelength of input radiation.

4. Parameter analysis and discussion

The previous section introduced the main maximization parameters of the Wollaston prism, such
as the total energy transmission and the output beam separation angle. These parameters highly
depend on the main optimization attributes, such as the prism wedge cut angle α and the optical
cement refractive index noc that have also been mentioned above. As mentioned, the overall
construction sizes (length, width, height) of the Wollaston wedge prisms are also important but
do not affect the total transmission and the output beam separation. In general, the process of
growth and polishing of the mercurous halide crystals is complex and problematic. Currently,
for the calomel prisms, the size of the crystal bowls is limited [24]. To optimize the Wollaston
polarizer based on mercurous halides while taking into account the crystal size limits, a standard
cube shape with sizes 10 mm, 10 mm, and 10 mm for length, width, and height, respectively,
has been selected. Because the transmittance and the output beam separation change with the
input radiation wavelength, the optimization is performed for several selected wavelengths from
the VIS to the TIR spectral band. These wavelengths are 0.633 µm, 0.946 µm, 1.152 µm,
0.208 µm, 3.391 µm, 5 µm, 7 µm, and 10.6 µm, and they are selected according to important
laser wavelength lines in these bands. In addition, for most optimization processes, the normal
incidence of the radiation at the input facet of the polarizer is considered.

In the first place, an optimal selection of the optical cement is necessary for the Wollaston
construction. Due to the high birefringence, it is clear that for mercurous halides, the refractive
index of the optical cement noc should also be very high and, ideally, match the refractive index
between the ordinary and extraordinary indices of the optical material. Subsequently, it should be
compatible with the optical material in terms of its physical and chemical properties. However,
there is no exact definition of how exactly the immersion should be selected.

In order to investigate the amount of unpolarized radiation transmission through the Wollaston
polarizer at a particular wavelength (e.g. 10.6 µm - CO2 laser), the transmission may be plotted

3. Design and optimization of optical devices based on mercurous halides for
infrared hyperspectral imaging
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against the refractive index of the optical cement and against the cut angle of the prism wedge (see
Fig. 5). Currently, no crystal polarizers are available for this specific wavelength of (10.6 µm)
or, more precisely, for the TIR spectral band. Moreover, many applications could benefit from
the possible utilization of polarizers operating in the TIR band [23,43–45]. Therefore, the
transmission depending on the specific α and noc is analyzed at the TIR wavelength in the
following graphs.
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Fig. 5. Transmittance of the Wollaston prism based on mercurous halides for the P-polarized
beam Tp and the S-polarized beam Tp against the refractive index of the optical cement noc
and the cut angle α of the Wollaston prism. The wavelength 10.6 µm has been selected
for the presented analysis. Figures A, C, and E show the Tp for calomel, kuzminite, and
moschelite types of the Wollaston prism, respectively. Similarly, Figures B, D, and F show
the Ts for calomel, kuzminite and moschelite types of the Wollaston prism, respectively.

The results in Fig. 5 correspond to the calculated transmittance at the output of the polarizer
for S- and P-polarized beams. These results show that only some cut angles of the wedged prism
are acceptable, depending on the optical cement refractive index selection. Considering only an
air gap between the Wollaston prism wedges, proper functionality of the polarizer is possible for
prism cut angles up to 23◦ for the calomel optical material and up to 22◦, 19◦ for kuzminite and
moschelite, respectively. With an increase of the noc between the Wollaston wedges, the possible
prism cut angle increases. The increase of the possible α of the Wollaston prism also maximizes
the possible transmittance of the P-polarized beam. Moreover, for a low α, the increase of the noc
could mean an increase of the Tp up to tens of percent. However, as shows Fig. 5, the increase of
the Tp is limited up to the specific α. Calomel-based Wollaston prism with a refractive index of
optical cement greater than 1.9 can be designed only up to a prism cut angle of 53◦. Similarly,
the kuzminite-based Wollaston prism with a refractive index of optical cement greater than 2
can be designed up to the α 49◦ and the moschelite-based Wollaston polarizer with the noc 2.2
can be designed up to the α equal to 43◦. Thus, for cut angles greater than those mentioned, the
P-polarized beam experiences a total internal refraction at the output facet of the polarizer and
the Wollaston polarizer does not operate properly at the exploited wavelength 10.6 µm.

The transmittance of the S-polarized beam through the Wollaston prism shows a different
effect. With an increase in the cut angle α, the S-polarized transmittance decreases. This can
also be improved by increasing the refractive index of the optical cement noc. Similarly, as for
the Tp above, assuming a low rigid cut angle of the Wollaston prism, the Ts can then be increased
in the order of tens of percent by the increase of the noc. However, seeing the presented results, a
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trade-off must be considered between maximizing the transmission of S- or P- polarized beams
for optimizing the Wollaston polarizer based on mercurous halides.

Focusing primarily on the P-polarized output ray and maximization of its transmittance, pairs
of the α and the noc for which the Tp is at maximum can be selected. Complementarily, the
maximal possible cut angle with the non-zero Tp can also be selected. The results of combined
α and noc with max. Tp and min. non-zero Tp are shown in Fig. 6. Due to the change of the
refractive index of mercurous halides, the optimal cut angle, which maximizes the P-polarized
transmission, moves from lower angles to higher ones. Assuming the lowest and the highest
wavelength equal to 0.633 µm or 10.6 µm, the overall difference between the prism cut angle
for a maximal transmission at these wavelengths is about 3◦ for calomel, 3◦ for kuzminite and
5◦ for moschelite. Simultaneously, aiming for as broadband usage as possible, ideally from
the VIS to the TIR spectral band, the ideal refractive index of optical material noc should be
approximately greater or equal to 2, depending on the mercurous halide material. As mentioned,
for the noc higher than 2, the increase of the α does not cause the expected increase of the Tp, due
to the physical properties of mercurous halides and their refractive index. As both Fig. 5 and
Fig. 6 illustrate, from the noc around 2 a substantial increase of the α is not possible because the
P-polarized beam is then totally reflected at the output facet of the Wollaston polarizer, and the
polarizer does not work properly. Moreover, although the cut angles selected according to the IR
wavelengths offer higher maximal values of the Tp (see Fig. 5), the possible operational band is
narrowing (see Fig. 6). Therefore, to ensure as broadband operation of the polarizer as possible,
the Wollaston prism cut angle should be selected according to the lower VIS wavelengths rather
than the IR ones.
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Fig. 6. Figures A, C, and E illustrate the connected maximum transmittance peaks from
Fig. 5 for each pair noc (refractive index of optical cement) and α (cut angle of the Wollaston
prism) at selected wavelengths. Figures B, D, and F show the connected maximal possible
Wollaston prism cut angle α with the non-zero Tp for mercurous halides.

Variations between the prism cut angle α and the refractive index of optical cement noc can
also be used to calculate the output beam separation angle δ of the Wollaston prism. The results
of the output separation angle for the Wollaston prism based on mercurous halides are shown in
Figs. 7(a), 7(c), and 7(e). These results are also calculated for an operational wavelength equal to
10.6 µm.
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Fig. 7. The value of the output beam separation angle δ for the Wollaston prism based on
mercurous halides against the refractive index of the optical cement noc and the cut angle α
of the Wollaston prism for the input radiation wavelength 10.6 µm. Figures A, C, and E
show the δ for calomel, kuzminite, and moschelite types of the Wollaston prism, respectively.
Figures B, D, and F show only δ versus α at selected wavelengths for calomel, kuzminite
and moschelite types of the Wollaston prism, respectively (noc = 1.5).

Apart from the same non-functional combinations of the α and the noc, as was shown above
in the transmittance results (Fig. 5), it is apparent that the δ increases with the increasing
α. Nevertheless, the δ is almost independent on the increase of the noc. According to the
presented results, the Wollaston design based on mercurous halides offers exceptional output
beam separation angles because of their high refractive index. Assuming only an air-gap
Wollaston design without any optical cement, the separation angle values between orthogonally
polarized output beams can reach values up to 35◦, 45◦, and even 55◦ for calomel, kuzminite,
and moschelite, respectively. Suppose the noc greater than 2 together with the α greater than
40◦. The output separation angle δ can then reach values close to 70◦, 80◦, and even 110◦ for
calomel, kuzminite, and moschelite, respectively. For an operation in parts of the VIS spectral
band, where mercurous halides are still transparent, the values of the beam separation angle may
achieve even greater values than 90◦ for calomel, 120◦ for kuzminite, and 140◦ for moschelite.
Due to the independence of the noc increase on the results of the δ, the values of δ can be plotted
only against the varying prism cut angle α. This is shown for several wavelengths in Figs. 7(d) –
7(f). The dispersion of mercurous halides mainly causes the changes of the separation angle
between the tested wavelengths. The higher the cut angle α of the prism wedge, the more
significant the separation angle difference. For VIS and TIR wavelengths and prism cut angle
about 30◦, the difference may reach values greater than 10◦, 15◦, and 25◦ for calomel, kuzminite,
and moschelite, respectively.

In general, the problem of current adhesive-based optical cement is that its refractive index
usually does not exceed the value of 1.6. According to the results presented above, this refractive
index value is not optimal for the mercurous halide-based Wollaston polarizer. Moreover, the
next issue may be a possible chemical reaction of mercurous halides with various substances.
Assuming a currently available cyanoacrylate-based bonding [46] (compatible with mercurous
halides) with a refractive index of approximately 1.5 across the VIS-TIR band, the graphs
presented above (especially with respect to transmittance) can be simplified for optimal selection
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of the Wollaston prism wedge cut angle α. The results of the Wollaston output transmittance
depending on the prism cut angle α are shown in Fig. 8.
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Fig. 8. Transmittance of the Wollaston prism based on mercurous halides for the P-polarized
beam Tp and the S-polarized beam Tp against the cut angle α of the Wollaston prism at
selected wavelengths. The refractive index of the optical cement noc has been set equal to
1.5. Figures A, C, and E show the Tp for calomel, kuzminite, and moschelite types of the
Wollaston prism, respectively. Similarly, Figures B, D, and F show the Ts for the calomel,
kuzminite and moschelite types of the Wollaston prism, respectively.

mm01 mm01 mm01

Fig. 9. Zemax ray-racing of the Wollaston prism based on mercurous halides. The
ray-racing is performed for reflections and refractions up to 5% of input energy. The ray
colour is changed with every reflection or refraction. Input radiation is unpolarized with
wavelength 0.633 µm. The normal incidence of the input radiation is used for the models.
The dashed-black line represents the orientation of optic axis of the first prism. The left
subfigure corresponds to the Wollaston prism based on the calomel optical material with the
prism cut angle αselect equal to 31◦. The middle subfigure corresponds to the Wollaston
prism based on the kuzminite optical material with the prism cut angle αselect equal to 28◦.
The right subfigure corresponds to the Wollaston prism based on the moschelite optical
material with the prism cut angle αselect equal to 21◦.

The selection of a suitable cut angle for the Wollaston prism depends on the planned band
of operation. As was mentioned, for as broadband operation as possible, the curve for a HeNe
laser (0.633 µm) from Fig. 8 can be used. Presented graphs show that the overall P-polarized
transmittance does not exceed 0.8 for calomel and is even lower for other mercurous halides.
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Therefore, exploiting an anti-reflex coating would be necessary to minimize losses at the interfaces.
Regarding S-polarized transmittance, with an increase in the prism cut angle α, the transmittance
decreases, and thus it is necessary to determine how much energy loss is still acceptable. Using
the results of Figs. 8(a), 8(c), 8(e), the suitable prism cut angle αselect has been selected by the
following equations:

αmax = arg max
α,λ

f (α), (16)

αselect = sgn (αmax) ⌈|αmax | − 0.5⌉, (17)

where λ corresponds to 0.633 µm. Maximization of f (α) and selection of the cut angle is
performed according to the maximal transmittance Tp of the P-polarized beam. This cut angle is
then rounded half toward zero to obtain an integer number. The selected prism cut angles αselect
then corresponded to 31◦, 28◦ and 21◦ for calomel, kuzminite, and moschelite, respectively.

After determining the most critical fabrication parameters of a Wollaston prism from the
above-presented analysis, the overall ray-tracing and precise modelling can be performed via
a Zemax environment (see Fig. 9). The analysis proceeded in both SC (sequential) and NSC
(non-sequential) modes of the Zemax environment. For the material description, data from
Table 1 and Table 2 have been used. The sizes and parameters selected for the modelled polarizers
based on mercurous halides are summarized in Table 3 together with calculated features such as
transmittance Tp, Ts, and output beam separation angle δ. For more illustrative clarity, only one
unpolarized direct beam with wavelength 0.633 µm approaching the center of the input polarizer
interface has been selected. The ray-tracing process has been monitored for an input power level
of the radiation beam equal to 1 W. The rays within the crystal have been tracked up to a power
level equal to 0.05 W, up to 100 intersections, or up to 500 segments per ray. According to the
presented models, the ideally polished Wollaston prism based on mercurous halides with defined
cut angles α should split the unpolarized input beam exactly into two orthogonal polarizations,
as expected from the above calculations. The results calculated above are also confirmed by
the polarization output pupil graphs shown in Fig. 10. The overall transmittance of P-polarized
radiation through the Wollaston prism is close to (considering the interpolations effects of Zemax)
the expected 0.73 for calomel and 0.66 or 0.52 for kuzminite and moschelite, respectively. The
S-polarized output pupil modelling confirms the same results, where the transmission is close to
the expected values of 0.58, 0.5 and 0.33 for calomel, kuzminite, and moschelite, respectively.
Significant output beam separation angles are also shown for several wavelengths from 0.633 µm
up to 10.6 µm in the footprint diagrams in Fig. 10. Separation angles are for the center of the
footprints close to the expected values 44◦ for calomel, 50◦ for kuzminite, and 70◦ for moschelite.

Table 3. Parameters of Zemax-modeled Wollaston polarizers
based on mercurous halides

Materials / parameters Hg2Cl2 Hg2Br2 Hg2I2
Size L × W × H (mm) 10 × 10 × 10 10 × 10 × 10 10 × 10 × 10

αselect (◦) 31 28 21

noc (-) 1.5 1.5 1.5

δ (◦), λ = 0.633 µm 44 50 70

Tp (-), λ = 0.633 µm 0.72 0.66 0.52

Ts (-), λ = 0.633 µm 0.58 0.50 0.33

The results of the presented analysis of mercurous halide-based Wollaston polarizer can be
compared to the parameters of conventional commercial Wollaston polarizers. The commercial
Wollaston polarizes based on the quartz (SiO2) substrate offer a limited wavelength range from
0.2 µm to 2.3 µm with the output separation angle in order of degrees (2◦−3◦). Other commercial
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Fig. 10. Polarization pupil maps and footprint diagrams of output polarized beams obtained
from the Zemax-modeled Wollaston prisms based on mercurous halides. The first row
corresponds to the results of the output polarization pupil of the P-polarized beam. The
second row corresponds to the output polarization pupil of the S-polarized beam. The
last row corresponds to the output footprint diagram of both polarizations coming out
from the Wollaston polarizer. The results of the calomel-based, kuzminite-based, and
moschelite-based Wollaston prisms are in the first, second, and third columns, respectively.

polarizers based on calcite (CaCO3), magnesium fluoride (MgF2), yttrium orthovanadate (YVO4),
and alpha-barium borate (αBaB2O4) offer the wavelength range 0.35 µm−2.3 µm, 0.2 µm−6 µm,
0.4 µm − 4 µm, and 0.19 µm − 3.5 µm, respectively. The output separation angles of the
Wollaston polarizers based on these materials are (16.7◦ − 22.5◦), (1.7◦ − 3.1◦), (19.6◦ − 22.3◦),
and (15◦ − 27◦), respectively. Thus, in terms of wavelength range and output separation angle,
the mercurous halide-based Wollaston polarizer offers superior parameters compared to the
remaining commercial Wollaston polarizers.

Assessing the presented Zemax models of mercurous halide-based Wollaston, it is clear that
the fabricated Wollaston prism with the correct orientation of the optic axes and polishing should
be functional as expected for all VIS-TIR wavelengths. Currently, the limiting factor of the
polarizer construction is the complicated growth and fabrication of mercurous halide crystals.
Some of the recent advances in this field appear to be promising. Currently, calomel crystals
are grown to a large enough size and some tests are carried out with them [18,24]. Similarly,
there are some advances in kuzminite growth [25,27–30]. Still, the mentioned research appears
only as the first stage of real calomel and kuzminite exploitation as photonic devices. Moreover,
the growth of moschelite crystals appears to be the most complicated because there is not any
recently published research on this topic. Nevertheless, the presented study mainly aimed to
show the exceptional properties of mercurous halides and their possible exploitation as polarizing

3. Design and optimization of optical devices based on mercurous halides for
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devices. After the point of sufficient size and quality of the mercurous halide crystals is reached,
the construction of a Wollaston polarizer based on these materials will extend several photonic
applications in an infrared spectral band, such as microscopy or hyperspectral imaging.

5. Conclusion

This paper provided analysis and proposed construction parameters of a Wollaston prism based
on the mercurous halide (Hg2X2) crystals. Due to the exceptional properties of mercurous halides
such as calomel (Hg2Cl2), kuzminite (Hg2Br2), and moschelite (Hg2I2), the Wollaston prism
based on these materials can operate within a wide spectral range, from VIS to TIR spectral
bands. In addition, due to the high birefringence, the Wollaston prism based on mercurous halides
offers a high separation angle of the output orthogonally polarized beams. The main Wollaston
parameters, such as the transmittance of the polarized beams and their output separation angle,
affect two main factors, the cut angle of the Wollaston wedge prism and the refractive index
of the used optical cement that bonds them together. This paper provided an analysis on the
determination of these factors and the subsequent selection of their optimal values. While
assuming a standard refractive index of adhesive bonding used as an optical cement equal to 1.5,
the optimal selection of a prism cut angle of a Wollaston polarizer has been determined equal to
31◦ for calomel, 28◦ kuzminite, and 21◦ for moschelite. On the basis of these optimized factors,
precise modelling of a Wollaston prism based on mercurous halides has been performed using a
Zemax optic studio. The functional operation of such polarizer devices has been confirmed. Thus,
the Wollaston polarizer based on mercurous halides may find many applications in photonics
setups and devices and additionally also extend the fields of microscopy and hyperspectral
imaging in several infrared spectral bands.
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4
SPECTRAL FEATURE EXPLORATION BASED
ON IMAGE DATA FROM MULTISPECTRAL
AND HYPERSPECTRAL SYSTEMS

This chapter is dedicated to two remaining core publications of the author related to this
thesis. Both publications focus on the investigation of the spectral characteristics of various
objects of interest from multispectral and later hyperspectral imaging systems. The first
publication on this topic:

[A.1] L. Krauz, P. Janout, M. Blažek, and P. Páta, “Assessing Cloud Segmentation in the
Chromacity Diagram of All-Sky Images,” Remote Sensing, vol. 12, no. 11, p. 1902,
2020

published in 2020 in the journal Remote Sensing was focused on the color characteristics
behavior of various clouds captured by the ground-based all-sky remote sensing imaging system
WILLIAM. Since the system was designed as a standard RGB-based imaging system, the
processing of the acquired data was considered multispectral, a precursor to hyperspectral
data.

The article presents long-term research on cloud color-based k-means++ segmentation
applied to all-sky images. The WMD database containing 2044 daytime images with labeled
cloud phenomena has been exploited for such a purpose. The segmentation quality of particular
cloud types within two diverse color spaces (CIE L∗, a∗, b∗ and CIE XYZ) was assessed. Based
on the preselected color spaces and segmented clouds, the color space features of diverse cloud
types have been extracted and investigated. The distributions of the color-space cloud features
have been plotted into particular 2D coordinate spaces and explored. The diverse cloud types
showed promising distribution and cluster forming within these 2D color dimensions. The
diversity of different color-space cloud feature distributions has also been objectively assessed
via the BC, which utilizes the BD. The obtained results then lead to the possible exploitation
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hyperspectral systems

of the whole color-based k-means++ segmentation method as a preprocessing step towards a
subsequent cloud classification in all-sky images based on generated cloud color-space features.

Selected approaches of spectral (or color) feature similarity assessment were then used
for more complex and different applications: VNIR hyperspectral assessment of dye- and
pigment-based ink characteristics and thus possible printed fine art forgeries identification.
This topic was the subject of the next article:

[A.3] L. Krauz, P. Páta, and J. Kaiser, “Assessing the Spectral Characteristics of Dye-and
Pigment-Based Inkjet Prints by VNIR Hyperspectral Imaging,” Sensors, vol. 22, no. 2,
p. 603, 2022

published in 2022 in the Sensors journal. Since professional long-lasting and fade-resistant
pigment prints used for document printing and artwork archiving are very often replaced or
counterfeited by cheaper hobby dye-based prints with lower fade resistance and lightfastness,
identification of pigment-based originals is critical. However, this task is complicated by the
fact that dye-based prints are usually indistinguishable from pigment-based inkjet prints at
first glance. Advanced hyperspectral imaging was chosen to solve this problem. The aim of
this publication was to show and prove that VNIR HSI is a suitable and simple tool for the
identification of dye-based and pigment-based inkjet prints and is able to distinguish between
them.

For the purpose of dye- and pigment-based print identification, diverse ink spectral features
were extracted from the captured hyperspectral images of test charts printed on the three
diverse professional photo papers. These spectral features were then visually and objectively
compared via several similarity measures, where some of them were based on the already
mentioned Bhattacharyya distance. Subsequently, the projection into a diverse pigment PCA-
based coordinate space was exploited to illustrate more thoroughly the differences between
the dye- and pigment-based spectral features. The obtained results indicated significant
differences between these inks and thus a potential for automatic dye-based inkjet print forgery
identification via VNIR HSI. The manuscript also suggests a potential for optical brightener
identification and a different perspective for printed fine art inspection.

The manuscripts presented in this chapter relate to the topic of hyperspectral imaging
in terms of practical exploration and extraction of spectral or color features extracted from
multispectral or hyperspectral image data. It has been shown that these spectral features can
then be used for various applications, such as the automatic detection of cloud types or the
identification of counterfeit (e.g., dye-based) printed art. Thus, in both articles, appropriate
methods for spectral feature exploration were evaluated, and then the real application based
on the explored spectral features was proposed.
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Abstract: All-sky imaging systems are currently very popular. They are used in ground-based
meteorological stations and as a crucial part of the weather monitors for autonomous robotic
telescopes. Data from all-sky imaging cameras provide important information for controlling
meteorological stations and telescopes, and they have specific characteristics different from
widely-used imaging systems. A particularly promising and useful application of all-sky cameras
is for remote sensing of cloud cover. Post-processing of the image data obtained from all-sky
imaging cameras for automatic cloud detection and for cloud classification is a very demanding
task. Accurate and rapid cloud detection can provide a good way to forecast weather events such
as torrential rainfalls. However, the algorithms that are used must be specifically calibrated on data
from the all-sky camera in order to set up an automatic cloud detection system. This paper presents
an assessment of a modified k-means++ color-based segmentation algorithm specifically adjusted
to the WILLIAM (WIde-field aLL-sky Image Analyzing Monitoring system) ground-based remote
all-sky imaging system for cloud detection. The segmentation method is assessed in two different
color-spaces (L*a*b and XYZ). Moreover, the proposed algorithm is tested on our public WMD
database (WILLIAM Meteo Database) of annotated all-sky image data, which was created specifically
for testing purposes. The WMD database is available for public use. In this paper, we present a
comparison of selected color-spaces and assess their suitability for the cloud color segmentation based
on all-sky images. In addition, we investigate the distribution of the segmented cloud phenomena
present on the all-sky images based on the color-spaces channels. In the last part of this work,
we propose and discuss the possible exploitation of the color-based k-means++ segmentation method
as a preprocessing step towards cloud classification in all-sky images.

Keywords: WILLIAM; all-sky images; ground-based; WILLIAM Meteo Database; k-means++;
cloud segmentation; cloud detection; cloud classification

1. Introduction

Every day, ground-based all-sky imaging systems generate a great amount of all-sky image data
that are suitable for advanced image processing. Using these data, a range of weather phenomena
can be detected, analyzed, and classified. In recent years, all-sky image data from ground-based
systems have been exploited for various astronomical and weather evaluation purposes. During the
daytime, all-sky image data are exploited for cloud observation, for cloud detection, and also for
cloud classification. Several approaches have been implemented for cloud detection and cloud
classification [1,2], segmentation [3–5] (often color-based segmentation [6]), neural networks [7],
and other approaches [8–11]. Cloud color-based segmentation also involves selecting a suitable
color-space into which the image data are transformed, followed by evaluations of the accuracy of

Remote Sens. 2020, 12, 1902; doi:10.3390/rs12111902 www.mdpi.com/journal/remotesensing
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the segmentation. Usually, the color-based segmentation approaches select only one of the color
channels [12] or color channels affected by the luminance [13–15]. In addition, the mentioned
approaches do not study the color representation of different cloud types in different color-spaces.

A promising approach was selected in [16], where the authors investigated simple k-means
segmentation applied to narrow field image data transformed into different color-spaces. The results
in the referenced paper implied that cloud segments that comprise several cloud types form cluster
areas within those color-spaces. Verifying these claims for all-sky image data and evaluating the
performance of the proposed color-based k-means++ algorithm could lead to the development of
a powerful image processing tool. This tool could be exploited for cloud detection or for cloud
classification and could then be used for weather forecasting and even for predicting torrential rainfalls.
We, therefore, aim to investigate the classification criteria based on the color features of different cloud
types within the selected color-spaces. However, the first fundamental question is: What are the results
of the color-based k-means++ segmentation approach applied to all-sky images from the ground-based
imaging system? It is therefore important to test the suitability of the algorithm for broad application
in all-sky imaging systems. Our study was also aimed at exploiting opportunities provided by the raw
all-sky image data generated by our own ground-based all-sky imaging system.

This paper provides an evaluation of the modified daylight k-means++ color-based segmentation
method adjusted for all-sky image data from the WILLIAM (WIde-field aLL-sky Image Analyzing
Monitoring) system (introduced in [17], see Figure 1) and presents an analysis of the cloud type
formations within selected color-spaces. The segmentation accuracy of the evaluated method within
selected color-spaces has also been assessed and quantified by several objective metrics. In addition,
we discuss the potential of cloud color representation within selected color-spaces for automatic cloud
color-based detection and classification. The paper is structured into five main sections. The next
section presents the WILLIAM imaging system and the WMD (WILLIAM Meteo database). The section
on Methods and Algorithms presents the color segmentation algorithm and its customization for
application to our all-sky image data. The last two sections present and discuss the results and
draw conclusions.

Figure 1. The WILLIAM all-sky ground-based imaging and monitoring system.

2. The WILLIAM Imaging System

The original idea of the WILLIAM system was to create a completely autonomous ground-based
all-sky detecting system, which would monitor the night sky and would detect visible stellar objects
and variable stars [18]. We then aimed to evaluate weather conditions in real-time as a support
experiment for autonomous robotic telescopes. The WILLIAM system automatically captures image
data at 10 min intervals throughout the day by default, but until now, there has been no exploitation of
the image data.

4. Spectral feature exploration based on image data from multispectral and
hyperspectral systems
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Currently, the WILLIAM system operates in Jarošov nad Nežárkou (South Bohemia, Czechia,
GPS 49.185◦N, 15.072◦E). This station is equipped with a NIKON D5100 camera with a CMOS
23.5 × 15.6 mm sensor, which provides a maximal resolution of 3264 × 4928 pixels and 24 bit color
depth. An all-sky scenery display with a field-of-view equal to 154◦ (180◦ with a Nikon full-frame
camera) is provided by a Sigma 10 mm diagonal fish-eye lens. The standard setting for daytime image
acquisition is f/2.8, exposure value 1/2000 s, and ISO 100. Images are automatically saved on the
remote server in the RAW data format.

The camera with supporting electronics is enclosed in a weather-proof housing box,
allowing observation throughout the year, irrespective of the weather conditions. The housing was
also tested in the climate chamber.

The WILLIAM system captures a huge amount of image data each year. One set of data
has been manually labeled and made available in the WILLIAM Meteo Database (WMD (http:
//william.multimediatech.cz/meteorology-camera/william-meteo-database/)). WMD contains 2044
daytime images with labeled cloud phenomena. The images have been preselected to cover a
variety of conditions during a different daytime and during the year. The clouds in the images
have been classified into ten fundamental cloud classes, according to the WMO (World Meteorological
Organization [19]) classification. No division into cloud species and varieties has been specified.
The cloud cover data for various cloud levels from the ALADIN (Aire Limitée, Adaptation Dynamique,
Development International [20]) numerical weather model has also been exploited for the classification.
The cloud types have been split into four cloud groups, also according to the WMO cloud level
classification system. These cloud groups have been customized for the data from the WILLIAM
system. Each cloud group incorporates the clouds with similar characteristics and appearance on
all-sky images. The cloud groups, their color labels used in the diagrams, and their qualitative
descriptors are listed in Table 1. The WMD contains 492 images with high-level clouds, 833 images
with low-level cumuli-type clouds, 793 images with rain clouds, and 1411 images with clear sky.
The cloud groups serve as the primary classification categories and are based on the WMO system.
The division into the cloud groups also offers minimization of the systematic classification bias.
For further consistent color processing results, all RAW all-sky images have been preserved in TIFF
format and have been white-balanced to noon-day light of 6000 Kelvin.

Table 1. Used WMO (World Meteorological Organization) cloud classes.

Group No. Cloud Types Qualitative Descriptors Color Labels

1 Cirrus (CIR), Cirrocumulus (CIR-CUM), high-level clouds cyan
Cirrostratus (CIR-STR), Altocumulus (ALT-CUM) *

2 Cumulus (CUM), Stratocumulus (STR-CUM), low-level red
Altocumulus (ALT-CUM) cumulus type clouds

Cumulonimbus (CUM-NIMB) **

3 Stratus (STR), Altostratus (ALT-STR), rain clouds green
Nimbostratus (NIMB-STR), Cumulonimbus (CUM-NIMB)

4 Clear Sky - blue

* Sparse altocumulus clouds located at a such altitude that are indistinguishable on the image from the
high-level clouds; ** Possible cumulonimbus cloud, which is far from the center of the image and is
indistinguishable from other cumulus-type clouds.

3. Methods and Algorithms

Let the input all-sky color RGB (Red, Green, Blue) image be represented as a set of slices
IRGB(i, j, c), where the indices are used for spatial and color dimensions. Indices i = 1, . . . , W,
j = 1, . . . , H, and c = 1, . . . , Nc. Symbols W, H are used for the width and the height of the image. Nc is
the number of color channels that are used. Based on the results presented in Blažek [16], we selected
the two most suitable color-spaces for cloud segmentation, CIE La∗b∗ [21] and CIE XYZ [22]. These two
color-spaces offer the greatest sensitivity in the chromaticity diagram for separating the cloud types
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from the blue sky tone. Applying the equations from [23] to the input, IRGB can be transformed into a
new color basis as:

IRGB → IXYZ (1)

IRGB → ILa∗b∗ (2)

The RGB to CIE XYZ transformation can be described as:

[X Y Z] = [R G B] M (3)

Assuming the CIE standard illuminant D65, the conversion matrix M [24] may be represented as:

M =




0.4124 0.3576 0.1805
0.2126 0.7152 0.7220
0.1933 0.1192 0.9505


 (4)

To obtain the chromaticity x, y, z values from the CIE XYZ space, the tristimulus X, Y, Z values
have to be normalized as:

x =
X

X + Y + Z
, y =

Y
X + Y + Z

, z =
Z

X + Y + Z
(5)

However, x + y + z = 1, and therefore, only two chromaticity components are necessary for
defining the chrominance. Subsequently, the RGB to CIE La∗b∗ transformation builds on the previous
RGB to CIE XYZ transformation and is defined as:

L = 116 f
(

Y
Yn
− 16

)
, (6)

a∗ = 500
[

f
(

X
Xn

)
− f

(
Y
Yn

)]
, (7)

b∗ = 500
[

f
(

Y
Yn

)
− f

(
Z
Zn

)]
, (8)

for:

f (x) =

{
x

1
3 x ≥ 0.008856

7.787x + 16
116 , x ≤ 0.008856

, (9)

and for Xn = 95.04, Yn = 100.00, and Zn = 108.88. For the purpose of this work, a∗, b∗, and x,
z are chromaticity channels and L, Y are luminosity channels. The luminosity channels are used
only for equalizing the sensor illumination, and they can be omitted for the segmentation method.
Reducing the color-space dimension to a set of two independent chromaticity components leads to
more effective convergence.

The proposed segmentation method was based on a heuristic approach derived from the modified
k-means++ algorithm [25]. The maximum number of different cloud classes in the analyzed image is
Kmax. Typically, the maximum number can be set to Kmax ≤ 4 (see Table 1), plus other classes in reserve
to cover other disturbing details in the image, e.g., parts of buildings, planes, and other artificial objects.
The cost function for the analysis is set to:

∆$
s =

1
WHNc

√√√√
Nc

∑
c=2

W

∑
i=1

H

∑
j=1
||I(i, j, c)− µ

$
s−1(c)||2, (10)

4. Spectral feature exploration based on image data from multispectral and
hyperspectral systems
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where s is the index of the current iteration and $ = 1, . . . , Kmax is used for the index of the cloud
group. I(i, j, c) are pixels of the image in the CIE L∗a∗b∗ (ILab) and CIE XYZ (IXYZ) representation,
and two chromaticity channels were used. The luminosity channel I(i, j, 1) was omitted for the cloud
groups separation. The aim was to minimize the Euclidean distance of the image pixel color values
to the initial centroids µs−1(c). The centroids were derived each time in the previous iteration s− 1.
The initial approximation of the centroid position can be set as:

µ
$
0(c) = rand{min(I(i, j, c)), max(I(i, j, c))} c = 1, 2, ∀i, j. (11)

The value of criterion function ∆$
s was calculated in each step. The distance between pixel I(i, j, c)

and the center of the cloud centroid is expressed as:

D$(i, j) =
1

Nc

√√√√ Nc

∑
c=1

(I(i, j, c)− µ
$
s−1)

2. (12)

Pixels with the distance-satisfying condition:

D$(i, j) ≤ ε∆$
s (13)

are marked as potentially classified as a single cloud class $. ε > 0 is a sensitivity parameter of
the convergence of the method. The segmentation process is completed when each pixel can be
distinguished as a single cloud group (see Table 1) in the chromaticity color-space, or when the
maximum number of iterations has been taken. The input image can also contain unwanted artificial
objects. To remove these areas of the image, a special pixel color mask is applied to the images.
These objects can be simply masked out as an additional color cluster.

4. Results and Discussion

Since all of the images have been classified and evaluated, the next step was an investigation of
the segmentation accuracy of the proposed method. Two different color-spaces were chosen for the
comparison: CIE L∗a∗b∗ and the CIE XYZ space.

Figure 2 presents the segmentation of the phenomena in the a∗, b∗ color channels. Figure 3
presents a similar segmentation in the x, z channels. Firstly, a visual inspection of the segmentation
accuracy was done for all images in the WMD database. In general, the separation of the clouds and
the clear sky segments was more precise in the a∗, b∗ channels than in the x, z channels. In particular,
parts of low-level clouds were frequently separated into one of the produced segments together
with a clear sky in the x, z channels (see the light-gray segment in Figure 3). By contrast, the clear
sky and the clouds were very precisely separated into stand-alone segments in the a∗, b∗ channels.
We supported these observations by several segmentation accuracy metrics such as pixel accuracy,
the F-score, also known as the Dice coefficient, and IoU (Intersection over Union), also known as the
Jaccard coefficient.
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Figure 2. An example of an all-sky image from the WILLIAM system (left), showing cumulus-type
clouds and the results of k-means++ color-based segmentation (right). The image was transformed
into a∗, b∗ channels and was segmented into four clusters. One cluster represents the masked static
objects at the edges of the image. The next white cluster was classified as Clear Sky (Group 4 in Table 1).
The remaining black and grey cluster was classified as Cumulus Group 2. The solar zenith angle of the
image is 65.31◦.

Figure 3. The same example of an all-sky image from the WILLIAM system (left) as was presented in
Figure 2 and the results of k-means++ color-based segmentation (right). The image was transformed
into x, z channels and was also segmented into four clusters. In this case, the white and grey clusters
were classified as Clear Sky (Group 4), and the one black cluster was classified as Cumulus Group 2.
The solar zenith angle of the image is 65.31◦.

From the WMD database, there were annotated (classified) cloud groups for each image.
In addition, each cloud group had its own, manually labeled, ground truth segments. Ground truth
represents pixel areas that contained a particular cloud group or artificial objects and edges in an
image. If an image contained several cloud groups, each group in the image had its own ground
truth. The artificial objects also had their own ground truth pixel area. The k-means++ method
produced several segments. They had to be manually assigned to one of the cloud groups or artificial
objects. One cloud group could comprise several generated segments, which were joined together.
Subsequently, the pixels within the generated and classified segment could be compared with the pixels
of the equally classified ground truth. The number of different ground truth segments in the image
was equal to Kmax. The number of generated and classified segments (pixel areas, which belonged to
the cloud groups or artificial objects) had to be also equal to Kmax. Therefore, the score of each metric
for one image had to be calculated separately for Kmax cases and then averaged over Kmax. Assume a
binary representation, where pixels are either zero if they do not belong to the selected area (segment)
or one if they belong to the selected area (segment). Let there be a pixel-wise task, where pixels within
a generated segment are evaluated against pixels of a ground truth segment as TP (True Positive),
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TN (True Negative), FP (False Positive), and FN (False Negative). For one image, assume Kmax such
pixel-wise tasks. Then, the pixel accuracy metric, F-score, and IoU, respectively, are defined as:

Accuracy =
1

Kmax

Kmax

∑
i=1

TPi + TNi
TPi + TNi + FPi + FNi

, (14)

F-score =
1

Kmax

Kmax

∑
i=1

2× TPi
2× TPi + FPi + FNi

, (15)

IoU =
1

Kmax

Kmax

∑
i=1

TPi
TPi + FPi + FNi

. (16)

Figure 4 presents the results of the metrics for our segmented all-sky images. All three metrics
showed higher values and lower variation for the cloud group segmentation in the a∗, b∗ color channels
than in the x, z color channels. This, therefore, indicated higher segmentation accuracy of the cloud
groups within the a∗, b∗ channels.

 0

 0.2

 0.4

 0.6

 0.8

 1
(a)

Accuracy
 0

 0.2

 0.4

 0.6

 0.8

 1
(b)

F-score
 0

 0.2

 0.4

 0.6

 0.8

 1
(c)

IoU

a*b*
xy

Figure 4. The box-plot diagrams of selected objective metrics. The metrics represent the segmentation
accuracy of the segmented cloud groups within the a∗, b∗ and x, z color channels against the ground
truth. The first diagram (a) represents the pixel accuracy metric; the second diagram (b) expresses
the F-score; the third diagram (c) represents the IoU. The whiskers represent extreme values; the top
and bottom edges of the boxes indicate the 25th and 75th percentiles; the central line within the boxes
corresponds to the median. Values of the metrics are normalized between zero and one.

After the visual inspection combined with the results of the introduced objective metrics, we could
conclude that the a∗, b∗ color channels were more suitable than the x, z color channels for color-based
segmentation of all-sky images. Due to the inaccurate separation in the x, z channels, an additional
bias in the color values of the cloud segments was anticipated.

For the investigation of cloud groups color features, it was convenient to extract the color values
(features) from the generated segments. Subsequently, the investigation of the distribution of these
cloud-segment color features was carried out within the color-spaces that were introduced. The original
images were again transformed into the CIE XYZ and CIE La∗b∗ color-spaces. During the previous
process of segmentation accuracy evaluation, k-means++ generated segments could be merged and
classified as one of the cloud groups. The pixel areas in the again transformed images, which belonged
to the classified segments, were extracted. For such segments, the mean values of each color-space
channel were calculated. Due to the repeated color transformations, we were also able to extract
the luminosity channels Y and L of the cloud group segments. It was possible to compare the
features of the cloud-group segments in the chrominance and luminosity channels, even though the
luminosity channels were previously omitted from the segmentation process. For the investigation of
cloud-segment color features, we exploited the diagrams of the selected color-space channels plotted
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against each other (Figures 5–7). To clarify, each data point in the following diagrams represents a
segment classified into one of four main cloud groups. For example, Figure 2 represents two segments
joined and classified as low-level clouds and one segment of the clear sky. However, due to the
inaccurate segmentation, Figure 3 represents one classified segment of low-level clouds and two joined
and classified segments of clear sky. The segments of masked out artificial objects were generally
omitted from the color evaluation.

In this paper, we present and discuss only those color diagrams with the most promising and
most significant results. The most exploited color diagrams that we introduce here mainly show
the color components of the CIE L∗a∗b∗ color-space. Only to support the exclusion of the CIE
XYZ color-space from the cloud-segment color analysis, we also present a color diagram of the
x, z components in which the segmentation proceeded. As expected, the previous segmentation
inaccuracy significantly influenced the distribution of our segments within the x, z diagram (Figure 5).
There was massive overlapping of the cloud segment data points by the clear sky data points (blue).
Due to this overlapping distribution, it was not possible to perform any further statistical analysis or to
make any other use of the data. In general, we considered that the CIE XYZ color-space was unsuitable
for cloud color segmentation of all-sky images.

 0.24

 0.32

 0.4

 0.48

 0.56

 0.2  0.24  0.28  0.32  0.36

z [-]

x [-]

HIGH-LEVEL CLOUDS
LOW-LEVEL CLOUDS

RAINY CLOUDS
CLEAR SKY

Figure 5. Cloud group color diagram for components x, z obtained from the data in the database.
Each point represents the segmented cluster average value classified into four cloud groups.
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Figure 6. Cloud group color diagram for components L, b∗ obtained from the data in the database.
Each point represents the segmented cluster average value classified into four cloud groups.
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Diagrams L, b∗ (Figure 6) and a∗, b∗ (Figure 7) offered much more promising data distributions.
The inaccurate segmentation and cloud separation in the image data taken close to sunrise or sundown
were already observed during the classification process. This inaccuracy was imprinted in the diagrams.
Although we segmented the data only in the chrominance channels, the low-light conditions affected
the segmentation results. The F-score lower extreme was close to 0.79. This conclusion was confirmed
by the L, b∗ diagram (Figure 6). The points representing clear sky (blue) with low L values were
closer to the points representing rain clouds (green). However, with average light L values, the clear
sky points were completely separated from the rainy points. The highly solar irradiated scene also
significantly affected the color values of the segments. This could be observed in the L, b∗ diagram,
in which the points of all groups with L values greater than 80 significantly overlapped each other.

-30

-20

-10

 0

 10

 20

-6 -4 -2  0  2  4

b* [-]

a* [-]

HIGH-LEVEL CLOUDS
LOW-LEVEL CLOUDS

RAINY CLOUDS
CLEAR SKY

Figure 7. Cloud group color diagram for components a∗, b∗ obtained from the data in the database.
Each point represents the segmented cluster average value classified into four cloud groups.

Despite the frequent overlapping caused by the significant number of segments and the
segmentation bias, however, it was apparent that each of the cloud groups formed a cluster within
the diagram. If we evaluated each cloud group separately and computed the mean value with the
standard deviation for each group, we obtained the diagram in Figure 8, in which these centroids were
clearly separated. The separation between the cloud group data distribution was measured by the
Bhattacharyya coefficient [26,27], which approximates the relative closeness between the distributions.
BC values are equal to one when two data distribution are identical and equal to zero when two data
distributions have no intersection. The Bhattacharyya coefficient (BC) is defined as:

BC = 1/ exp (BD1,2), (17)

where BD1,2 represents the Bhattacharyya distance between two multivariate distributions with their
mean values µ1, µ2 and covariance matrices Σ1, Σ2. The Bhattacharyya distance is expressed as:

BD1,2 =
1
8
(µ1 − µ2)

T
(

Σ1 + Σ2

2

)−1

(µ1 − µ2)
1
2

ln




det
(

Σ1+Σ2
2

)

√
det Σ1 det Σ2


. (18)

Especially, rain cloud (green) and clear sky (blue) segments or low-level cumulus-type clouds (red)
and clear sky (blue) segments reported low values of the BC, 0.05 and 0.13, respectively, and therefore,
a high separation between them within the L, b∗ channels. All values of the BC for the cloud groups
within the L, b∗ channels are listed in Table 2. The values of BC in the table indicated that the cloud
groups’ data distributions were non-identical in the L, b∗ space. It was, therefore, possible to exploit the
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cloud groups in this space as classification classes for a classification task. However, due to the frequent
overlapping of some data points, the classification task only in the L, b∗ space may be problematic.
It was apparent that even if the luminosity was omitted from the segmentation process, the illumination
conditions of a taken scene affected the color values of the cloud segments. The color of the cloud
groups varied during the day. For future work, it is substantial to incorporate some machine learning
techniques into the process of cloud classification development. Additional parameters, which would
take into consideration the illumination of the scene and the variation of the cloud color during the
day, have to be introduced.

Table 2. The Bhattacharyya coefficient (BC) for the possibility of the cloud groups’ separation in L, b∗

channels. The coefficient is normalized between values of zero and one, supposing the high and low
possibility of separation, respectively.

Cloud Group No. 1 2 3 4
and Color Label (Cyan) (Red) (Green) (Blue)

1 (cyan) 1 0.66 0.28 0.56

2 (red) 0.66 1 0.63 0.13

3 (green) 0.28 0.63 1 0.05

4 (blue) 0.56 0.13 0.05 1
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HIGH-LEVEL CLOUDS
LOW-LEVEL CLOUDS

RAINY CLOUDS
CLEAR SKY

Figure 8. Centroids calculated from data in Figure 6, representing the mean values and the standard
deviation for each cloud group.

The next color diagram (Figure 7) of component a∗ versus b∗ also provided interesting results.
In this diagram, the rain cloud segment points (green) had similar color features to those of the
low-level cumulus-type clouds (red). This supported similar claims in [16]. Similarly, the high-level
clouds (magenta) were also located close to the points of clear sky (blue).

Despite the overlapping of some points, it was apparent that the low-level clouds (red) and
the rain clouds (green) formed their own clusters within these channels. These clusters were clearly
separated from the high-level clouds and the clear sky points, which formed clusters of their own.
We therefore decided to calculate the mean value of these clusters with the standard deviation and to
plot these centroids in the new color diagram (Figure 9). The separation of the centroids of the cloud
groups confirmed the formation of the cloud-group clusters within the a∗, b∗ space. For the inspection
of the separation between the cloud groups within the a∗, b∗ channels, the Bhattacharyya coefficient
was again calculated. The values of the coefficient are listed in Table 3. In the a∗, b∗ space, BC also
indicated that the cloud group distributions were non-identical. However, rain clouds and low-level
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clouds were more closely related in this space (higher BC). It was more problematic to differentiate
between them. The differentiation of the cloud groups in this space was still possible, and this space
was valuable for the possible classification task. In the future, it would be necessary to incorporate all
the cloud color features from the La∗b∗ color-spaces and also an investigation of cloud color variations
during the day. In addition, for the cloud types’ classification, exploitation of some machine learning
techniques, especially the soft-classification methods, would be beneficial.

-25

-20
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-10

-5

 0

 5

-4 -3 -2 -1  0  1

b* [-]

a* [-]

HIGH-LEVEL CLOUDS
LOW-LEVEL CLOUDS

RAINY CLOUDS
CLEAR SKY

Figure 9. Centroids calculated from the data in Figure 7, representing the mean values and the standard
deviation for each cloud group.

Table 3. The Bhattacharyya coefficient (BC) for the possibility of cloud groups’ separation in a, b∗

channels. The coefficient is normalized between values of zero and one, supposing the high and low
possibility of separation, respectively.

Cloud Group No. 1 2 3 4
and Color Label (Cyan) (Red) (Green) (Blue)

1 (cyan) 1 0.67 0.35 0.58

2 (red) 0.67 1 0.78 0.11

3 (green) 0.35 0.78 1 0.03

4 (blue) 0.58 0.11 0.03 1

In general, the results confirmed that cloud detection on all-sky images could be performed by
color segmentation within the CIE L∗, a∗, b∗ color-space. In addition, the color diagrams explored
the diverse color features of the clouds merged into the defined groups. It was therefore possible to
distinguish a variety of clouds on all-sky images according to their color features. Due to the sufficient
quantity of the classified data from the WMD database, the cloud color features could be exploited
as training data for developing a new automatic cloud classification algorithm. The separation of
the cloud groups within the color diagrams implied that a properly designed algorithm, based for
example on machine learning techniques or on neural networks, would automatically classify the
clouds on all-sky images, after k-means++ preprocessing and after extracting the color-features.
This cloud classification algorithm could then be extended for detecting rain clouds or for predicting
the probability of rain. The proposed method based on k-means++ and other required image processing
techniques could easily be optimized, and the algorithm could even operate in real-time on all-sky
imaging systems. Color-based classification of clouds in all-sky images could therefore be a promising
field of investigation for research groups with their own ground-based all-sky imaging system.
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5. Conclusions

This paper presented an evaluation of the k-means++ cloud color-based segmentation algorithm
based on all-sky image data from the WILLIAM ground-based whole sky imaging system.
The algorithm was tested on 2044 cloud-classified all-sky images, which had been consolidated
into the WMD database.

The evaluation proceeded in two color-spaces, CIE L∗, a∗, b∗ and CIE XYZ, the segmentation
accuracy of which was compared. For further cloud color analysis, the clouds within the segments
were classified into four distinct cloud groups. The color features of these classified segments were
also investigated. The overall results indicated that the CIE XYZ color-space was unsuitable for
segmentation of all-sky images. However, segmentation in CIE L∗, a∗, b∗ offered better accuracy.
Suitable objective metrics were used for assessing the segmentation accuracy. In addition, the color
values of the cloud-group segments were promisingly distributed and formed their own separate
clusters within this color-space. The cluster separation of the rain cloud types was especially
important. All-sky image color segmentation and cloud-type color-feature clustering therefore have
tremendous potential for the development of color-based cloud detection and classification algorithms.
The proposed method based on k-means++ color segmentation of all-sky image data could therefore
be exploited in the future for color-based weather and rainfall prediction based on automatic all-sky
systems and could be used for further cloud color-based research.
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Abstract: Fine art photography, paper documents, and other parts of printing that aim to keep value
are searching for credible techniques and mediums suitable for long-term archiving purposes. In
general, long-lasting pigment-based inks are used for archival print creation. However, they are very
often replaced or forged by dye-based inks, with lower fade resistance and, therefore, lower archiving
potential. Frequently, the difference between the dye- and pigment-based prints is hard to uncover.
Finding a simple tool for countrified identification is, therefore, necessary. This paper assesses the
spectral characteristics of dye- and pigment-based ink prints using visible near-infrared (VNIR)
hyperspectral imaging. The main aim is to show the spectral differences between these ink prints
using a hyperspectral camera and subsequent hyperspectral image processing. Two diverse printers
were exploited for comparison, a hobby dye-based EPSON L1800 and a professional pigment-based
EPSON SC-P9500. The identical prints created via these printers on three different types of photo
paper were recaptured by the hyperspectral camera. The acquired pixel values were studied in terms
of spectral characteristics and principal component analysis (PCA). In addition, the obtained spectral
differences were quantified by the selected spectral metrics. The possible usage for print forgery
detection via VNIR hyperspectral imaging is discussed in the results.

Keywords: hyperspectral imaging; VNIR; inkjet printing; dyes; pigments; photo paper; archiving

1. Introduction

Currently, there is a vast range of scientific and industrial fields where hyperspec-
tral imaging (HSI) finds its usage. Among those fields, plant [1] and soil [2] monitor-
ing, agriculture [3], medicine [4,5], food analysis [6], remote sensing [7], forensics [8–10],
or cultural heritage [11] can be counted. In general, HSI can be applied in a variety of
spectral bands. There are HSI applications in the short-wave infrared (SWIR) 1–3 µm [12],
mid-wave infrared (MWIR) 3–5 µm [13], and long-wave infrared (LWIR) 8–14 µm [14]
bands. Nevertheless, the applications of HSI in visible near-infrared (VNIR) 0.3–1 µm
spectral band are most frequent [15,16]. Concerning specifically cultural heritage, HSI has
found its utilization in historical painting analysis [17–19], art forgery detection [20], and
painting restoration [21].

Recently, there has also been a high demand for fine art photography, but also for
document printing, which requires a perfect color representation and archiving parameters.
This segment of art and document printing is filled by a variety of photo printers fitting the
mentioned requirements. Two dominant types of printing techniques are dye and inkjet
printing [22]. In general, for art printing and archiving, inkjet printing plays a major role.
There are inkjet printers based on two dominant ink approaches, dye-based and pigment-
based. However, each type is suitable for different applications. Less expensive dye-based
printers find their place among the common customers for hobby printing purposes.
On the contrary, pigment-based printers provide a professional printing solution included
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in specialized printing labs, and they are suitable particularly for documents, photographs,
and fine art printing purposes with the emphasis on archiving [23,24]. Frequently, due
to a reduction in costs, pigment-based prints are replaced or forged by dye-based prints
that are less suitable for archiving. Despite the significant improvements in the dye-based
printing technology, current dye-based prints still reach only a quarter lightfastness and
fade resistance compared to pigment-based prints. Moreover, due to the cutting-edge
dye-based printing technology and its broader color gamut, a dye-based forged print can
be easily mistaken for pigment-based prints and remain unrecognized.

Although both types of ink are used for highly dissimilar purposes, they may be easily
interchanged and unidentified by the naked eye, even by professionals. Nevertheless,
it is well known that dye- and pigment-based inks are water-based inks, but consist of
different technologies of color creation. Therefore, the spectral characteristics may also
behave differently, even if the dye- and pigment-based prints appear similar. To assess the
spectral characteristics of the dye- and pigment-based inks across the whole print and to
identify the origin printer, HSI may become a useful and straightforward tool. There have
also been some approaches focused on the color measurement [25] and spectral analysis
of dyes [26], pigments [27,28], and ink-printed documents [29]. However, direct spectral
comparisons that aim at dye- and pigment-based inkjet print differences have not been
performed. There are also other techniques for art analysis and forgery identification such
as simple microscopy, mass spectrometry, colorimetry, standard reflectance spectroscopy,
chemical analysis, and X-ray methods [30]. However, some of these techniques may not be
suitable for inkjet print evaluation. Compared to the mentioned approaches, HSI provides
a fast, simple, and non-invasive method for thorough spectral analysis across the whole
print, which favors its usage.

This paper focuses on the VNIR HSI assessment of dye- and pigment-based prints,
their spectral comparison, and the quantification of their spectral differences. To eliminate
the spectral effects of the photo paper, the prints were assessed on three different types of
paper. For the assessment, various spectral similarity metrics were used, as well as principal
component analysis (PCA) of the hyperspectral (HS) image data. Therefore, the main goal
was the verification that VNIR HSI may be used for validation and identification of whether
the print is made by a professional and long-lasting pigment-based printer with archive
potential or by a hobby dye-based printer.

The paper is structured into five main sections. The Introduction is followed by the
section on the color dye- and pigment-based printing and hyperspectral reflectance repre-
sentation. The following section describes the exploited methods, algorithms, and the HS
data acquisition process. The fourth section is focused on the obtained results’ presentation
and subsequent discussion. The last section provides the overall conclusion.

2. Print Color Management and Hyperspectral Representation

As was mentioned in the Introduction, among the inkjet printers, dye- and pigment-
based inks are the two main types of inks used for photograph printing purposes. In general,
both ink types fall under the set of water-based or aqueous inks. Dye-based inks are
homogeneous color fluids with fully dissoluble dyes. They are usually used in hobby inkjet
printers due to their lower manufacturing costs. Dye-based inks also do not provide such
lightfastness and fade resistance as pigment-based inks. On the contrary, dye-based inks
usually offer a broader color gamut than pigment-based ones, especially on glossy papers.
Usually, the dye-based inkjet printers contain six separate inks. Except for the standard
cyan, magenta, yellow, black (CMYK) configuration, these printers have two additional
colors, light cyan and light magenta.

On the contrary, pigment-based inks consist of microscopic color grains inserted in the
sheer liquid. These inks are exploited in professional inkjet printers and labs due to their
superb lightfastness. Therefore, pigment-based inks are often used for fine art printing
purposes, photo archiving, and large format photography. Typically, the pigment-based
printers include nine different inks, but very often, there are several more inks included.
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High-level pigment-based printers standardly contain a 12-ink set. Two types of black inks
(selected according to the print purpose) are appended by cyan, light cyan, yellow, vivid
magenta, vivid light magenta, violet, orange, green, grey, and light grey.

Not only the different characteristics of the presented inks and printers, but also the
type of photo paper may play a significant role in the printed photograph’s lightfastness
and appearance. There are several types of photo paper suitable for various applications
with matte, semiglossy, or glossy surfaces. They may also be created from a variety of
materials, such as standard resin-coated (RC) paper, cotton paper, baryte paper, and others.

All the influences mentioned above affect the final parameters of photograph prints.
Although the dye- and pigment-based colors in the printed photograph may appear sim-
ilar, their spectral characteristics may significantly vary. Measuring the simple spectral
signature of a single spatial point of the print, standard spectroscopy techniques can be
used. However, aiming for a more complex ink spectral analysis across the whole printed
image, the hyperspectral imaging tool can be exploited. Assume a printed photograph,
either dye- or pigment-based, subjected to a source of radiation. Such radiation then may
be absorbed, transmitted, or reflected from the photograph. For the spectral measurement,
the amount of reflected light captured by the HS camera is the most critical parameter. Let
an illumination with defined spectral characteristics φi(λ) be described as incident flux on
the object, where λ represents the spectral wavelength. Similarly, assume a flux reflected
from the object defined as φr(λ). The reflectance then may be expressed as:

R(λ) =
φr(λ)

φi(λ)
. (1)

This process is represented by Figure 1. For simplicity, the specular reflection with
particular angle θ is assumed. In the case of the the HS measurement of the photo-printed
inks, the overall photo reflectance R(λ) consists of the characteristics of the underlay paper
Rpaper(λ), as well as single or mixed printer color inks Rink(λ, c), where c represents the
color mixture index. In a simplified way, the reflected light flux φr(λ) consists of two parts.
The first one:

φ′r(λ) = φi(λ) · Rink(λ, c) (2)

is the directly reflected light flux from the ink layer. The second one:

φ′′r (λ) = φi(λ) · Rpaper(λ) · T2
ink(λ, c) (3)

is the part of the flux reflected from the surface of the photo paper after propagation through
the ink layer, where T2

ink(λ, c) is the transmission of the ink mixture layer. The overall
reflected flux is:

φr(λ) = φi(λ) ·
[

Rpaper(λ) · T2
ink(λ, c) + Rink(λ, c)

]
. (4)

Therefore, the reflectance of the printed image should be represented as:

R(λ) = Rpaper(λ) · T2
ink(λ, c) + Rink(λ, c). (5)

With the exploitation of the HS camera, the additional two spatial xs, ys dimensions
may be also added to the above-described spectral measurement. The reflected light
from the object φr(λ) with the spatial coordinates xs, ys may be acquired and transformed
into the HS 3D image (hypercube) IHS(xs, ys, λ) considering the HS camera sensitivity
ψ(xs, ys, λ) as:

φr(xs, ys, λ) −→ IHS(xs, ys, λ), (6)

where:
IHS(xs, ys, λ) = φi(xs, ys, λ)R(xs, ys, λ)ψ(xs, ys, λ). (7)

4. Spectral feature exploration based on image data from multispectral and
hyperspectral systems
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Thus, the obtained hypercube can be processed and analyzed in terms of the particular
spectral reflectance for each obtained pixel of the captured photograph print.

фi(λ) фr(λ)

R(λ)
Figure 1. Illustration of spectral reflectance depending on the illumination.

3. Methods and Algorithms

The key decision for the dye- and pigment-based ink print comparison was the selec-
tion of the inkjet printer representatives. In the first place, the hobby inkjet printer EPSON
L1800 with 6 color inks was selected as a dye-based representative. Complementarily,
the professional inkjet printer EPSON SC-P9500 equipped with 12 diverse pigment inks
was chosen. To cover the different possibilities of ink and paper chemical interactions,
and therefore variations in measured reflectance, 3 types of distinct photo papers with size
A4 were selected. Each photo paper was selected on purpose as the most common represen-
tative from a different application photo paper class. The most commonly exploited photo
papers from diverse application classes were selected as representatives. The first photo
paper was semigloss FOMEI Archival Velvet with a weight of 265 g/m2, which contains a
small amount of optical brighteners and is designed for hobby and professional archiving
purposes. The second selected photo paper was also semigloss FOMEI PRO Pearl with the
same weight of 265 g/m2. This paper contains a significant amount of optical brighteners
and is most frequently used among amateur, but also professional photographers. The last
selected paper was a matte-textured paper FOMEI Cotton Textured that weighs 240 g/m2

and is made from 100% cotton. This art inkjet photo paper does not contain any optical
brighteners, is acid free, and is primarily used for fine art applications.

Furthermore, as an example image, the standardized test image from [31] was selected.
This test image allows a comprehensive evaluation of diverse colors and scenes with
changing patterns. Therefore, the prints of this image are suitable for ink reflectance
analysis. The test image with highlighted areas used for a detailed reflectance analysis can
be seen in Figure 2.

Thus, all dye- and pigment-based images printed on all the above-mentioned photo
papers were recaptured by the hyperspectral camera and further analyzed. The acquisition
and overall hyperspectral image data processing are described in the following sections.

3.1. Acquisition

The dye- and pigment-based prints were scanned by the hyperspectral camera SPECIM
PFD4K-65-V10E. This camera type is based on the pushbroom line scanning principle.
The scanned object was placed on the movable table under the fore camera optics. The table
was then illuminated by the halogen lamp connected to the whole table setup. After ad-
justing the suitable movement speed of the table, the moving object was scanned line by
line until the full scan was finished. During the scanning process, each scanned line or,
more precisely, each pixel was decomposed into the whole spectral range of the camera.
For this purpose, some dispersion components such as prisms, diffraction grating, or their
combination were used among the camera internal parts. The full hyperspectral scan
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was then digitally processed, and the hypercube with all merged hyperspectral lines was
constructed. The whole scanning principle is outlined in Figure 3.

Average re�ectance extraction area 

Color target re�ectance extraction area 

Figure 2. The selected test image (created by Bill Atkinson, Jack Flesher, and Uwe Steinmueller) for
dye- and pigment-based prints [31]. This image contains a series of varying scenes, as well as printed
color targets that may be easily used for the reflectance analysis. The red rectangle highlights the
image area that was used for the overall average reflectance analysis. The blue rectangle highlights
the image area used for the reflectance extraction of specific color samples.

The overall spectral range of the SPECIM hyperspectral camera covers the VNIR
spectral band 400–1000 nm. The camera provides decomposition into 768 separate spectral
channels. The FWHM spectral resolution corresponds to 3 nm. The camera is equipped
with a fore optics OLE 23, with focal length 23 mm, f-number f/2.4, and transparency in the
whole VNIR spectral band. The remaining parameters of the camera are outlined in Table 1.
All captured HS images of the prints were taken with the following settings: a frame rate
equal to 25 Hz and exposition equal to 39 ms.

x

y z

Line Scanning
FEO

Entrence Slit

Imspector 
optics

PGP

CMOS
detector Scanned Lines Post-processing

Hypercube
construction

Analysis

Figure 3. Hyperspectral image capturing and hypercube construction.
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Table 1. Parameters of the SPECIM PFD4K-65-V10E hyperspectral camera.

Spectral range 400–1000 nm

Spectral resolution FWHM 3.0 nm

Spectral sampling 0.78–6.27 nm/pixel

Spatial resolution RMS spot size <9 µm

Focal length 23 mm

F-number F/2.4

Slit width 30 µm

Effective slit length 14.2 mm

Total efficiency (typical) >50 % (polar. ind.)

Detector CMOS

Spatial pixels 1775

Spectral bands 768

Pixel size 8.0 × 8.0 µm

3.2. Image Data Pre-Processing

Let a hyperspectral image captured directly from the above-described HS system be
represented as a hypercube. To minimize the noise influence of the camera components and
illumination effects, radiometric calibration is necessary. According to Equation (7), assume
the hypercube consisting of matrix slices IHS(x, y, z), where indices x = 1, . . . , H and
y = 1, . . . , W represent the spatial dimension of the image (see Figure 3). The last symbol
z = 1, . . . , S is the wavelength index of each matrix slice depending on the operational
spectral range of the HS system. During the hypercube capturing process, several dark and
white reference images were recorded. The dark image was usually taken with a closed
camera shutter as a sequence of images. The dark frame is represented by the pushbroom
system as IDARK(i, y, z), where i = 1, . . . , N, and N is the number of dark frames taken.
The white reference spectrum image was taken by capturing an image sequence of the
calibration target with known reflectance (typically 99 %). Usually, for pushbroom systems,
several spectral images of one spatial line are acquired. The white reference image is then
represented as IWHITE(i, y, z), where i = 1, . . . , M and M also corresponds to the number
of frames taken, similar as for the dark image. Due to the matrix mismatch between the
captured hypercube, dark image, and white image, the resulting calibrated hypercube
with normalized reflectance must be evaluated for each row of the hypercube Ir(y, z)
separately as:

ID(y, z) =
1
N

N

∑
i=1

IDARK(i, y, z), (8)

IW(y, z) =
1
M

M

∑
i=1

IWHITE(i, y, z), (9)

Ir(y, z) =
IHS(y, z)− ID(y, z)
IW(y, z)− ID(y, z)

. (10)

The whole normalized hypercube Inorm(x, y, z) was obtained by stacking the calibrated
rows Ir(y, z) in the original hypercube shape. Even though radiometric calibration was per-
formed, the calibrated hyperspectral image usually still contained spectral noise. Therefore,
a standard Savitzky–Golay [32] filtering was performed. For this purpose, the third-order
polynomial with a 15-point window was selected [33]. The Savitzky–Golay method was
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separately applied to each hyperspectral pixel, filtering only the spectral dimension. The fil-
tering process [34] can be expressed as:

I∗(z) =
∑k=m

k=−m ck I(z + k)
2m + 1

, (11)

where I∗(z) corresponds to one spectral data point of the selected pixel, m is half of the
filter window, and ck is the filter convolution coefficient for the k-th filtering. Then, the key
step of the filtering is fitting the original spectral data points by the n-th order polynomial
in a defined sliding window via the least-squares estimation.

3.3. Spectral Similarity Measures

With a spectral response (reflectance) for all pixels from the captured dye- and pigment-
based prints, it is possible to quantify the spectral differences by various spectral similarity
measures. Assume a pre-processed HS image of either a dye- or pigment-based test image
print. Furthermore, suppose that the average reflectance R(z) of the selected HS image
pixel area Isub(x′, y′, z) is expressed as:

R(z) =
1

H′W ′
H′

∑
x′=1

W ′

∑
y′=1

Isub
(
x′, y′, z

)
, (12)

where indices x′ = 1, . . . , H′ and y′ = 1, . . . , W ′ correspond to the height and width of the
selected subimage pixel area.

One of the fundamental metrics for the comparison of two reflectance R1, R2 is the
spectral angle mapper (SAM) [35]. It can be written as:

SAMR1,R2
= cos−1


 ∑S

z=1 R1(z)R2(z)√
∑S

z=1 R1(z)
2
√

∑S
z=1 R2(z)

2


. (13)

The other metric that may be used for reflectance comparison is the spectral informa-
tion divergence (SID) [36]. This metric returns the divergence between two probability
distributions extracted from two spectral signatures defined as:

D1(z) = R1(z)/
S

∑
z=1

R1(z), (14)

D2(z) = R2(z)/
S

∑
z=1

R2(z). (15)

The SID is then represented as:

SIDR1,R2
=

S

∑
z=1

D2(z) log
(

D2(z)
D1(z)

)
+

S

∑
z=1

D1(z) log
(

D1(z)
D2(z)

)
. (16)

Having defined the fundamental spectral similarity metrics, the combined hybrid
methods may be introduced. From the definition above, the hybrid method the spectral
information divergence spectral angle mapper (SIDSAM) [37] can be expressed as:

SIDSAMR1,R2
= SIDR1,R2

× tan
(

SAMR1,R2

)
. (17)

4. Spectral feature exploration based on image data from multispectral and
hyperspectral systems
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Another and more advanced hybrid spectral similarity metric for reflectance compari-
son is Jeffries–Matusita spectral angle mapper (JMSAM) [38]. Similar to the SIDSAM, the
JMSAM involves the fusion of two metrics, the JM distance and the SAM. The JM distance:

JMdist = 2(1− exp(−BD1,2)) (18)

involves a computation of the Bhattacharyya distance BDR1,R2
of two compared spectral

reflectances as:

BDR1,R2
=

1
8
(µ1 − µ2)

ᵀ
(

σ1 + σ2

2

)−1

(µ1 − µ2)
1
2

ln




det
(

σ1+σ2
2

)

√
det σ1 det σ2


, (19)

where µ1, µ2 are the mean values of the compared reflected spectra σ1, σ2 and their variance.
The JMSAM then can be computed as:

JMSAMR1,R2
= JMdist × tan

(
SAMR1,R2

)
. (20)

Each of the presented measures gives a particular score assessing the similarity be-
tween the reflectance spectra. In general, a lower score of these metrics indicates a strong
match between the compared spectral signatures. For the purpose of this work, the hybrid
JMSAM and SIDSAM metrics were selected as representatives of the comparison of the
dye- and pigment-based ink prints.

3.4. Principle Component Analysis

In general, the captured HS image often includes redundancy in the neighbor spectral
bands and, therefore, a high correlation between them. Techniques such as PCA allow
decorrelating the whole HS image into a set of new orthogonal bases, also known as
principal components (PCs). The first few principal components usually contain the most
captured variance of the original HS image, and therefore, this HS image can be described
by only a few PCs.

Assume the original HS image I(x, y, z) reshaped into a 2D matrix X(i, z), where
indices i = 1, . . . , HW and z = 1, . . . , S. This matrix is then mean-centered as:

X′(i, z) = X(i, z)− 1
HW

HW

∑
i=1

X(i, z). (21)

Subsequently, the matrix X′(i, z) may be decomposed by the singular-value decompo-
sition (SVD) method [39] as:

X′(i, z) = U(i, i)S(i, z)Vᵀ(z, z), (22)

where U(i, i) and Vᵀ(z, z) are unitary matrices carrying the principal components and
eigenvectors, respectively. Diagonal matrix S(i, z) holds the singular values. For the
following operations, the reduction of the matrix U(i, i) to U(i, z) is eligible. After the
extraction of diagonal values from S(i, z) into a vector s(z), the eigenvalues can be obtained
from the expression:

Λ(z) =
s2(z)

HW − 1
, (23)

where Λ(z) is a vector of all eigenvalues. The transformation of the original matrix X′(i, z)
into the new orthogonal coordinate system based on the I(x, y, z) values may be calculated
according to the following expression:

Xt(i, z) = U(i, z)sᵀ(z). (24)
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Nevertheless, the index z does not now correspond to the wavelength index, but to
the PC index in the new coordinate system.

The explained variance for each generated PC can be computed by the expression:

σ2(z) =
100 ·Λ(z)

∑S
z=1 Λ(z)

, (25)

where every element of vector σ2(z) corresponds to the explained variance of the particular
PC. Due to the nature of the PCA, the transformed image may be usually expressed with a
reduced dimension of only some PCs that cover more than 95% or 99% of the cumulative
variance of the original image. The index z = 1, . . . , S may be from the maximal number of
PCs S reduced to the specified number S′.

It is apparent that the the PCA method is data dependent. However, it is possible to
express a different hyperspectral image using a set of PC components, or more precisely
eigenvectors, derived from the PCA method applied to another HS image. Let a new
HS image Inew(x′′, y′′, z) be reshaped into matrix N(i′′, z) for indices i′′ = 1, . . . , H′′W ′′

and z = 1, . . . , S depending on the spatial dimension of the new HS image. Then, suppose
the previously generated diagonal eigenvector matrix V(z, z) of the original HS image
I(x, y, z) from Expression (22). The matrix N(i′′, z) then can be transferred to the coordinate
system dependent on the original HS image I(x, y, z) data values as:

N′
(
i′′, z

)
= N

(
i′′, z

)
− 1

HW

HW

∑
i=1

X(i, z), (26)

Nt
(
i′′, z

)
= N′

(
i′′, z

)
V(z, z). (27)

Thus, the pixel values of the original Xt(i, z) and new test HS image Nt(i′′, z) may
be compared in one coordinate system created from the original HS image. To quantify
the differences between the pixel values in this coordinate system, the standard Euclidean
distance can be exploited. Suppose a subset of pixel values extracted from Xt(i, z) labeled as
P(is, z), where is = 1, . . . , K is the pixel subset index. Similarly, assume a subset of pixels of
the transformed image Nt(i′′, z) represented as Q(is, z) with pixel indexation is = 1, . . . , L.
Then, the mean value vector across the selected PC dimensions for both defined subsets is
given as:

p(z) =
1
K

K

∑
is=1

P(is, z), (28)

q(z) =
1
L

L

∑
is=1

Q(is, z). (29)

Analogically, the standard deviation vectors of these pixel subsets are:

σp(z) =

√√√√ 1
K

K

∑
is=1

(P(is, z)− p(z))2, (30)

σq(z) =

√√√√ 1
K

L

∑
is=1

(Q(is, z)− q(z))2. (31)

The Euclidean distance d in the PCA space between p(z) and q(z) with selected
number of PCs S′ then can be described as:

d =

√√√√ S′

∑
z=1

(p(z)− q(z))2. (32)

4. Spectral feature exploration based on image data from multispectral and
hyperspectral systems
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Considering also the obtained standard deviations and subsequent error propagation,
the standard deviation σd of d can be expressed as:

σd =
1
d

√√√√ S′

∑
z=1

(p(z)− q(z))2
(

σp(z)
2 + σq(z)

2
)

. (33)

4. Results and Discussion

As was previously mentioned, the reflectance analysis of the dye- and pigment-based
ink photographs was performed on three different types of photo paper. However, only the
blank photo papers were captured by the VNIR HS camera as a first step. Then, the average
reflectance was extracted and analyzed across the whole HS image directly according to
Equation (12). The results for all papers are shown in the whole VNIR spectral range in
Figure 4. One can observe that the reflected spectra from the PRO Pearl and Archival
Velvet paper are considerably similar. This can be due to their semigloss character and
the content of optical brighteners in the paper layer. The presence of optical brighteners
within the selected papers creates a notable spectral reflectance peak around 440 nm. This is
inflicted by the illumination of the paper, which initiates a fluorescence process. The overall
photograph then seems whiter and brighter. Due to the fluorescence, the reflectance values
may even exceed the level of one near the wavelength of 440 nm. However, the spectral
response of the optical brighteners is affected by the spectral distribution of the light source,
especially in the ultraviolet (UV) spectral band. The higher amount of UV light incident on
the photo paper with optical brighteners, a richer spectral response can be observed.

The influence of the optical brighteners is mainly seen by the reflectance curve of the
PRO Pearl paper, which contains significantly more optical brighteners than the Archival
Velvet photo paper. On the contrary, the Cotton Textured paper is perfectly matte and
does not contain any optical brighteners. Thus, the reflected spectra of the cotton paper
moves around the value 0.8 for the whole VNIR spectral range. The presented results also
confirmed and quantified the spectral similarity metrics SIDSAM and JMSAM, which are
summarized in Tables 2 and 3.
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Figure 4. The reflected spectral signature in the VNIR spectral range for the three different blank
photo papers extracted from their HS image (FOMEI Archival Velvet, FOMEI PRO Pearl, and FOMEI
Cotton Textured).
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Table 2. The SIDSAM score of the spectral comparison between the VNIR reflectance of blank photo
papers FOMEI Archival Velvet, FOMEI PRO Pearl, and FOMEI Cotton Textured.

Archival Velvet PRO Pearl Cotton Textured

Archival Velvet 0.0 2.9 7.9

PRO Pearl 2.9 0.0 26.9

Cotton Textured 7.9 26.9 0.0

Table 3. The JMSAM score of the spectral comparison between the VNIR reflectance of blank photo
papers FOMEI Archival Velvet, FOMEI PRO Pearl, and FOMEI Cotton Textured.

Archival Velvet PRO Pearl Cotton Textured

Archival Velvet 0.0 6.6 × 10−4 6.3 × 10−4

PRO Pearl 6.6 × 10−4 0.0 16 × 10−4

Cotton Textured 6.3 × 10−4 16 × 10−4 0.0

Regarding the SIDSAM metric, the reflectance comparison of the Archival Velvet
photo paper against the PRO Pearl and Cotton Textured photo papers gave scores of 2.9
and 7.9, respectively. The SIDSAM score for the reflectance comparison between the blank
Cotton Textured paper and PRO Pearl paper equaled 26.9. On the contrary, the JMSAM
metric gave almost similar results for the reflectance comparison between Archival Velvet
and the remaining papers PRO Pearl and Cotton Textured with scores of 6.6 × 10−4 and
6.3 × 10−4, respectively. However, the JMSAM metric still evaluated with a higher score
(16 × 10−4) the difference between the Cotton Texture and PRO Pearl paper. It was
apparent that the most significant difference between the blank paper reflectance was
between wavelengths of 400 nm and 550 nm due to the mentioned fluorescence process of
the embedded optical brighteners within the layers of the photo paper. With further analysis
and more HS image data, it may be even possible to evaluate the amount of brighteners
within the paper or photograph and automatically assess the photographic quality.

The next phase proceeded with fully printed dye- or pigment-based test images on
all selected photo papers. These photograph prints were recaptured by the HS camera,
with the earlier-mentioned settings. Having all printed testing images, the overall average
reflectance (Equation (12)) was extracted from the defined sections of the HS images (see
Figure 2). The extracted average reflectance is shown for all photo papers in Figure 5. There
was an apparent difference between the dye- and pigment-based ink reflectance values, sim-
ilar for all selected photo papers. Concerning the dye-based prints, the reflectance increased
almost up to a value of 0.8, especially in the spectral band from 800–1000 nm. However,
the reflectance of pigment-based inks in the same spectral band did not exceed the level
of 0.6. The rise of the dye-based print reflectance started around red colors (around 650 nm).
In the band from 400–650 nm, the reflectance of dye- and pigment-based prints was more
similar for all papers. The dissimilarity of the average reflectance for dye- and pigment-
based prints also supported the spectral metrics. The results of these metrics between the
average dye- and pigment-based print reflectance for all photo papers can be seen in Table 4.
The SIDSAM metric implied that the difference between the average dye- and pigment-
based print reflectance was significant, especially on the PRO Pearl photo paper, with a
score of 8.2. For the case of the Archival Velvet photo paper and Cotton Textured photo pa-
per, the scores were 3.2 and 3.1, respectively. According to the SIDSAM metric, the dye- and
pigment-based print reflectances were most similar for the prints on the Cotton Textured
photo paper, but the spectral difference was still significant. Some influences may also have
optical brighteners omitted in the Cotton Textured paper, and therefore, the subsequent fluo-
rescence did not affect the measured reflectance of the inkjet prints. On the contrary, the JM-
SAM score gave approximately similar results for dye- and pigment-based print reflectance
on all selected photo papers. The JMSAM scores were equal to 9.5 × 10−4, 11.0 × 10−4, and

4. Spectral feature exploration based on image data from multispectral and
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10.0 × 10−4 for the Archival Velvet, PRO Pearl, and Cotton Textured paper, respectively.
Therefore, the differences between the dye- and pigment-based prints were also confirmed
by the spectral metrics.
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Figure 5. Average VNIR band reflectance of dye- (orange) and pigment-based (blue) test image prints
regarding the Archival Velvet (A), PRO Pearl (B), and Cotton Textured (C) photo papers.

Table 4. The spectral metrics values of the extracted average reflectance of dye- vs. pigment-
based prints.

SIDSAM JMSAM

Archival Velvet 3.1 9.5 × 10−4

PRO Pearl 8.2 11.0 × 10−4

Cotton Textured 3.2 10.0 × 10−4

Subsequently, the selected color targets or samples (red, green, blue, and black) from
the test image (Figure (2)) were marked for a similar reflectance assessment and compari-
son between dye- and pigment-based inks. From each color target area of the HS images,
the average reflectance pertaining to the selected colors was extracted and plotted. For sim-
plification, only two distinct photo papers, FOMEI PRO Pearl and FOMEI Cotton Textured,
were selected.

The extracted reflectances of specific colors (red, green, blue, and black) for the PRO
Pearl photo paper are shown in Figure 6. The significant differences between dye- and
pigment-based printed targets were apparent for all selected colors, but mainly for green
and black. The red color target reflected the radiation almost similarly for both types of
inks across the VNIR spectrum. The same may be observed for the blue ink color target,
where the difference between the dye- and pigment-based targets was apparent in the band
from 600–800 nm. The reflectance difference in this spectral band was even more visible for
the green color ink targets, where the dye-based green target reflected significantly more
radiation than the pigment-based one. The NIR spectral band appeared to be the most
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important for the black printed color target. The reflectance of the pigment-based black
target was low (near the zero level) across the whole VNIR spectrum. Contrary to that,
the reflectance of the dye-based black target increased almost up to the level of 0.8 in the
NIR spectral band. This increase was apparent approximately from 800 nm. Therefore,
the pigment-based black ink almost ideally reflected the radiation in the VNIR spectrum
compared to the dye-based ink.
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Figure 6. Average color VNIR band reflectance of dye- (orange) and pigment-based (blue) prints
on the PRO Pearl inkjet photo paper. The letters (A–D) represent colors red, green, blue, and
black, respectively.

Almost similar results were given by the reflectance analysis of the dye- and pigment-
based print color targets for the Cotton Textured inkjet art paper. The results can be seen
in Figure 7. The reflectance results differed between the selected photo papers, especially
for the blue color target, where the blue reflectance peak was at 450 nm, broader than the
blue target reflectance peak for the PRO Pearl paper. Again, this can be caused by the
optical brighteners in the PRO Pearl photo paper and subsequent fluorescence. However,
the difference between the reflectances of the dye- and pigment-based print color targets
did not appear to differ from the results for the PRO Pearl paper significantly. The notable
spectral difference among the green, black, and blue color targets remained.

The presented graph results of the dye- and pigment-based color targets also supported
the selected spectral metrics, the SIDSAM and JMSAM (see Table 5). The VNIR spectral
similarity between the red color targets, either dye- or pigment-based, was evaluated by
the SIDSAM metric with scores of 0.4 and 1.6 for the PRO Pearl and Cotton Textured
photo papers, respectively. The JMSAM gave for the red color target scores of 3.6 × 10−6

and 6.2 × 10−7 for these types of photo papers. These results suggested the mentioned
similarity between the dye- and pigment-based red color print targets. The results of
the SIDSAM spectral metric for green and blue target prints corresponded to 134 and
10.9 for the PRO Pearl photo paper and 85 and 6.1 for the Cotton Textured photo paper.
Similarly, the results of the JMSAM metric for green dye or pigment-based VNIR reflectance
comparison were 4.7 × 10−4 and 2.7 × 10−4 for the photo papers, in the same order.
The obtained JMSAM score for the dye- and pigment-based print blue target comparison
was 2.7 × 10−5 and 1.9 × 10−5 for targets printed on the PRO Pearl and Cotton Textured
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paper. The spectral metrics also supported the significant difference between the black print
targets. The SIDSAM and JMSAM difference score for the targets printed on PRO Pearl
photo paper was 547 and 2.2 × 10−2. For the targets printed on the Cotton Textured photo
paper, the SIDSAM and JMSAM score was 870 and 2.2 × 10−2, respectively. Especially the
score values between the black dye- and pigment-based inks were essential and at least
for the JMSAM score, two orders greater than for the remaining color targets. This result
indicated a significant dissimilarity between the dye- and pigment-based black ink. This
dissimilarity then may serve, for example, a task such as hyperspectral-based automatic
ink classification and specific printer identification.
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Figure 7. Average color VNIR band reflectance of dye- (orange) and pigment-based (blue) prints
on the Cotton Textured inkjet art paper. The letters (A–D) represent colors red, green, blue, and
black, respectively.

Table 5. Dye- vs. pigment-based reflectance comparison for the specific color selection.

Red Green Blue Black

SIDSAM JMSAM SIDSAM JMSAM SIDSAM JMSAM SIDSAM JMSAM

Archival Velvet 0.4 2.9 × 10−6 119 5.0 × 10−4 11.1 2.3 × 10−5 612 2.1 × 10−2

PRO Pearl 0.5 3.6 × 10−6 134 4.7 × 10−4 10.9 2.7 × 10−5 547 2.2 × 10−2

Cotton Textured 1.6 6.2 × 10−7 85 2.9 × 10−4 6.1 1.9 × 10−5 870 2.2 × 10−2

PCA Analysis

In addition, the PCA method was selected for advanced dye- and pigment-based
print color target difference analysis. Similarly, as in the previous reflectance analysis,
the test image, dye- and pigment-based, was printed on all mentioned photo papers and
subsequently captured via the HS camera. The pixel area within the HS image that served
for the average dye- and pigment-based reflectance analysis (see Figure 2) was selected as
an input for the hyperspectral PCA. The input data were decorrelated and transformed
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into a set of new orthogonal bases. The HS image then may be expressed by fewer PCs
(channels) than the original HS image. Moreover, the variance of the data concerning such
PCs can also be easily described. The result of the explained variance from 0–100 % that
was covered by the first 10 PCs is introduced in Figures 8 and 9, for the images printed on
the PRO Pearl and Cotton Textured paper, respectively. For both of these figures, Subfigure
A represents the explained variance pertaining to the specific principal component of the
HS image data taken from the pigment-based prints. Complementarily, the subfigures with
label B present the explained variance for the PCs obtained from the HS image data of the
dye-based prints. From both figures, it is apparent that the first PC generated from the
image data of the pigment-based prints covered about 5 % more variance than the first PC
of the dye-based print image data. Thus, the variance of the dye-based print images was
scattered into more PCs, especially in the second PC. As also shown by the cumulative
variance curve within the figures, the images printed by the professional pigment-based
printer may be described with fewer PCs, covering 99 % of the total data variance, than the
images printed by the hobby dye-based printer. This result seemed to be independent of
the photo paper.
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Figure 8. Explained and cumulative variance for the first 10 principal components of PCA-
transformed pigment-based (A) and dye-based (B) inkjet-printed HS image. The result correspond to
the dye- and pigment-based test prints on the PRO Pearl inkjet photo paper.
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Figure 9. Explained and cumulative variance for the first 10 principal components of PCA-
transformed pigment-based (A) and dye-based (B) inkjet-printed HS image. The result correspond to
the dye- and pigment-based test prints on the Cotton Textured inkjet art paper.

During the PCA analysis process, unique eigenvectors were generated from the input
image data. These generated eigenvectors may be subsequently used for the new input
image data transformation process. This process then transforms the new image input
data into a coordinate system based on the previously generated eigenvectors. The trans-
formation may be described according to Equations (26) and (27). Thus, the dye- and
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pigment-based print images, or more precisely the pixels with spectral values, can be
compared within one coordinate system.

Assume a pigment-based test photo print taken by the HS camera. Then, suppose
the PCA procedure that exploits the spectral pixels from the created HS image as an input.
The eigenvectors generated by this PCA procedure then can be used for the projection of the
new input image data of a dye-based photo print into the original pigment-based PCA space.
Selecting a specific set of pixels from a specific image location for both transformed images,
for example from a particular color target pixel area (see Figure 2), the values of these
pixels can be easily compared within this space. For the comparison of the color targets
within the pigment-based transformed space, Figure 10 was selected. For this purpose,
the same color targets as in the previous analysis, red, green, blue, and black, were selected.
The transformed pixel values of these color targets were averaged (see Equation (28)) and
plotted. The standard deviations of each averaged point were also computed, but due
to the low values and for visual clearness, they were omitted from the presented graphs.
The figures were generated separately for the PRO Pearl and Cotton Textured photo papers.
For simplicity, only the first two principal components (PC1, PC2) that covered most of the
variance were selected. One can see that the color target values for dye- (triangle points)
and pigment-based (circle points) inks confirmed the previous reflectance analysis for both
types of photo papers. The most significant distances were observable for the pair of black
color targets, followed by the green color targets. The red and blue color target pair points,
as their reflectances, were positioned considerably closer together, which indicated a high
similarity. These results were similar for all photo papers used.

The presented results were also supported by the calculated Euclidean distance d
(see Equation (32)) between the color target pairs (dye and pigment) across the first 20 PC
pigment-based PCA-transformed space. The results can be seen in Table 6. The distances
between the red, green, blue, and black targets for the PRO Pearl photo paper were 1.2, 6.25,
2.42, and 9.88, respectively. The distances between the red, green, blue, and black targets for
the Cotton Textured paper were equal to 1.45, 5.7, 2.03, and 9.55, respectively. The significant
difference between the dye- and pigment-based print color targets was also supported
by the standard deviation σd of the obtained distances. For all distances, d >> 3 · σd
applied. The results for the Archival Velvet paper confirmed the presented conclusions.
Therefore, the calculated distance confirmed the significant differences between the dye-
and pigment-based print color targets in one common coordinate system.
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Figure 10. The results of averaged pixel values of the print color targets transformed by the PCA
method into the pigment-based coordinate system for dye (triangles) and pigment-based (circles)
prints. The results are shown for the first two principal components PC1 and PC2. The point color
represents the particular color target. Subfigure (A) represents the results for the test images printed
on the PRO Pearl photo paper. Subfigure (B) presents the results for the test images printed on the
Cotton Textured art paper.
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Table 6. Euclidean distance d and its standard deviation σd between the averaged pixel values of
the dye- and pigment-based print color targets. The pixel values of both type print targets were
transformed into the pigment-based PCA coordinate system. The distances were calculated across
the first 20 PCs.

Red Green Blue Black

d σd d σd d σd d σd

Archival Velvet 1.13 0.11 6.19 0.08 2.42 0.08 10.71 0.08

PRO Pearl 1.2 0.12 6.25 0.08 2.42 0.12 9.88 0.12

Cotton Textured 1.45 0.18 5.7 0.19 2.03 0.1397 9.55 0.11

In general, both the reflectance and PCA analysis confirmed that dye- and pigment-
based prints might be recognized using the hyperspectral camera in the VNIR spectral
band. Thus, identifying original pigment-based and forged dye-based documents, art
works, or unprofessionally made photographs printed for archiving purposes is possible.
In addition, according to the presented results, having a broader database of ink reflectance
pertaining to a particular printer, the automatic classification down to the specific printer
seems promising. In the future, a broader spectral band, such as UV or SWIR, should be
tested for hyperspectral imaging and ink identification and analysis. Especially, the dif-
ferences between the dye- and pigment-based inks in the SWIR band may become even
more eminent. The future focus should also be on the ink and printer spectral database
creation and the design of an automatic ink identification algorithm based on spectral sig-
natures. This classification task then may be exploited for counterfeit and forgery exposure.
However, in summary, the most significant result is the confirmation that VNIR HSI can be
exploited for dye- and pigment-based ink identification with high fidelity and can validate
a similar spectral signature of unknown art works and documents.

5. Conclusions

This paper presented the assessment of the spectral characteristics of dye- and pigment-
based inkjet prints via VNIR HSI. For the evaluation, the specific test images were printed
by the hobby dye-based printer EPSON L1800 and the professional pigment-based printer
EPSON SC-P9500. For both selected printers, the test images were printed on three different
types of photo paper to cover the variation in the spectral response of the prints. The spectral
differences between the dye- and pigment-based prints were assessed via the plotted
reflectance and quantified via the selected spectral similarity metrics SIDSAM and JMSAM.
The spectral difference measurement was performed separately for the whole printed image
and the specific printed color targets. The spectral differences between the printed color
targets were also assessed via PCA. It was shown that the overall average reflectance of the
pigment-based print in the NIR spectral band was significantly lower than the dye-based
one, regardless of the exploited photo paper. The most significant spectral difference was
observed for the black printed color target. This was also confirmed by the subsequent
PCA procedure applied to the acquired HS image data. With a broader HS database of
either dye- or pigment-based prints, an advanced classification algorithm based on the
captured spectral data may be developed. Therefore, the presented analysis could be an
important step toward the automatic hyperspectral-based classification of inks, whole
prints, and even specific printers, and it may lead to a reliable print forgery identification.
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5
SUMMARY OF RESULTS & DISCUSSION

This chapter summarizes the main results of the thesis based upon the core author’s pub-
lications presented in the previous Chapter 3 and Chapter 4. The presented results are
commented in the context of the research challenges (objectives) related to the identified and
presented topics (Chapter 1 and Chapter2) of HSI operation in the VIS and IR spectral band.
Furthermore, based on the results, possible future steps and research tasks are proposed and
discussed. The results and discussion are divided into separate enumerated sections for each
publication included in the previous chapters.

The first part of this chapter is devoted to the two core publications [A.2, A.4], which focus
on the investigation of optical devices applicable to an AOTF-based hyperspectral system
operating in the IR spectral band. For such a purpose, the mercurous halide materials have
been selected as highly promising with excellent optical properties, since there is a lack of
competition among the currently used birefringent crystal materials that are transparent from
the VIS to the LWIR spectral range.

(1) At first, the suitability of a quasi-collinear AOTF for highly promising spatio-spectral
HSI had to be evaluated. For this purpose, the modeling and analysis of the quasi-
collinear AOTF based on mercurous halides operable in the IR spectral band
have been performed. Thus, the quasi-collinear theory was introduced within the article
[A.2] with an outline of possible spatio-spectral HSI based on such a device. Furthermore,
the acousto-optic properties of mercurous halides based on the current state of knowledge
were presented and their suitability for AOTF operation in the IR band was discussed. The
comparison with another currently commercially available crystal material TeO2 suitable for
IR operation was also presented. Then as a suitable representative of the mercurous halide
family, the Hg2Cl2 has been selected for more detailed analysis of a quasi-collinear AOTF
model operable in 8 µm–10 µm spectral band. For the investigated Hg2Cl2 model, the power
requirements, maximal achievable spectral resolution, and chromatic field of view of the quasi-
collinear AOTF have also been evaluated. Furthemore, a convenient Hg2Cl2 crystal input cut
angle in a particular crystallographic plane ([001], [110]) was proposed. In addition, throughout
the mismatch and diffraction efficiency evaluation, the possible spatio-spectral operation of
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5. Summary of results & discussion

such a quasi-collinear AOTF model in the selected spectral range was also confirmed. The
advantages (especially the spectral resolution) of the presented model were then discussed.

Based on the performed analysis, the article proposed several following steps and re-
search challenges that are crucial for a possible spatio-spectral HSI system construction. The
first challenge is to focus on the fabrication of the presented quasi-collinear AOTF based
on mercurous halides and, subsequently, its integration into the introduced spatio-spectral
hyperspectral system. This will allow for the precise determination of missing elasto-optic
coefficients of mercurous halides and experimental evaluation of modeled AOTF parameters.
Another challenge is the subsequent necessary optical modeling of the introduced hyperspectral
system, including the determination of other parameters such as point spread function (PSF),
FOV, and spatial resolution. For such a challenge, it is important to take into account the
parameters and characteristics of necessary additional instruments of the hyperspectral system,
such as fore and back optics, polarizers, sensor, and driving electronics. Critical would be
a precise selection of suitable devices for the spatio-spectral hyperspectral system operation
and possible commissioning of the final device. These demanding challenges provide excellent
opportunities for further research and development in the HSI field. This may lead to uncon-
ventional solutions for complete hyperspectral systems usable in a wide range of applications
(e.g., day-night thermal remote Earth observation) and more precise HSI techniques in the
future.

(2) Emerging from the results of the above-presented publication, the introduced promising
spatio-spectral hyperspectral system operable in various bands (e.g., TIR band) based on the
AOTF device required for its operation a high-quality polarizer (crystal-based allowing a high
degree of polarization) with broadband optical transmittance. Thus, the mercurous halide
optical materials, with their promising optical characteristics, appear to be a very suitable
candidate for the design of such devices. One of the very frequent constructions of a polarizer,
applicable in a variety of applications (astronomy, microscopy, HSI), is the Wollaston-based
one (consisting of two wedge prisms with diverse crystallographic orientations). However,
usually for its proper operation, an optical cement, or immersion, bonding the two prisms
together, needs to be used. Therefore, the second core publication [A.4] was focused on the
analysis and design parameters for a Wollaston prism based on mercurous halide
(Hg2X2) crystals, specifically Hg2Cl2, Hg2Br2, and Hg2I2.

The article outlined the optical characteristic of mercurous halides and introduced the
procedure for optimization. The cut angle of the wedge prisms of the Wollaston polarizer was
identified as a key optimization parameter influencing the overall transmission of radiation
energy through the polarizer. The refractive index of the optical cement was then identified
as the second optimization parameter. With the goal of maximizing the transmission for
as broadband spectral range as possible and also maximizing the separation angle of the
output orthogonally polarized beams, the two parameters (prims cut angle and refractive
index of the optical cement) were selected as a merit function, and their optimal values were
sought. Further optimization and analysis of the ideal cut angle of the Wollaston prism were
performed with respect to the current standard adhesives (available on the market) used as
the optical cement with an average refractive index equal to 1.5. Subsequently, it was found
that the optimal cut angles for Hg2Cl2, Hg2Br2, and Hg2I2 should be around 31°, 28°, and
21°, respectively, assuming a refractive index of 1.5 for the bonding cement. The optimized
cut angles were then used to model a Wollaston prism (with a width 10 mm, length 10 mm,
and height 10 mm) in Zemax Optic Studio, and the functional operation of the device was
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confirmed. In addition, the possibility of constructing an air-gap Wollaston polarizer based on
mercurous halides was outlined and analyzed from a functional point of view, which is one of
the most interesting results.

Based on the presented Zemax models, it is clear that the mercurous halide-based Wollaston
prism can be functional for all VIS-TIR wavelengths, provided that the crystals are correctly
oriented and polished. The comparison within the publication [A.4] showed that the mercurous
halide-based polarizer may offer superior parameters in terms of both broadband operation and
output separation angle. While commercial polarizers based on materials such as SiO2, CaCO3,
MgF2, YVO4, and BaB2O4 offer a limited spectral range and narrower output separation
angles, the mercurous halide-based Wollaston polarizer can operate over a wider spectral range
and offer wider separation angles for output orthogonally polarized beams. However, the
current limiting factor of the mercurous halide-based polarizer construction is the complicated
growth and fabrication of mercurous halide crystals. While recent advances in Hg2Cl2, Hg2Br2
growth appear to be promising [189, 200–202, 204–207, 210], Hg2I2 growth remains a significant
challenge.

Despite the current limitations, the exceptional properties of mercurous halides and their
possible exploitation as polarizing devices have been demonstrated. Once the crystals are of
sufficient size and quality, the construction of a Wollaston polarizer based on these materials
will extend several photonic applications in the infrared spectral band, including microscopy
and HSI or infrared polarimetry. Experimental evaluation and confirmation of its parameters
is therefore the next step in follow-up research, as well as the possible design and construction
of other advanced devices, such as lossless polarizers, Glan-type polarizers, or depolarizers.

The second part of this chapter summarizes the results of the next two core publications of
this thesis [A.1, A.3], which focused on the topics and disciplines of spectral feature exploration
within the multispectral and hyperspectral image data. Two different multispectral and
hyperspectral applications were identified as very promising, where spectral characteristic
exploration methods were selected as desirable to use. The former, using the WILLIAM
multispectral imaging system, focused on ground-based remote sensing of clouds, and the
latter on fine art prints and evaluating dye- and pigment-based inks to identify their differences
and possible forgeries using VNIR HSI.

(3) The results described in the publication [A.1] were focused on a spectral (color)
assessment of diverse clouds (low-level, high-level, and rainy) based on k-means++
segmentation within diverse color spaces. Initially, data generated from the WILLIAM
ground-based imaging system were pre-selected and merged into a WMD database containing
2044 cloud-classified all-sky images. Subsequently, the k-means++ segmentation method was
applied to these pre-selected images transformed into a CIE XYZ and CIE L∗, a∗, b∗ color
spaces. The accuracy of segmentation within these spaces was then compared and evaluated
via suitable objective measures, such as pixel accuracy, F-score, or Intersection over Union
(IoU). According to them, the segmentation in CIE L∗, a∗, b∗ provided better accuracy of
separate clouds than the segmentation within the CIE XYZ color space.

In addition, for each image segment from all the analyzed images belonging to the particular
cloud group, the mean and standard deviation have been extracted and considered as a cloud
color feature. Their distribution within the color space CIE L∗, a∗, b∗ was then investigated.
For certain cloud groups, the distributions of their features within the color space appeared
very promising with possible cluster characteristics. Thus, the cluster separation (similarity
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or closeness assessment) within the CIE L∗, a∗, b∗ between each cloud group was measured
by the BC, which exploits the BD. The results indicated that the cloud group color features
created non-identical clusters within the CIE L∗, a∗, b∗ color space. Especially important was
the possible cluster separation of the rainy clouds from the different cloud types.

Thus, the explored cloud color features showed a potential that they could be exploited for
some automatic machine learning-based approaches that use the previous CIE L∗, a∗, b∗ trans-
formation of the captured image data and subsequent k-means++ color-based segmentation
as a pre-processing step towards feature extraction and automatic cloud classification. The
proposed approach that utilizes k-means++ color segmentation on all-sky image data presents
potential for future applications in weather and rainfall forecasting based on automatic all-sky
systems. This method may also serve as a valuable tool for advancing research on cloud color-
based analysis and classification. Nevertheless, future research should investigate the variation
of cloud color characteristics during the day, as well as the consideration of parameters that
would account for the changes in illumination of the scene during a variety of weather scenarios.

(4) Following the results of the study of spectral features in multispectral data, the study
of the spectral properties of different inks for printing artwork proceeded. The differentiation
between professionally certified prints with archival potential and prints made on a hobby
printer is a matter of concern for many artists and certification laboratories. The possibility of
identifying forgeries is therefore very timely. One of the key findings of the thesis is the study
carried out within the publication [A.3] investigating the potential use of HSI in the
VNIR spectral band to differentiate between dye- and pigment-based inkjet prints.
The publication investigated various hyperspectrally captured dye- and pigment-based test
prints (taken with the SPECIM PFD4K-65-V10E camera) printed on various photo papers.
Two diverse printers were used for this purpose: the hobby dye-based printer EPSON L1800
and the professional pigment-based printer EPSON SC-P9500.

The extracted reflectances and spectral similarity measures (SIDSAM and JMSAM) were
used to quantify the spectral differences between the dye- and pigment-based prints. For
this purpose, the specific color target from the test images was exploited, but also the entire
printed images were used. The applied JMSAM measure exploited the above-tested BD. In
addition, PCA was used to assess the spectral differences between the printed color targets.
The differences between the dye- and pigment-based inks within the pigment-based PCA space
were measured via a standard Euclidean distance metric. Throughout the performed analysis,
it was confirmed that the hyperspectral camera and subsequent similarity measurement on the
extracted ink spectral features can be effectively used to differentiate between the dye- and
pigment-based ink prints. This capability could have a significant impact on the identification
of forgeries, particularly in the case of artworks, documents, and photographs printed for
archival purposes.

In addition to the hyperspectral-based identification of ink type, the study also indicated
the ability to automatically classify down to the specific printer using a broader database
of printer-specific ink reflectance data. This finding holds promise for the development of
an automatic ink identification algorithm based on spectral signatures that could be used to
detect counterfeiting and forgery attempts or for authenticity validation. However, compacted
ink and printer spectral databases need to be created for such a purpose. In addition, advanced
hyperspectral unmixing techniques should be tested to investigate inks to distinguish between
different printers.

The results of this study also suggested that a broader spectral band, such as UV or SWIR,
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should be tested for HSI and ink identification and analysis. This is especially true for the
SWIR spectral band, as the differences between dye- and pigment-based inks in this band
may be even more apparent than in the NIR spectral band. The potential for experimental
evaluation of the amount of optical brighteners used in the production of specific photographic
papers has also been discovered.

Overall, the findings presented in this publication have significant practical implications
for the detection of printed forgeries and authentication in the fields of art, documents, and
photograph printing. In addition, the presented results opened further possibilities for future
fine art print research.
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6
CONCLUSION

This thesis was devoted to the topic of HSI in the VIS and various IR spectral bands. Given
the wide range of topics in HSI applications, two main objectives related to HSI were selected
based on a review of the state of the art.

The first main objective of the thesis was directed to the area of new HSI systems,
techniques, and instruments applicable in multiple spectral regions from the VIS to the TIR.
Following this technical area, a significant part of the thesis was devoted to the promising
concept of spatial-spectral HSI based on the AOTF. For the possible functionality of such
a system in the thermal domain, it was necessary to select a suitable optical material that
would enable such functionality. Among such promising optical materials with high anisotropy
are mercurous halides, which were selected as a suitable candidate AOTF substrate for such
a hyperspectral system. Therefore, a significant part of this thesis was devoted to the study
of the properties, design, and optimization of a mercurous halide-based AOTF that would
enable spatial-spectral imaging. Related to this objective was also the design and optimization
of a suitable crystal polarizer, which is a necessary component for the functionality of the
optimized AOTF, or more precisely, for the whole spatial-spectral AOTF-based imaging.
Therefore, a part of this thesis was also dedicated to the design and optimization of mercurous
halide-based crystal polarizers, in particular, a standard Wollaston-type polarizer.

The second main objective of this thesis was devoted to the hyperspectral image processing
part, or more precisely, to the methods of assessing the spectral characteristics of various
objects of interest from data obtained from multispectral and hyperspectral systems. This
objective was divided into two main applications that were identified as highly promising and
for which spectral feature exploration was highly appropriate. The first application aimed at
cloud color similarity evaluation from data generated by the WILLIAM multispectral system.
The second application was focused on the evaluation of the spectral properties of different
types of inks used for professional and hobby printing of photographs and artwork.

This thesis was divided into six chapters, with the core part devoted to the author’s
four main publications that addressed the presented objectives. Chapter 1 introduced the
general topic of HSI with the different areas and applications involved. It also presented the
objectives, milestones, and outline of the thesis. Chapter 2 was dedicated to the related state
of the art, the author’s contributions, and the outline of the topics or methods related to the
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proposed objectives of the thesis. Chapter 3 was devoted to the presentation of the main
results of the thesis concerning the design and optimization of optical devices for hyperspectral
(spatio-spectral) sensing in the IR (mainly TIR) band based on mercurous halides. Based on
these materials, the optimization scheme of quasi-collinear AOTF and Wollaston polarizer
was presented. Chapter 4 was devoted to the evaluation of spectral characteristics of objects
of interest on data from different multispectral and hyperspectral systems. In the context
of multispectral systems, the chosen application was the evaluation of color similarities of
different cloud types using data obtained from the ground-based WILLIAM system. The
results obtained indicated significant color differences for individual clouds and the ability
to automatically distinguish between them. With the knowledge from the results of the
methods used for color discrimination of cloud types, a promising HSI application using
spectral identification of diverse inks for art printing was selected and investigated. The
obtained results suggested significant spectral differences between these ink types, thus offering
the application of HSI as a rapid tool for the task of identifying counterfeit prints. Apart from
the overall evaluation of the thesis in this Chapter 6, all the results presented in this thesis in
relation to the author’s publications have been summarized and discussed in Chapter 5.

The results presented in this thesis also provide a basis for further research and open up
new avenues of investigation. In Chapter 5, several directions for future research have been
outlined and discussed in relation to the results obtained. These avenues mainly revolve around
the design and construction of new mercurous halide optical devices suitable for modern, not
only hyperspectral, applications. In addition, the results suggest the potential for further
research in the field of hyperspectral identification of printed counterfeits as well as automatic
cloud type classification based on spectral or color similarity.
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explosive manipulation by near infrared hyperspectral imaging: A promising forensic
tool,” Forensic science international, vol. 242, pp. 228–235, 2014.

[107] B. Melit Devassy and S. George, “Forensic analysis of beverage stains using hyperspectral
imaging,” Scientific reports, vol. 11, no. 1, p. 6512, 2021.

[108] R. Qureshi, M. Uzair, K. Khurshid, and H. Yan, “Hyperspectral document image
processing: Applications, challenges and future prospects,” Pattern Recognition, vol. 90,
pp. 12–22, 2019.

[109] C. Cucci, J. K. Delaney, and M. Picollo, “Reflectance hyperspectral imaging for investi-
gation of works of art: old master paintings and illuminated manuscripts,” Accounts of
chemical research, vol. 49, no. 10, pp. 2070–2079, 2016.

[110] B. Grabowski, W. Masarczyk, P. G lomb, and A. Mendys, “Automatic pigment iden-
tification from hyperspectral data,” Journal of Cultural Heritage, vol. 31, pp. 1–12,
2018.

[111] M. Picollo, C. Cucci, A. Casini, and L. Stefani, “Hyper-spectral imaging technique in
the cultural heritage field: New possible scenarios,” Sensors, vol. 20, no. 10, p. 2843,
2020.

[112] H. Liang, “Advances in multispectral and hyperspectral imaging for archaeology and art
conservation,” Applied Physics A, vol. 106, pp. 309–323, 2012.

[113] A. Polak, T. Kelman, P. Murray, S. Marshall, D. J. Stothard, N. Eastaugh, and
F. Eastaugh, “Hyperspectral imaging combined with data classification techniques as an
aid for artwork authentication,” Journal of Cultural Heritage, vol. 26, pp. 1–11, 2017.

[114] S.-Y. Huang, A. Mukundan, Y.-M. Tsao, Y. Kim, F.-C. Lin, and H.-C. Wang, “Recent
Advances in Counterfeit Art, Document, Photo, Hologram, and Currency Detection
Using Hyperspectral Imaging,” Sensors, vol. 22, no. 19, p. 7308, 2022.

[115] M. Manley, “Near-infrared spectroscopy and hyperspectral imaging: non-destructive
analysis of biological materials,” Chemical Society Reviews, vol. 43, no. 24, pp. 8200–8214,
2014.

129



Bibliography

[116] L. Gao and R. T. Smith, “Optical hyperspectral imaging in microscopy and spectroscopy–
a review of data acquisition,” Journal of biophotonics, vol. 8, no. 6, pp. 441–456, 2015.
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