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#### Abstract

Abstrakt

Práce se zabývá automatickým rozpoznáváním registračních značek vozidel. Výsledkem této práce je program, který je schopen rozpoznávat text na jednořádkových registračních značkách s tmavým textem na světlém pozadí. Výstupem programu je fotografie s označenými všemi detekovanými registračními značkami i s rozpoznaným textem. Program je napsán v programovacím jazyce Python a používá YOLO verzi 4 implementovanou za pomoci TensorFlow pro lokalizaci značky a Tesseract pro rozpoznávání znaků. Použitím knihovny OpenCV moje implementace zlepšila počátečné výsledky používající pouze Tesseract OCR a YOLO. Zlepšení správného rozpoznávání bylo více než desetkrát lepší. Správné rozpoznání značek dosáhlo až do $31,5 \%$. Našel jsem také více případů použití, kde se implementace osvědčila.

Klíčová slova umělá inteligence, počítačové vidění, strojové učení, rozpoznávání objektů, optické rozpoznávání znaků, automatizované čtení registračních značek vozidel


#### Abstract

The work deals with the automatic recognition of vehicle number plates. The result of this work is a program that is able to recognize text on a single-line number plate with dark text on a light background. The output of the program is an image marked with all detected number plates and with recognized text. The program is written in Python and uses YOLO version 4 implemented using TensorFlow for number plate localization and Tesseract for character recognition. By using the OpenCV library, my implementation improved the results initially, using only Tesseract OCR and YOLO. The improvement in the correct recognitions was more than ten times better. Correct number plate recognition reached up to $31.5 \%$. I have also found more applicable use-cases where the implementation proved successful.


Keywords artificial intelligence, computer vision, machine learning, object recognition, optical character recognition, automatic license plate recognition

# List of abbreviations 

## AI Artificial Intelligence

ALPR Automatic License Plate Recognition
ANN Artificial Neural Network
ANPR Automatic Number Plate Recognition
CNN Convolutional Neural Network
CV Computer Vision
DL Deep Learning
EU European Union
GPU Graphics Processing Unit
ML Machine Learning
YOLO You Only Look Once

## Chapter 1

Introduction

We live in a time when the majority of citizens of well-developed countries want to own a vehicle, and many of them own more than one. This fact can cause a number of problems that different regulations must address. For example, every commonly used motor vehicle must have a number plate. Number plates are used to identify and distinguish vehicles.

In the olden days, only people could identify a vehicle. As we well know, people make mistakes. Nowadays, we no longer need to rely on human intelligence to recognize text on the number plate. We have created machines to do so.

In the 21st Century, we have seen a major improvement in information technology. Higher quality cameras, more powerful computers, and more optimal processing helped us use these programs in multiple use-cases, such as number plate recognition.

Automatic number plate recognition is already widely used. Many police officers now have access to a spectrum of valuable devices that helps them identify vehicles with a camera. There are also many parking lots where the computer allows us into the parking lot according to the vehicle number plate within seconds.

Although it is clear that the issue of number plate recognition is not new, and this problem is already solved by many commercial and non-commercial solutions, this topic is of particular interest to me because it deals with computer vision. And with the growing number of images, image processing is a rising field of computer vision.

My goal is to create an application that will recognize the text on the number plate. My program will recognize the most widely used number plate type: one line of dark text (usually black or dark blue) with light background (usually white or yellow).

Before I reach the key objective of creating the application, I must first review the literature dealing with automatic number plate recognition in images. Then I will choose an image dataset with a number plate. I will also analyze available techniques useful for my solution.

After a successful implementation, I will test the application on the selected dataset. And finally, I will try to use my application for other use-cases.

## Chapter 2

## Analysis

This chapter will analyze the problem of automatic number plate recognition. Next, I will define the necessary terms in this section, with whom I will be working throughout the whole thesis. I will also try to show some examples of number plates across the world. I will also try to go through the theory briefly.

### 2.1 Number plates

This chapter will look at the ANPR (automatic number plate recognition) problem and the various limitations and difficulties I have faced while creating my implementation. Next, I will focus on the diversity of number plate names in different parts of the world. Later, I will go through the legislation and other international agreements which govern the Czech Republic. Then I will go through specific symbols in the number plate that can cause problems when trying to solve ANPR. Finally, I will focus on the types of number plates that will be recognized with my implementation.

### 2.1.1 Number plate naming convention across the world

Number plate is "a sign on a road vehicle that shows its registration number"[1]. Usually, the plate has information such as registration number, region identification, information about the last emission control, and the last technical inspection of the vehicle.

Although several countries use a similar type of vehicle identification, the naming convention between these countries is different. In the United Kingdom, the phrase number plate is used. For the United States of America, the license plate is being used. Furthermore, in the case of European countries, registration plate is often used.

For this reason, various terms and abbreviations are used in different parts of the world. For example, the acronym ANPR (automatic number plate recognition) is utilized in the United Kingdom. And a similar abbreviation with the equivalent meaning ALPR (automatic license plate recognition) is used in the United States of America.

Nevertheless, the meaning remains the same.

### 2.1.2 Various number plates across the world

There are a large number of different layouts and types of number plates. An example of different sizes used worldwide are in Figure 2.1.


Figure 2.1 Example of different sizes[2]


Figure 2.2 License plate in Nepal[3]

A certain number plate is occasionally visibly divided into sections separated by a line, for example, in Figures 2.3, 2.4, and 2.5. This can help recognize a specific type of number plate. However, in my implementation, I am unable to take advantage of this line separation.

Also, for example, in Figures 2.2, 2.3, 2.4, and 2.5, different character sets are being used. Adding support for more characters would hurt the performance because every new character allowed on the number plate increases the possibility of error.

There are also number plates with multi-line designs, often combined with different individual characters' sizes, for example, in Figures 2.3 and 2.5.

Unfortunately, I will not be able to recognize such a large number of tags in my implementation. Therefore in Section 2.1.5, I will define a portion of number plates that I will try to recognize with the greatest possible accuracy.

I have even more examples of Czech registration plates in Section 2.1.3.


Figure 2.3 Registration plate in Iran[4]


Figure 2.4 Registration plate in $\operatorname{Iraq}[5]$


Figure 2.5 Registration plates in Europe from 2020[6]

### 2.1.3 Czech registration plate

I will take a closer look at the registration plates in the Czech Republic. I will take data from the currently active Decree [7]. The Czech Republic, as a European Union Member State, must also meet the requirements of the EU. For example, Legislation [8].

The Czech Republic has a legally defined range of alphanumeric characters that can be used on a registration plate. These are numbers from " 0 " to " 9 " and some capital letters from the Czech alphabet. Letters "G", "CH", "O", "Q", and W are not listed. This set of characters is defined only by the government of the Czech Republic and therefore does not apply worldwide. For example, the Slovak Republic has the character O allowed but has a defined way to separate the letter " O " from the number " 0 ". In Figure 2.6, the allowed alphanumeric characters and their font is to be seen.

## 1234567890 ABCDEFHIJKL MNPRSTUVXYZ

- Figure 2.6 Alphanumeric characters with the proper font used in the Czech registration plates[7, p. 59]

The Czech Republic also has different layouts. One categorization is by size. The Czech Republic nowadays uses the following six sizes of the registration plate in use:

- $520 \times 110 \mathrm{~mm}$
- $340 \times 200 \mathrm{~mm}$
- $280 \times 200 \mathrm{~mm}$
- $320 \times 160 \mathrm{~mm}$
- 200 x 160 mm
- $80 \times 100 \mathrm{~mm}$

These sizes can be seen in Figure 2.7.
The second division is by color and position. There are seven different layouts in use that can be seen in Figures 2.7, 2.8, 2.9, 2.10, 2.11, 2.12, and 2.13.

### 2.1.4 Additional disruptive elements

Unfortunately, the difficulty of ANPR problems does not end there. In addition to poor image quality, noise, and sludge, there are additional disruptive elements. Other factors that can make ANPR a challenging task are stickers, national or regional symbols, and other elements of this nature. All these elements are sometimes located on the number plate. The problem is with the fact that the program is unable to filter out everything. Suppose the implementation is not able to filter out all contours that are not part of the symbols used for the vehicle identification. The result of the program for the number plate can have extra symbols, and therefore identification will not be correct.
$520 \times 110 \mathrm{~mm}$

$340 \times 200 \mathrm{~mm}$

$280 \times 200 \mathrm{~mm}$

$320 \times 160 \mathrm{~mm}$

$200 \times 160 \mathrm{~mm}$

$80 \times 110 \mathrm{~mm}$

Figure 2.7 Czech registration plate layout 1 with different sizes[7, p. 59]

## AOO OOE

Figure 2.8 Czech registration plate layout 2[7]

## YOO 00000

Figure 2.9 Czech registration plate layout 3[7]

## A00:0000

Figure 2.10 Czech registration plate layout 4[7]


Figure 2.11 Czech registration plate layout 5[7]


Figure 2.12 Czech registration plate layout 6[7]


Figure 2.13 Czech registration plate layout 7[7]

Another fact that is very harmful to ANPR is using the number plate external attachment to secure the number plate in place. Many times driver tries to secure the number plate by zip ties. The legality of these actions is questionable because recognition using specialized cameras that use the reflexivity of number plates is quite impaired.

### 2.1.5 Problem conclusion

Every state in the world has the right to create its own rules and define its own way of identifying vehicles. Even countries belonging to the European Union have their own rules, such as the positioning of characters on the number plate, preset of characters being used on the number plate, and font used for the symbols.

Among other things, most states have several types of number plates and therefore creating ANPR for all cases with an almost perfect detection rate becomes an impossible task.

Ideally, ANPR is specified for a special type of number plate in a particular region.
My solution will focus on recognizing number plates with a one-line design where there is dark text on a light background.

### 2.2 AI, ML, ANN, and DL

In today's world, the terms: Artificial intelligence, Machine learning, Artificial neural network, and Deep learning are often referred to as modern things, often used as the selling point of a product. Although these terms are considered modern, they were formed much sooner than many think. The first mention dates back to the summer of 1956 by John McCarthy at a conference.[9]

The opinion of most experts and researchers is that ML is part AI and DL is part ML. I have a diagram presenting this relation in Figure 2.14.


Figure 2.14 Artificial intelligence, Machine learning, and Deep learning diagram[10]

Nevertheless, since then, the minority opinion of researchers from ML has also emerged. They consider ML as a separate field with links to AI. Many of them argue that certain parts of ML can be performed without any AI knowledge.

The most common problem with these terms is their mutual confusion. Therefore, let me go through the definitions.

### 2.2.1 Artificial intelligence

John McCarthy wrote in his book "WHAT IS ARTIFICIAL INTELLIGENCE?": "It is the science and engineering of making intelligent machines, especially intelligent computer programs. It is related to the similar task of using computers to understand human intelligence, but AI does not have to confine itself to methods that are biologically observable." $[11$, p. 2]

However, a simpler and shorter definition for artificial intelligence is often used. It is a field of computer science, where computers try to do tasks that are attributed to work by intelligent beings.

### 2.2.2 Machine learning

Exactly the way people have the ability to learn, there is an effort to teach computers how to learn. Therefore, a branch of AI focused on using algorithms to allow computers to get knowledge from available data was created. This branch is called machine learning.[12]

### 2.2.3 Artificial neural network

The human brain works with the use of neurons. An idea to imitate this to work for computers is called an Artificial neural network. The main idea is to have many neurons communicate with each other, resulting in an educated decision.[13]

In the case of ANN, it has a collection of connected units called Artificial neurons. Usually, those neurons are distributed into multiple layers. There are three types of layers: input, output, and hidden.

The layer that receives input data is called the input layer. The layer that produces the final result is called the output layer. The rest of the layers between input and output layers are called hidden layers. An ANN can have multiple hidden layers.

An example of ANN with two hidden layers is in Figure 2.15.


Figure 2.15 Artificial neural network diagram with two hidden layers[14]

### 2.2.3.1 Convolutional neural network

The ANNs are commonly divided into categories according to which mathematical operations are being used. Convolution is one of the most commonly used operations in Computer vision.

The ANNs with at least one convolution operator are called Convolutional neural networks. The layers of neurons that use convolution are called Convolutional layers.

### 2.2.4 Deep learning

An Artificial neural network with multiple hidden layers is often referred to as a Deep neural network. The advantage of these Deep neural networks is that no data pre-processing is often required, which would otherwise be necessary. Nevertheless, this advantage does not come without a price. The price of this advantage is that for the same result, Deep neural network training needs more significant amount of data compared to training ANN with only a single hidden layer.

A branch of machine learning that takes care of improving results for Deep neural networks is called Deep learning.

### 2.2.5 Computer vision

Computer vision is a field of AI, focuses on information inquiring from any digital visual input, for example, photos and videos. "If AI enables computers to think, computer vision enables them to see, observe and understand." [15]

The main goal of computer vision is to supplement the human effort needed to detect the problem according to the picture, identify objects, and more.

Computers are already able to outperform people in some tasks in terms of speed and accuracy.

According to the Report [16] form 2021, in 2020 computer vision market size was valued at USD 11.32 billion and is expected to have a compound annual growth rate of $7.3 \%$ from 2021 to 2028.

### 2.3 Gaussian distribution in 2D

First, let me go through what Gaussian distribution is. Gaussian distribution, is also known as the normal distribution, is a "continuous probability distribution" [17] function for a random variable. Gaussian distribution is often used in statistics but has wider use even in Computer vision.

The general use Gaussian distribution function is defined:

$$
G(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\left(\frac{(x-\mu)^{2}}{2 \sigma^{2}}\right)}
$$

The parameter $\mu$ is the mean of the distribution, $x$ is the random variable, and $\sigma$ is the parameter of the normal distribution. The $\sigma^{2}$ is the variance of the distribution. The $\pi$ refers to the mathematical constant approximately equal to 3.141592 .

In my case, the mean is equal to zero. Therefore it can be simplified to:

$$
G(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\left(\frac{x^{2}}{2 \sigma^{2}}\right)}
$$

In the case of two random variables, I get this formula:

$$
G(x, y)=\frac{1}{2 \pi \sigma^{2}} e^{-\left(\frac{x^{2}+y^{2}}{2 \sigma^{2}}\right)}
$$

The expression can be rewritten:

The final result of this expression is as follows:

$$
G(x, y)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\left(\frac{x^{2}}{2 \sigma^{2}}\right)} \frac{1}{\sigma \sqrt{2 \pi}} e^{-\left(\frac{y^{2}}{2 \sigma^{2}}\right)}=G(x) G(y)
$$

Furthermore, instead of using complex calculations for normal distributions with two random variables, two separate normal distributions can be used. In our case, even each of these distributions may have a different parameter $\sigma$.

The values for such a Gaussian distribution in 2D can be used for applications in image processing.

The Gaussian distribution is well known for the shape called "bell-shaped" curve. In Figure 2.16 is the visualization of why this nickname was utilized.
[18]


Figure 2.16 2D Gaussian distribution[18]

## Chapter 3

## Technologies

This chapter will give all the essential information about the technologies and libraries used in this bachelor's thesis.

### 3.1 Programming language

The ANPR is a problem in a field of AI called Computer vision. For more information about computer vision, go to Section 2.2.5. Mostly recommended programming languages for CV are C++ and Python.

Experts recommend Python as a programming language from the following reasons: [19]

- Easy to use
- Most used programming language for CV
- Excellent documentation
- Good debugging and visualization tools

In my experience, Python is a better programming language for this task. Therefore in my implementation, I will be using Python in version 3.7.

### 3.2 Object detector

Many object detectors are used. Many of them focus on getting the best results possible. These are some of them: R-CNN, Fast R-CNN, Faster R-CNN, cascade R-CNN, Single Shot MultiBox Detector, Single-Shot Refinement Neural Network, and more.

Although accuracy is an important parameter, someone on the street who wants to recognize a number plate will not have the ability to use the power of a supercomputer. Therefore, I was looking for something for my implementation that would consider both accuracy and speed. The best match was the object detector You Only Look Once.

YOLO is a Deep Neural Network with 26 layers, of which 24 are convolutional. The main goal of this project was to create an ANN that would be able to detect objects in real-time. Over time, with some improvements and newer versions, YOLO is able to compete with the best current models.

### 3.2.1 Versioning

As with most of the great tools, many try to adapt them for their suite. This is what happened with YOLO, and therefore one simply gets lost among the dozens of YOLO versions.

I have decided to use the primary branch of YOLO. The history of this branch is as follows: YOLO from 2015 [20], YOLO v2 from 2016 [21], YOLO v3 from 2018 [22], and finally, YOLO v4 from 2020 [23], which is still being well maintained at the time of this writing. Every new version was able to come with improvements. Some focus on accuracy and some speed. But the idea is still the same as the first version.

### 3.2.2 YOLO Model

YOLO divides the input image into an $\mathrm{S} \times \mathrm{S}$ grid. Where S is the size of the input layer. Each grid cell predicts bounding boxes and a confidence score for those bounding boxes. Each bounding cell predicts for every class of object we are detecting the probability of the object being in the bounding box. Figure 3.1 shows the process.[20]


Figure 3.1 The Model of YOLO[20]

In my implementation, I will work with size $S$ equal to 416 , and my number of classes is one since I am only detecting number plates. I also decided to use an implementation in TensorFlow. This implementation allows users to use this library not only for desktop computers with dedicated GPU but with some limitations. It can run on devices like smartphones.

### 3.2.3 Compertion

Figure 3.2 is the comparison of YOLOv4 with other solutions. MS Common Objects in context is used as a validation dataset. A significant increase in precision is shown over a single version.


Figure 3.2 Comparison of YOLOv4[23]

### 3.3 TensorFlow

Among many beginners in AI and especially ML, one of the most popular libraries is TensorFlow. This library makes sure that implementing complex or straightforward ANNs is easy to make. Description from official Github website [24]:
"TensorFlow is an end-to-end open-source platform for machine learning. It has a comprehensive, flexible ecosystem of tools, libraries, and community resources that lets researchers push the state-of-the-art in ML and developers easily build and deploy ML-powered applications."

I will be using this platform as the backbone for my computer vision implementation.

### 3.4 Image processing library

I will be using the OpenCV library for image processing. Where Open stands for open-source and CV stands for Computer Vision. As the name suggests, this is an open-source library for use on Computer Vision. This library is available in several programming languages, including Python.

The library can boast more than 2500 optimized state-of-the-art algorithms for computer vision. As well as algorithms for machine learning.[25]

Some of to features I will be using are image resizing, changing between different color models in the image, blurring, thresholding, and more.

The significant number of users naturally creates a big community with many solutions to every possible problem.

### 3.5 Tesseract

"Tesseract is ope-source optical character recognition tool. Tesseract has support for Unicode and can recognize words and characters for more than 120 languages." [26]

Tesseract's most vital point is the support of individual languages and their words. Tesseract supports multiple detection modes. Many of them are dedicated to detecting larger blocks of text in specific languages.

Tessecat is a massive and robust tool that tries to do all the work. From line detection and language detection to trying to find individual text characters.[27]

AlthoughTesseract is a powerful tool. Tesseract documentation has a dedicated page on how to improve the result. This page will be my primary source of ideas for improvements. Page is available from[28].

### 3.6 Python-tesseract

Python-tesseract is a Python library for optical character recognition. Python-tesseract is only a wrapper for Tesseract OCR. The pre-requirement is to have the Tesseract OCR installed and have its path in the PATH environment variable. Depending on the Operating system, installing "tessconfigs" and "configs" may be needed. Refer to the library documentation.[29]

## Chapter 4

## Image processing

This chapter will describe different algorithms used in our implementation as part of the image processing. I will also describe the mathematics and formulas behind those algorithms.

### 4.1 Image blurring

Image blurring is an often-used effect in image processing. If I want to draw attention to something, often image blurring is used. This effect causes a specific object to lose a clear and sharp shape. People are used to focusing their view on the sharpest things in the picture, and therefore it can be used to redirect the viewer's viewpoint. Nevertheless, image blurring is also helpful for other use-cases.

I won't be using image blurring to redirect the viewer's viewpoint. In my case, I will use blurring to reduce the noise in the image. Nighttime images can have decreased quality, and therefore the number of disturbing particles that I will want to get rid of will increase. Therefore, our goal of blurring will be to create a picture with a minimal number of disturbing particles while not losing the accuracy of the characters on the number plate.

I had different types of image blurring to choose from. For example: Average blurring, Median blurring, Bilateral filtering, and Gaussian blurring. After several attempts in combination with various thresholding more in Section 4.2. I have achieved the best results with the use of Gaussian blur.

Average blurring is a technique where the center pixel is replaced by averaging all surrounding pixels. In contrast, Gaussian blurring is a weighted average. Values are weighted by the Gaussian distribution in 2D. [30, pp. 86-88] More about the Gaussian distribution is in Section 2.3.

### 4.1.1 Gaussian blur

Gaussian blur (also known as Gaussian smoothing) is an image blurring technique that simulates the "effect that of viewing the image through a translucent screen"[31].

Gaussian blur is often used as a pre-processing step by Computer Vision Engineers. "If you take a photo in low light, and the resulting image has a lot of noise. Gaussian blur can mute that noise." [32]

In my case, it helps with low light photos as well as with different types of sludge on the number plate. Another benefit of Gaussian blur is that it can help fill possible noise. This noise can cause symbols to be divided into several parts, which could cause a character not to be recognized as one large enough piece for automatic character recognition. Section 4.3 will describe more about searching for characters and their contours.

In the code of my implementation, I am using the library OpenCV for image blurring. More information about the library is in Section 3.4.

This library has implemented the function GaussianBlur with main parameters src - the input image to be blurred, ksize - the size of the square area of the pixel to calculate its value, sigmax and sigmaY - the parameter for Gaussian distribution for x and y coordinates.[33]

The result of the blurring techniques for the parameter ksize $=$ StDev can be seen in Figure 4.1.


## StDev = 3

## StDev = 10

Figure 4.1 Gaussian blur with ksize parameter equal to 3 and 10[34]

### 4.2 Thresholding

Another image processing method that is widely used in Computer vision is thresholding. The basic idea is to create a binary image using a threshold value. The pixel below the threshold value is set to be zero. And the pixel above the value is set to be a positive number, usually one. Sometimes the inverted result is used instead. This process is called binarization. It is essential to differentiate between grayscale images and binarized images. A grayscale image is an image with colors ranging from black to white. In the case of the binarized image, there are only two values. These values are usually shown in pictures in white and black colors. In many cases, the image is first reduced to the grayscale image before binarization.

There are a few methods for obtaining these binarized images. The simplest method is Simple thresholding, is also known as Global thresholding. This type of thresholding is a simple comparison applied to every pixel. Although this method works well on scenes with low noise and good lighting conditions, it is not sufficient for use in my implementation. Another common method used for thresholding is Otsu's method. This method belongs to the so-called global thresholding methods. However, the global thresholding does not solve the problem of poor lighting and shadows in the photo. Therefore it is not ideal for my use.

The difference between local and global thresholding can be seen in Figure 4.2.


Figure 4.2 Example of global and local thresholding[35]
I achieved the best results using the Adaptive Thresholding methods. More about Adaptive Thresholding methods in Section 4.2.1.

### 4.2.1 Adaptive Thresholding

This method also has a different activation method. I will only pay attention to the Gaussian method because this gives, according to my experience, the best results.

This method is as good for analyzing sharp edges that are often in the text. Conversely, a problem can occur with large objects. If parameters are not selected correctly, only the object's edge can be visible.

My program code uses the Adaptive Thresholding implementation with a Gaussian activation method in the OpenCV library. More info about the library is in Section 3.4.

This library has implemented the function adaptiveThreshold with main parameters: srcthe input image where to apply the thresholding, maxValue - new value for pixel where condition is satisfied, adaptiveMethod - the type of activation method, and blockSize - size of the square of pixel used to calculate the threshold value.

### 4.3 Finding contours

Contour is "curve joining all the continuous points"[36]. For finding all the contours in a binary image I am using Topological Analysis by Border Following by Satoshi Suzuki [37].

My program code uses the Finding Conoutor implementation from the OpenCV library. More info about the library is in Section 3.4.

This library has implemented the function findContours with the main parameter: image - the input binarize image where the contours can be detected.

The function result is a list of all detected contours in the image.

## Chapter 5

## Implementation

This chapter will define every step of my implementation, the dataset used for evaluating the result as well a reason for the results of my implementation.

My implementation builds on top of a project that implements Yolo in version 4 with the help of TensorFlow. This implementation is open-source under The Massachusetts Institute of Technology License. The YOLO implementation is by hunglc007 and is available at [38]. Also, my implementation uses a pre-trained model. I have the model from the author, theAIGuysCode, and it is available at the address [39]. The current implementation from this author is unfortunately not functional, but I also thank him for some inspiration for my implementation.

### 5.1 Implementation steps

I was able to divide my implementation into eleven consecutive steps. The individual steps can be seen in Figure 5.1.

The first step of my implementation is detecting all number plates in the image using YOLO version 4. The result is a list of found objects, the probability of belonging to the class of objects, and their position. An example can be seen in Figure 5.2.

From my experience, the YOLO model I used did not have any false positive objects with a probability of over $25 \%$. Therefore, the next step is selecting the largest detected object for the OCR.

In the next step, I will try to prepare a number plate for recognition for Tesseract. The ideal font height for Tesseract is 20 pixels. Since my implementation aims to recognize only one-line tags, the next step is to change the number plate size to the desired size. From my experience, the image with the detected number plate is usually twice as big as the symbols. Therefore new height will be 40 pixels tall, and the width will be changed proportionally. This resizing will help us standardize the data for the following steps.

I know that it is most difficult for a Tesseract to create a binary image so I will help it. However, before I can binarize the image, I have to change it to the grayscale image first. The result of this step is visible in Figure 5.3.

At the moment, I still have noise to remove. Therefore my next step will try to eliminate the noise in the image. The ideal way to eliminate this noise is to use Gaussian Blur. The result of this step is visible in Figure 5.4.

At this point, I got rid of most of the noise, so the image is ready for the next step.


Figure 5.1 Program flow


Figure 5.2 Located number plate


Figure 5.3 Grayscale number plate


Figure 5.4 Blurred number plate

I can finally binarize the image. I will use Adaptive thresholding with the Gaussian activation method for image binarization. As a result of this step, I have a binary image. The result of this step is visible in Figure 5.5.

Nevertheless, my work is not over here. There are still many parts that do not belong to the symbols in these pictures. Therefore, the next step is to detect all contours in the image. I get an extensive contour list where not everything is part of a symbol in this step. The result of this step is visible in Figure 5.6 and 5.7.

In the next step, I will try to filter out all contours that do not have the potential to be a symbol. For this step, I can use the color if the original image is colorful, or I can use the size of the contour. In my implementation, I have both of these examples. I will eliminate parts with the logo of the European Union. I will eliminate objects that do not resemble a letter in size or shape. The result of this step is visible in Figure 5.8 and 5.9.

Next, I will prepare these detected symbols for our OCR by copying the white contours on the black background. The result of this step is visible in Figure 5.10.

I have done everything so that Tesseract OCR can achieve the best possible results.
Therefore, the next step is to call the Tesseract library with a single-line reading mode to detect all characters of the alphabet and all numbers.

The last step is to write the detected character on the original image where I already have the number plate detection shown. The final result is in Figure 5.11.


Figure 5.5 Binarized number plate


Figure 5.6 All detected contours on color number plate


Figure 5.7 All detected contours on binarized number plate


Figure 5.8 Filtered contours on color number plate


Figure 5.9 Filtered contours on binarized number plate
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Figure 5.10 Symbols from number plate


Figure 5.11 Final result

### 5.2 Dataset

I will use two different datasets to evaluate the results.
The first dataset is freely available and published by OpenALPR to evaluate results from any ANPR system. I will use the European part of this dataset. This dataset is available at [40].

The dataset has color photos with various number plates, both current and some no longer in use. The size and quality vary in the images. There are images in size $2048 \times 1536$ to the pictures with the size $480 \times 360$. This dataset also contains a reference result. I will refer to this dataset as EU_dataset.

I managed to get the second dataset from the private company "Villa Pro spoločnost s ručením obmedzeným" based in Slovakia. This dataset is from a parking lot in Slovakia where a special camera is used. This company has years of experience using ALPR cameras. The cameras are set up precisely so that their software has the best possible results. The shots from the camera are unfortunately not of the best quality. These are $835 \times 455$ photos embedded in a $1280 \times 720$ file for support from their software. Another feature of these photos is that they are black and white. The element of reflexivity of the number plates is used. Unfortunately, in my case, the object detector for the number plate is trained on the dataset with colors. Images from this camera are often giving different results than standard cameras, and therefore my object detection tool is not able to recognize the number plate. Also, the dataset contains a large number of Slovak number plates for which Tesseract is unable to identify the character ' O ' due to the specific font used. I will refer to this dataset as External_dataset.

### 5.3 Results

I will compare results from my implementation to results from test implementation with no image processing. The implementation without image processing will only use YOLO to detect the objects and then Tesseract OCR to recognize number plates without any pre-processing. I will refer to the implementation without image processing as my baseline implementation. The resulting percentage will be rounded to one decimal place.

In EU_dataset, the baseline result is, that from 108 photos, Tesseract was only able to recognize 3 number plates, which is $2.8 \%$. My implementation improved the correct recognition by $28.7 \%$ to $31.5 \%$, which is more than 11 times better. In baseline implementation, Tesseract was only able to recognize any meaningful text in 53 cases which make $49.1 \%$. I was able to recognize meaningful text in all cases, but one where the number plate was inverted in colors meaning the text was in a light color, and the background was dark. This case was outside of my implementation goal. This means that some meaningful text was extracted in 107 cases out of 108 , which make $99.1 \%$. The baseline implementation has the correct number of symbols detected in the number plate only in $8.3 \%$ of the cases. My implementation was able to approve it to $64.8 \%$.

Some results for EU_dataset are available in Appendix A.
In External_dataset, the baseline result is, that from 2211 photos, Tesseract was only able to recognize 31 number plates, which is $1.4 \%$. My implementation was able to improve the correct recognition by $14.3 \%$ to $15.7 \%$, which is more than ten times better. In baseline implementation, Tesseract was only able to recognize any meaningful text in 558 cases which make $25.2 \%$. I was able to recognize meaningful text in 1938 cases which make $25.2 \%$. In most of these cases, the YOLO could not locate the number plate in the images from the specialized camera. Pre-training the model could significantly increase this number. The baseline implementation has the correct number of symbols detected in the number plate only in $4.9 \%$ of the cases. My implementation was able to approve it to $48.4 \%$.

Tables 5.1 and 5.2 show the results for EU_dataset and External_dataset, respectively.

|  | Correct recognitions | Detected some symbols | Correct number of symbols |
| :--- | :--- | :--- | :--- |
| Baseline solution | $2.8 \%$ | $49.1 \%$ | $8.3 \%$ |
| My implementation | $31.5 \%$ | $\mathbf{9 9 . 1 \%}$ | $\mathbf{6 4 . 8 \%}$ |

Table 5.1 Results for EU dataset

|  | Correct recognitions | Detected some symbols | Correct number of symbols |
| :--- | :--- | :--- | :--- |
| Baseline solution | $1.4 \%$ | $25.2 \%$ | $4.9 \%$ |
| My implementation | $15.7 \%$ | $\mathbf{8 7 . 7 \%}$ | $\mathbf{4 8 . 4 \%}$ |

Table 5.2 Results for External_dataset

### 5.4 Different use-cases

Since I decided to implement my implementation with the Tesseract OCR, in which you can recognize any text, it is also possible to use it for other occasions that use a similar size and layout. In this case, I found, for example, a road sign used in Prague to identify parking spaces. This mark uses a one-line design with a specific symbol at the start. With a sufficient amount of data, an object detector model could be created to recognize just such a mark from a photograph.


Figure 5.12 Different use-case

In my case, I recognized this number plate by myself and used the rest of my implementation to identify the symbols. In Figure 5.12 can be seen that all the symbols were recognized correctly, and therefore my implementation would be helpful even for other use-cases.

## Chapter 6

## Conclusion

The key objective of this thesis was to create an application that will recognize the text on the number plate for the most widely used number plate type: one line of Dark text with light background.

On the way to achieving the main objective, I have reviewed the literature dealing with automatic number plate recognition in images. After the implementation, I have tested my result on the preselected dataset and other use-cases.

The result is a Python application that will detect number plates with the help of YOLO version 4 implemented in TensorFlow and, as the next step, recognize text on the number plate using the open-source OCR Tesseract.

Using the OpenCV library, my implementation improved the results initially, using only Tesseract OCR and YOLO. The improvement in the correct recognitions was more than ten times better. I have also found more applicable use-cases where the implementation proved successful. It is admirable that such a result was achieved for a dataset containing different lighting conditions using only Tesseract OCR.

In the future, the application could be improved by not using Tesseract for OCR. Tesseract is mainly used for reading documents. Using other methods of character recognition, such as Convolutional Neural Network, could help improve the results. It would also be possible to improve the accuracy of the character localization. The ideal way would be to classify the number plate into different types that determine the exact position of the characters. This way, I would have the correct position of every symbol. This could improve the result up to the currently available services.

# Appendix A <br> Results 

## First 30 results for EU dataset.

| program_result | reference_result | is_program_result_empty | is_correct_detection | is_correct_length |
| :--- | :--- | :--- | :--- | :--- |
| M5XSX | M5XSX | false | true | true |
| WA56660 | WA56660 | false | true | true |
| IBS47049 | BS47040 | false | false | false |
| GWAGEN | GWAGEN | false | true | true |
| FESD | FWE50 | false | false | false |
| BIMMIAN | BIMMIAN | false | true | true |
| OYO9FEUI | OYO9FEU | false | false | false |
| WOBVHIK4 | WOBVWMK4 | false | false | true |
| TWW4X4UP | VW4X4WP | false | false | false |
| HSO302 | WSQ3021 | false | false | false |
|  | W053011 | true | false | false |
| PP587A0 | PP587AO | false | false | true |
| RK755AJI | RK755AJ | false | false | true |
| SI819AK | SI819AK | false | true | true |
| RK115AN | RK115AN | false | true | true |
| TS260AK | TS260AK | false | true | true |
| RKOSSAN | RKO99AN | false | false | false |
| ORK828AG | RK828AG | false | false | true |
| JLM298A | LM298AI | false | false | true |
| 1T43213 | 1T43213 | false | true | true |
| RK248AH | RK248AH | false | true | true |
| RK346AL | RK346AL | false | true | true |
| RK291AT | RK291AT | false | true | true |
| RK857A1 | RK857AI | false | false | true |
| RKS76AHI | RK576AH | false | false | true |
| RKO19AF | RK019AF | false | false | true |
| BB751BH | BB751BH | false | true | frue |
| RK867AD | RK867AD | false | false | false |
| RKBB4AL | RK884AL | false | false |  |
| PRKBE5AC | RK865AC |  |  |  |
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