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Abstract

This thesis aims to create a heuristic for the automatic selection of a hyperparameter that
represents a statistical distribution of the target variable in the H2O AutoML framework. Various
approaches were tested, providing different results, for instance, using artificially generated data,
using datasets from OpenML platform, or different benchmark methods.

The proposed heuristic improves the prediction performance in four followed criteria by
about 5 %. This one is implemented to the H2O AutoML. The thesis also examines unsuc-
cessful attempts to provide a solid baseline for future improvements.

Keywords H2O AutoML, automated distribution selection, automated hyperparameter selec-
tion, automated machine learning, data generation

Abstrakt

Tato práce se zabývá vytvořeńım heuristiky pro automatický výběr hyperparametru reprezen-
tuj́ıćıho statistickou distribuci vysvětlované proměnné pro H2O AutoML framework. Bylo vyzkoušeno
několik př́ıstup̊u s r̊uznými výsledky, jako např́ıklad, použit́ı uměle vygenerovaných dat, dat
źıskaných z platformy OpenML nebo r̊uzné metody prováděńı benchmark̊u.

Podařilo se vytvořit heuristiku, která ve čtyřech sledovaných metrikách zlepšuje predikčńı
schopnost v pr̊uměru o zhruba 5 % a následně ji implementovat do H2O AutoML. Kromě
úspěšných př́ıstup̊u práce také zkoumá neúspěšné př́ıstupy, které mohou pomoci pro budoućı
zlepšováńı.

Kĺıčová slova H2O AutoML, automatický výběr distribuce, automatický výběr hyperparametr̊u,
automatické strojové učeńı, generováńı dat
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Introduction

Machine learning has become a crucial computer science component in recent years. It is
widely used in all areas, from business to research. Almost every company has some application
where machine learning is used to help achieve better results. With the increased usage, there
is a natural effort to make things easier.

Machine learning tasks usually share some common steps – that are being done in almost
every task – for instance data preprocessing, model selection, model evaluation. . . Those tasks
also take a significant amount of time, and at the project’s end, some may prove futile.

What if those time-consuming tasks could be automated, so the first result that would give
more data insights would be obtained almost immediately? Here comes the automated machine
learning that removes all the need to handle those tasks.

One of the available automated machine learning frameworks is H2O AutoML. This framework
uses various models and gradually builds the best one. One thing in common is that the learning
strategy differs based on the selected data distribution.

It is up to the user which distribution will be chosen. But automated machine learning should
be done with the minimum effort – is there a way how would H2O AutoML framework pick the
most suitable distribution by itself?

This thesis aims to create and prove a heuristic that would decide which distribution should
be used, based on the given data – automize the selection of one of the hyperparameters. The
heuristic should be more powerful than the default behavior (Gaussian distribution for all regres-
sion tasks). That could improve the overall results and outcomes for users who lack knowledge of
statistical distributions or those who do not know the most suitable distribution for their data.

The heuristic itself is proposed only for the regression tasks since the distribution selection
for classification tasks is already automated.1

I chose this topic for my interest in machine learning and statistics. Since most of the machine
learning models have parameters that influence the results, it would be interesting to find a
relation between input data and the best hyperparameter value. And a distribution parameter
could provide this relationship since it is directly connected with the input data.

The thesis consists of the following chapters:

Statistical distributions and metrics This chapter describes basic and well-known concepts
used later in the thesis. It is organized into two sections – in the first one, evaluation metrics
are described. The ones that were used to create and evaluate the heuristic itself. In the
second part, statistical distributions used in this thesis are briefly described, accompanied by
the summary table for later reference.

1H2O AutoML supports only two classification distributions - one for the binary classification, other for the
multinomial classfication – so the automated selection is simple.

1



2 Introduction

Automated machine learning This chapter describes the motivation behind automated ma-
chine learning, its advantages, and disadvantages, followed by a concise description of the
selected existing frameworks. Next is a brief description of the AutoML benchmarks, and
lastly, platform OpenML and basic concepts of meta-learning are described to lay the theo-
retical foundation for the practical part.

H2O AutoML This chapter describes the H2O AutoML framework. Firstly, a quick overview
of the whole framework is provided, followed by an overview of the available models within.
Next, the distribution hyperparameter, the core of this thesis, is described – why it is essential
for the prediction and how it influences model behavior. And at the end of the chapter, the
whole automated machine learning process (as it is in H2O AutoML) is described together
with the practical example of usage.

Data generation This chapter describes the generation of artificial data, how it is generated,
which properties are used to create noise between the predictors and predicted variables, and
other additions to make the artificial data more diverse.

Heuristic creation This chapter describes the creation of the heuristic. Firstly, requirements
for the heuristic are described, followed by the description of the chosen meta-features from
which the heuristic is built. The creation can be described by three main attempts; the last
one is the only success. At the end of the chapter is described how the IF. . . ELSE rules for
the heuristic are created.

Implementation to the H2O AutoML This chapter describes the prototype implementa-
tion of the heuristic to H2O AutoML using the Python interface of the framework. This
is followed by the functionality test that was also run in the chapter H2O AutoML – but
without heuristic.



Chapter 1

Statistical distributions and
metrics

This chapter describes basic and well-known concepts used later in the thesis. It is organized
into two sections – in the first one (1.1), evaluation metrics are described. The ones that
were used to create and evaluate the heuristic itself. In the second part (1.2), statistical
distributions used in this thesis are briefly described, accompanied by the summary table for
later reference.

1.1 Evaluation metrics

Evaluation metrics tell how good is the performance of the model. Each metric covers a
different purpose; the choice is on the user, which criterion is more important. At the heuristic
creation (chapter 5), a big part of needs is covered – thanks to the metrics listed below.

The metrics and equations are taken from H2O’s documentation [1]. In the formulas, n is
the number of observations, y is the vector true values, and ŷ is the vector of predicted values.

1.1.1 Mean Absolute Error (MAE)
Mean Absolute Error (MAE) is a metric whose units are the same as in the predicted target.

Since the error is not squared, it is quite robust to the outliers.

MAE = 1
n

n∑
i=1

|yi − ŷi| (1.1)

1.1.2 Mean Squared Error (MSE)
Mean Squared Error (MSE) has not the same units as the target variable – the values are

squared. Since the difference between the predicted and true values is powered, it is more affected
by outliers.

MSE = 1
n

n∑
i=1

(yi − ŷi)2 (1.2)

3



4 Statistical distributions and metrics

1.1.3 Root Mean Squared Error (RMSE)
Root Mean Squared Error (RMSE) is extended MSE. It is also more affected by outliers but

has the same units as the target variable.

RMSE =

√√√√ 1
n

n∑
i=1

(yi − ŷi)2 (1.3)

1.1.4 Root Mean Squared Logarithmic Error (RMSLE)
Root Mean Squared Logarithmic Error (RMSLE) extends the RMSE formula with the loga-

rithmic scale. This helps to balance the contribution of small and large errors.

RMSLE =

√√√√ 1
n

n∑
i=1

(log(yi + 1) − log(ŷi + 1))2 (1.4)

In the formula, 1 is added to avoid the logarithm of zero. If the values are negative, H2O AutoML
produces null value.

1.1.5 Mean Residual Deviance
Mean residual deviance (ERD) is the only used metric whose exact form depends on the

target’s distribution. This is because the deviance is based on the likelihood function, which
differs in each distribution. In general, in all its forms in H2O AutoML, it measures the goodness
of fit. This metric is also known as deviance in other frameworks.

The base idea is to calculate the difference between the log-likelihood of the saturated model (num-
ber of parameters equals the number of observations, so the model is flawless for the provided
data) and created model.

ERD is defined as:

ERD = −2 log Lsaturated

Lcreated
(1.5)

Where L is the log-likelihood of the model.

1.2 Statistical distributions

This thesis aims to create a heuristic to tell the best value for the hyperparameter “dis-
tribution” in H2O AutoML. This hyperparameter represents the statistical distribution of the
explained variable. It is more elaborated in the section 3.1.2.

For the regression tasks, H2O AutoML uses continuous distributions as well as discrete distri-
butions. Continuous distributions can be described by Probability density function (PDF) – the
area beneath the curve represents the probability of observation in the given range. Analogically,
there are Probability mass function (PMF) for the discrete distributions. The functionality is
similar but in a discrete space.

The following sections describe the distributions available in H2O AutoML or the distribu-
tions used for the heuristic creation. Please note that the distribution parameter names (like
Poisson’s λ) use current conventions, not necessarily the original names. On the right side are
examples of the corresponding PMF or PDF.



Statistical distributions 5

1.2.1 Gaussian
Gaussian distribution [2] (also known as Normal distribution)
is the most common distribution that can represent many phe-
nomena and is also the default distribution in H2O AutoML
(for regression tasks) if other is not specified. It is a continu-
ous distribution and has two parameters, mean (µ ∈ R) and
variance (σ2 ∈ R+). PDF is defined as:

f(x; µ, σ2) = 1√
2πσ2

exp
(

− (x − µ)2

2σ2

)
(1.6)

Figure 1.1 PDF of
the Gaussian distribution
with µ = 0 and σ2 = 1.

1.2.2 Poisson
A random variable X from the Poisson distribution [3], de-
noted as X ∼ Poisson, is a discrete random variable support-
ing only positive numbers and zero. It can be distinguished,
for example, as the probability of the number of occurrences
in the given interval. Although it is a discrete random vari-
able H2O AutoML treats the distribution as continuous and
can even be used on the non-discrete data. The hallmark of
this distribution is that mean is equal to variance.
It has one parameter λ ∈ R+ representing an expected value
and a variance of X. The PMF is defined as:

f(X = k; λ) = λk

k! · e−λ, k ∈ N0 (1.7)

Figure 1.2 PMF of
the Poisson distribution
with λ = 2.

1.2.3 Gamma
Gamma distribution [4] is a two-parameter continuous distri-
bution supporting real positive numbers (R+). If the random
variable X is from the Gamma distribution, it is denoted as
X ∼ Gamma.
Distribution has two possibilities for how it can be parameter-
ized. There is a bijective function between them. This thesis
uses only one of them – parameters shape (α ∈ R+) and scale
(β ∈ R+). Shape represents number of modeled events while
scale represents the mean time between them. The PDF is
defined as:

f(x; α, β) = βα

Γ(α)xα−1e−βx, x > 0 (1.8)

Figure 1.3 PMF of the
gamma distribution with α = 2
and β = 2.



6 Statistical distributions and metrics

1.2.4 Negative binomial
Negative binomial distribution [5] is similar to Poisson distri-
bution. It is also discrete – but excludes the restriction that the
variance equals the mean. In the following text, the random
variable X from the Negative binomial distribution is denoted
as X ∼ NB.
It has two parameters, r ∈ R+ represents the number of suc-
cesses to be achieved, and p ∈ [0, 1] tells the probability of each
success. k in the formula represents observations.
PMF is defined as:

f(X = k; r, p) =
(

k + r − 1
k

)
pr(1 − p)k (1.9)

Where k is the number of failures before r-th success.

Figure 1.4 PMF of the
negative binomial distribution
with k = 10, r = 3 and p = 1/2.

1.2.5 Laplace
Laplace distribution [6] (X ∼ Laplace) is similar to the Gaus-
sian distribution with the difference of having heavier tails, so it
is more robust to the outliers. The domain is R. As Gaussian,
it takes two parameters, location (µ ∈ R) and scale (b ∈ R+).
PDF is defined as:

f(x; µ, b) = 1
2b

exp
(

−|x − µ|
b

)
(1.10)

Figure 1.5 PDF of the
Laplace distribution with µ = 0
and b = 1.

1.2.6 Tweedie
Tweedie (X ∼ Tweedie) [7] is a family of distributions that
varies based on the value of the variance power parameter (p).
Regarding the H2O’s implementation [8], power parameter is
defined only within the interval (1 < p < 2). Another two
parameters are location (µ ∈ R+) and scale (ϕ ∈ R+). PDF is
defined as:

f(x; µ, ϕ) = ap(x, ϕ) exp
(

−d(x, µ)
2ϕ

)
(1.11)

In the formula, the function d(x, µ) is a unit deviance, and
function ap is the power function that has different forms based
on the power parameter.
Some values of the variance power parameter result in other
distributions:

p = 0 Gaussian distribution

p = 1 Poisson distribution

p = 2 Gamma distribution

p = 3 Inverse Gaussian distribution

As was stated, H2O AutoML offers variance power parameter
only in the range 1 < p < 2.

Figure 1.6 PDF of the
Tweedie distribution with
tweedie power = 1.5, µ = 4 and
ϕ = 2.
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1.2.7 Cauchy
Cauchy distribution (X ∼ Cauchy) [9] is a continous distribu-
tion with one significant property – it has no mean nor variance.
This distribution is unavailable in the H2O AutoML, but this
thesis uses it to create artificial data. It has two parameters,
location (α ∈ R) and scale (θ ∈ R+). PDF is defined as:

f(x; α, θ) = 1
πθ

·

[
1 +

(
x − α

θ

)2
]−1

(1.12)

Figure 1.7 PDF of the
Cauchy distribution with µ = 0
and σ2 = 1.

1.2.8 Distributions summary
For better readability, table 1.1 summarizes all the aforementioned distributions and their

parameters.

Table 1.1 Distributions overview

Distribution Domain Type Parameters
Gaussian R Continuous µ ∈ R (location), σ2 ∈ R+ (scale)
Poisson N Discrete λ ∈ R+ (rate)
Gamma R+ Continuous α ∈ R+ (shape), β ∈ R+ (rate)
Neg. bin. N Discrete r ∈ N0 (rate), p ∈ [0, 1] (probability)
Laplace R Continuous µ ∈ R (location), b ∈ R+

Tweedie R+ Continuous p ∈ (1, 2) (power) µ ∈ R+ (location), ϕ ∈ R+ (scale)
Cauchy R Continuous α ∈ R (location), θ ∈ R+ (scale)
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Chapter 2

Automated machine learning

This chapter describes the motivation behind Automated Machine Learning (AutoML), its ad-
vantages and disadvantages, followed by a concise description of the selected existing frame-
works. Next is a brief description of the AutoML benchmarks, and lastly, platform OpenML
and basic concepts of meta-learning are described to lay the theoretical foundation for the
practical part.

2.1 Motivation
Machine learning is nowadays used in many various tasks. Images, texts, audio, video, and

almost all kinds of data can be processed to obtain more information and insights into the given
problem domain. One can detect anomalies in the data, predict values, predict who or what is
in the picture, and many other applications. Some tasks are more complex in preprocessing and
computability, while others are simpler and often very similar in a workflow.

There are various attempts to describe the workflow, for example, by introducing the stan-
dards for the data mining process. One of the introduced standards is CRISP-DM [10]. This
process consists of defined steps that should be followed in the whole data mining process. Those
steps are:

1. Business Understanding

2. Data Understanding

3. Data Preparation

4. Modelling

5. Evaluation

6. Deployment

Research was done to measure the time spent on each task in the CRISP-DM process [11].
The results can be seen in figure 2.1.

Figure 2.1 shows that most of the time is spent on data preparation. When getting new data,
it may take a while to see the first results and insights regarding the preprocessing and proper
model training. An automated solution would be handy because first results and insights would
be obtainable almost as soon as one gets the data, without needing more profound expertise and
domain knowledge which are almost inevitable requirements at data preprocessing.

Another case may occur when a researcher (in any field of study) wants to know if there is some
relation or other insights. Researchers in other areas of study (for instance, chemistry) may have

9
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Figure 2.1 Relative time spent on parts of the KDDM process. The results
are from the three different surveys. [11]

some programming and machine learning knowledge. However, they may still be missing crucial
information on how to build a proper machine learning model. In the simplest case, AutoML
requires only input data almost in any condition. Those frameworks may make machine learning
more accessible for other study fields, removing the barrier of insufficient knowledge.

This approach can be full-fledged for the more straightforward datasets while saving a non-
negligible amount of time and resources. Generally, it is a good baseline where to start. The first
decent results are obtained almost immediately without manual data preprocessing and model
tuning.

Since everything is automated, this does not give the best results, but it can provide a solid
baseline without further work. Part of the H2O AutoML framework is the explainability mod-
ule, which can significantly help with data and model understanding and the relations between
features.

2.2 Available AutoML frameworks
AutoML has increased attention in recent years, that naturally leads to an increased number

of frameworks. Since the number of available frameworks is steadily growing, only a few will be
described, based on the AutoML Benchmark [12] that is being regularly done – the most recent
one in 2022. More about AutoML benchmarks in section 2.3.

H2O AutoML is easily distributable over multiple computation devices and it is big data
friendly. It automatically handles data preprocessing (one-hot encoding, normalization,. . . ),
model selection, hyperparameter optimization, and model evaluation. The integrated explain-
ability module offers easily-obtainable access to the data and model insights. More info is in
chapter 3. [8]

Auto-Sklearn is built on the widely used machine learning framework scikit-learn [13]. It does
similar steps as H2O AutoML. It uses Bayesian optimization and meta-learning. Unlike H2O
AutoML, it is not built for distributed systems and big data. [14]

FLAML is a relatively new framework that combines iterative boosting algorithms from var-
ious libraries with a small addition from the scikit-learn [13]. It emphasizes computation
efficiency. [15]

AutoGluon can be used for tabular data but can also be used for images and texts (apart from
the aforementioned frameworks). Unlike other models, it does not perform hyperparameter
tuning nor search for the best model. It emphasizes more on model selection (that is being
done by stacking) rather than data preprocessing. [16]
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2.3 AutoML frameworks benchmark
With the increasing number of AutoML systems, there is a natural need to compare them.

This section describes one of the AutoML benchmarks [12] (done in 2022), comparing the selected
top-performing ones. Conditions were the same for all participating frameworks. Benchmarks
were done on classification (binary and multi), and regression tasks on the carefully chosen
datasets from the OpenML platfrom [17] (described in section 2.4). Each model got the same
time, and then the performance was evaluated.

The Area Under Curve (AUC) for binary classification, log-loss for multinomial classification,
and RMSE for regression tasks.

To show the results, Critical difference diagram (CD diagram) [18] are used – the visualization
method based on rank and statistical tests.

The results for the multi-class classification and regression can be found in figure 2.2.

Figure 2.2 Results of AutoML frameworks benchmark [12] using CD diagram [18]. The x-axis
represents the rank – the lower the rank, the better. Thick black horizontal lines connect the frameworks
whose differences in results are not statistically significant between themselves. The uppermost line with
the label “CD” determines the ranks whose results are not statistically significant from the correct results.

It can be seen that the AutoGluon framework leads in both categories. As a matter of fact,
it leads in all six categories (the other categories are supervised classifications, see [12]). In
regression tasks, H2O AutoML is in the second place. And the heuristic that is being proposed
in this thesis aims to improve the regression score.

2.4 OpenML
As mentioned in section 2.3, data for the AutoML benchmarks come from the OpenML

platform [17] that also this thesis uses. It is an open platform for sharing any machine learning
related materials. Not only datasets but the whole pipelines, benchmarks, and experiments can
be found here. Since it is an open platform, anyone can contribute and use the datasets for free.

To use datasets from OpenML, one can utilize its package, available in Python [19]. The API
credentials are needed to start using it.

Available items can be filtered by their type. For example, datasets can be categorized by the
type of task that uses them. There are eight task categories, basic types like supervised regression,
supervised classification, clustering, but there are also more specific tasks, like survival analysis
or learning curve construction. . .

Datasets are accompanied by its meta-data, through which they can also be filtered, from the
common properties like dataset shape, number of missing values, or dataset name to more specific
regarding the task type, like the number of classes in the explained variable (classification).

Since it is an open platform where anyone can contribute, not all datasets share the same
qualities. Currently (2023), there are 2600 available datasets (through the python package) for
supervised regression tasks. When creating a heuristic, it sometimes happened that explained
variable in the dataset, labeled as regression task, had only two values, coincidentally {0, 1},
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which makes it a binary classification. This problem with others, like insufficient size, missing
metadata, or missing target variable, can be easily filtered out during fetching.

The last problem encountered with the OpenML platform was data source bias. Multiple
datasets have the same source (for example, standardized chemical experiments in one laboratory
– same structure, but different values). Those datasets usually share part of the name and are
easily identifiable. One of those groups currently has 1102 regression datasets. Most of those
datasets in the group share the features. If those datasets were used in the meta learning,
their shared properties would heavily influence meta-model. Its generalization ability would be
negatively affected, resulting in overfitting. For this reason, they are filtered out.

2.5 Meta-learning
In [20], meta-learning is defined as: “the study of principled methods that exploit metaknowl-

edge to obtain efficient models and solutions by adapting machine learning processes.” In this
definition, metaknowledge is any knowledge gained from the prior tasks useful for future model-
ing.

Meta-learning can be interpreted as deriving knowledge from the prior tasks to improve the
effectiveness and results of future ones. It can be seen as a sort of learning. However, instead
of learning, e.g., how to recognize cats in a picture with the neural network, one learns how to
learn how to improve the recognition based on prior experience and input data characteristics.

This thesis deals with the meta-learning from the input data characteristics point of view.
The heuristic itself (described in chapter 5) is built on the information obtained from the various
datasets and their properties, not considering the model characteristics part of this study field.

Can the optimal hyperparameter value be derived only from the input data? Moreover, if
so – why would one bother with hyperparameter tuning, which takes a lot of computation and
time?

It may not work for most hyperparameters since most are not directly linked with the in-
put data. This thesis aims to determine the distribution hyperparameter that tells which data
distribution corresponds the most with the explained variable. So the value represents the data
characteristics, which naturally leads to the assumption that the data characteristic could deter-
mine the hyperparameter value.



Chapter 3

H2O AutoML

This chapter describes the H2O AutoML framework. Firstly, a quick overview of the whole
framework is provided, followed by an overview of the available models within. Next, the
distribution hyperparameter, the core of this thesis, is described – why it is essential for the
prediction and how it influences model behavior. And at the end of the chapter, the whole
automated machine learning process (as it is in H2O AutoML) is described together with the
practical example of usage.

3.1 H2O AutoML

One of the available AutoML frameworks and core of this thesis is H2O AutoML [8]. It is an
open-source framework. It handles big data and can be easily distributed (unlike other AutoML
systems). There are APIs in R, Python, Scala and Java – but the functionality is the same for
all. The core of the application is written in Java.

Currently (2023), regression, classification, and the multi-class classification supervised tasks
are supported. Additional tools, like the explainability module, are available for all tasks.

H2O AutoML is built as a distributed system, so the application requires a running back-
end that provides API (in the aforementioned programming languages). This backend can be
distributed over multiple server instances and run locally, for example, through the Docker con-
tainers. In the practical part of this thesis, one Docker container is used.

3.1.1 H2O AutoML models
As of April 2023, H2O AutoML uses five selected models from H2O Open Source (another

H2O’s framework), together with Stacked Ensemble models made from them. Selected models
are diverse, each representing a different direction of machine learning algorithms. Since each
model used in H2O AutoML has a different approach, the resulting Stacked Ensemble model
usually has good results and does not overfit.

3.1.1.1 Distributed Random Forest
H2O’s Distributed Random Forest (DRF) [8] is the implementation of the classical Random

Forest [21] concerning the possibility of distributing the training over multiple devices, making
it faster and able to handle larger datasets.

13
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3.1.1.2 Generalized Linear Model
Generilized Linear Model (GLM) [22] is the generalized version of the classical linear model,

such as Linear Regression.
In the Linear Regression, the expected value (denoted as E) of the random variable is predicted

while the GLM model predicts the transformation of the mean. The transformation function is
called the link function, and the model uses its inversion. An explained variable must be from
the Exponential family of distributions. The GLM equation is defined as:

ŷt = E[yt | xt, β] = g−1(βT xt) (3.1)

GLM can be used with multiple distributions that change the behavior and aim of the model.
For instance, GLM with the identity link function and Gaussian distribution can be used as a
classical linear (Gaussian) regression.

H2O’s GLM [23] has multiple available distributions, supporting the classification and re-
gression tasks. Supported regression distributions (that are also supported in H2O AutoML)
are Gaussian, Poisson, gamma, negative binomial and Tweedie. For classification tasks, it is
binomial and multinomial. Each distribution is supposed to be for a different task and has a
different training equation.

3.1.1.3 GBM
Gradient Boosting Machine (GBM) [24] is one of the ensemble learning methods. It iteratively

builds decision trees, using residuals to improve. H2O’s implementation [8] adds the possibility
to parallelize the training similarly to H2O’s DRF.

3.1.1.4 XGBoost
Extreme Gradient Boosting (XGBoost) available in the H2O AutoML [8] is not H2O’s imple-

mentation. It is the original XGBoost algorithm [25], wrapped in the H2O’s framework. It is the
only model in H2O AutoML with no custom implementation. The algorithm is quite similar to
the GBM, also implemented in the H2O AutoML framework, but focuses more on regularization.

3.1.1.5 DeepLearning
The last algorithm included in H2O AutoML represents artificial neural networks. H2O’s

DeepLearning [26] is a multi-layer network trained with stochastic descent. Various activation
functions, regularization options, and many other possible hyperparameters exist.

3.1.1.6 Stacked Ensemble
H2O’s Stacked Ensemble [8] itself is not exactly another unique model, and it can not be

used standalone. The stacking approach used there is based on Super learner algorithm [27]. It
takes the predictions from the base models and creates a new model (also called meta-model).
The advantage of this approach is increased robustness, reduced possibility of overfitting, and
the ability to possibly capture patterns and relationships that individual models did not capture.

3.1.2 Distribution hyperparameter
Each of the models above (except for Stacked ensemble) has a hyperparameter named dis-

tribution that should determine the distribution of the explained variable and the model usage.
In all models (except for Stacked ensemble), it sets the loss function. It determines the whole
training equation for the GLM.
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If a user does not set the hyperparameter, it uses Gaussian distribution for all the continuous
data; for classification tasks, there is a binomial or multinomial (depending on the number of
the target classes).

Not all models support all distributions. If the chosen distribution is not supported on the
current model, the distribution is set as Gaussian. Available regression distributions for each
model can be seen in table 3.1. All the distributions were described in section 1.2.

Table 3.1 Available regression distributions in H2O AutoML [8]

DeepLearning DRF GBM GLM XGBoost
Gaussian X X X X X
Poisson X X X X
Gamma X X X X
Negative binomial X
Laplace X X
Huber X X
Tweedie X X X X

3.1.3 Distribution & Loss function
For all the models, the distribution parameter influences the loss function. Below is a brief

overview of the different loss functions for different distributions – they are similar for all the
models, but the differences are mainly in regularization. The regularization helps with the
predictive performance of the models, and thus it is very practical to keep it turned on; however,
it can make a task more difficult to show an improvement.

Those loss functions are common for all the H2O AutoML base models (Deep learning, GBM,
GLM, XGBoost) except for DRF 1.

Note that for simplicity, the loss functions below are cropped of the variable w representing
weight that a user can set if one wants to assign different weights for the observations and
regularization.

Gaussian loss function equals to MSE already mentioned in 1.1.2.

Poisson loss function
L(y, ŷ) = 2 ·

(
y · log ŷ − elog ŷ

)
(3.2)

Gamma loss function
L(y, ŷ) = 2 ·

(
y · elog ŷ + log ŷ

)
(3.3)

Negative binomial loss function. Parameter θ is automatically learned during the training.

L(y, ŷ) = e−ŷ · Γ(y + θ−1)
Γ(θ−1) · Γ(y + 1) ·

(
θ−1

θ−1 + ŷ

)θ−1

·
(

ŷ

θ−1 + ŷ

)y

(3.4)

Laplace loss fuction equals to MAE already mentioned in 1.1.1.

Tweedie loss function, p is the Tweedie power parameter.

L(y, ŷ) = 2 ·y(2−p)/((1−p)·(2−p)) −y ·eŷ·(1−p)/(1−p)+eŷ·(2−p)/(2−p)+eŷ·(2−p)/(2−p) (3.5)

All the info was taken from [23] and from online documentation [28].
1Random forests are trained differently from the other models that treat the loss function another way. For this

reason, regression tasks for DRF supports only one loss function marked as Gaussian in the context of distribution
hyperparameter.
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3.1.3.1 Huber
It can be misleading that the hyperparameter is called distribution when Huber distribution

is not defined. In H2O AutoML, if the distribution is set as Huber, the Huber loss function [29]
is applied. It combines MSE and MAE. A hyperparameter δ is set. An error is linear if the
distance between the prediction and the true value is greater than δ. If it is lower, the error is
quadratic. This reduces the influence of outliers on the model.

Lδ(y, f(x)) =
{

1
2 (y − f(x))2 if |y − f(x)| ≤ δ

δ|y − f(x)| − 1
2 δ2 otherwise

(3.6)

3.1.4 Distribution & GLM
As was mentioned, a special case regarding distribution hyperparameter is the GLM model.

The artificial data generation2 is based on the GLM equations 3.1. Each distribution has a differ-
ent link function, those functions may vary in different implementations. H2O’s implementation
is shown in table 3.2 – but only for the distributions relevant to the heuristic creation and for
the distributions available in H2O’s GLM (see table 3.1).3

Table 3.2 Link functions

Distribution Link function Inverse of link
Gaussian identity identity
Poisson log exp
Gamma log exp
Negative binomial log exp
Tweedie log exp

3.2 H2O AutoML process
Assume that H2O AutoML is already running, and the dataset is uploaded to the backend.

The whole process begins with calling the method train, followed by the following steps:

1. Data preprocessing. Machine learning algorithms have specific requirements for the input
data and H2O AutoML is no exception. Missing values imputation, one-hot encoding, target
encoding and normalization (when required) is being done in the first phase of the AutoML
process. Those are current steps, but others are in the framework’s roadmap.

2. Base models. To ensure a solid starting point, the training of the first few models is pre-
defined. That means the training has given order, and the models have set hyperparameters.
The hyperparameter values are chosen regarding the various benchmark results and strong
domain knowledge of H2O’s data scientists. The goal is to obtain a solid baseline through the
models that are generally behaving well, with most kinds of the data (like XGBoost). After
each of those groups, Stacked Ensembles are also trained to obtain possibly better results.

3. Random search. After the initial baseline is set, the training is more randomized. There is
a random search (that is, by default cross-validated) within the set of chosen hyperparameters
and models.

2Described later in the chapter 4
3For Tweedie distribution, link function differs based on tweedie variance power parameter. In H2O AutoML,

this parameter is confined to 1 < p < 2, so the link function is the same.
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4. Stacked ensembles. Random search provides a diverse set of models, and from that, Stacked
Ensemble models are trained. Thanks to the diversity of the models, the results are usually
better than any of the before-trained models (but not always). They are also trained after
the base models.

5. Leaderboard. It is up to the user how extensive random search (parts 3 & 4) will be.
Users can confine the framework either by the maximum number of trained models or the
training time. Also, early-stopping mechanisms are available. A leaderboard is provided when
the training ends, containing various metrics and training info. An example may be seen in
section 3.3.

All the info for this section was taken from [8].

3.3 H2O AutoML example
An example of the H2O AutoML framework is shown in the following lines. The demon-

stration is done on the Medical Cost Personal dataset [30], where the individual medical costs
are predicted based on basic personal data (6 features). This whole example is available in the
jupyter notebook in the attachment.

Since the H2O AutoML framework is suitable for big data, it is expected to be on some remote
server that is computationally superior to standard computers. But it can still be run locally via
Docker container that will provide API for the framework.

Data is uploaded to the cluster; the response column is set. Then, H2O AutoML is initialized.
Note that distribution is set as auto, meaning that the default value – Gaussian distribution will
be used. Next, 13 base models without further hyperparameter optimization are trained. And
that is all. There are various ways how to set how many models will be trained. One can set the
total models count or confine the training with a time limit. The time limit approach was used
in the AutoML benchmark described in 2.3. The code described in this paragraph is available
in the code 3.1.

1 train = h2o. upload_file (" insurance .csv")
2

3 X = train. columns
4 y = " charges "
5 X. remove (y)
6

7 # Run AutoML for 13 base models
8 aml = H2OAutoML ( max_models =13, seed =13, distribution ="auto")
9 aml.train(x=X, y=y, training_frame =train)

Code listing 3.1 Example of the H2O AutoML

Results are obtained when the training ends. The value of the RMSLE4 is approximately
0.407, which is a decent baseline. Regarding the leaderboard (3.1) of all trained models, the best
models were Stacked ensembles of others, closely followed by the XGBoost.

With the trained model, one can examine the possibilities of H2O’s explainability module.
Simply by calling automl.explain(valid_set), the user will get5 leaderboard, residual analysis,
learning curve plot, variable importance, and its heatmap, correlation of models, SHAP values
and plots for each feature, partial dependence plots for each feature and model, ICE plots and
other possible outcomes, based on parameters.

All this can be obtained without data preprocessing, model selection, etc. . . This approach
gave fast first results providing insights into the data and inner structure.

4On cross-validation data
5This example is for the regression tasks. In the case of classification, some items will be different.
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Figure 3.1 Leaderboard of the best models, ordered by RMSLE). Ordering can be changed. Column
model id determines the used model; the rest are metrics, described in 1.1.



Chapter 4

Data generation

This chapter describes the generation of artificial data, how it is generated, which properties
are used to create noise between the predictors and predicted variables, and other additions to
make the artificial data more diverse.

4.1 Introduction

This thesis aims to create a heuristic to tell which available distributions one should use
to train the H2O AutoML framework. This task can also be described as finding the best
hyperparameter value based on the dataset’s properties. The initial step was creating artificial
datasets with predictors covering all the required distributions – to see whether it was possible
to distinguish the most suitable distribution based on artificial data properties.

4.2 Generating artificial data

Creating artificial data is problematic regarding covering as much variability as possible.
Data generation is done with the same approach as is used in the GLM (equation 3.1) – the
equation through that data is generated has a form:

yi = θd(g−1(βT xi)) (4.1)

Where yi is the i-th term in the explained variable vector,

θd is the function that returns a random variety from the specified distribution d,

g−1 is the inversion of the link function (3.2),

β is the vector of coefficients,

xi is the i-th row in the training set X.

The correctness of the generated data can be tested through the GLM. Since the equation is
the same as GLM has, its coefficients can also be used for comparison/evaluation.

The following sections show how the formula is created.

19



20 Data generation

4.2.1 Train set
The explained variable y is calculated using the train set X. For the creation, the simplest

approach is used – all the features are numeric and i.i.d. – but still, multiple factors must be
considered.
Dataset size It is expectable that larger datasets may perform differently than smaller datasets.

Regarding the computational power of the benchmark device, there are defined two sets of
numbers – rows and columns. The resulting shapes are derived from the Cartesian product
between those two sets.

Row counts: 50000, 500
Feature counts: 1250, 500, 100, 2

Intercept Different intercepts for the explained variable increase the variability of the generated
data. Two values – 0.15 and 8 – were chosen. To include datasets near zero as well as further
values.

Feature values As was stated, only numeric values are acceptable. Features are i.i.d. and each
feature Xi has the uniform distribution, Xi ∼ Uniform(0, 1).

Coefficient values In the equation, coefficients are represented with the vector β. To make
the data more diverse, there are two types of them:

Small coefficients, each row ci ∼ Uniform(−1, 1)
Big coefficients, each row ci ∼ Uniform(−50, 50)

4.2.2 Explained variable
With the defined training set X, an explained variable y is calculated. Relation between the

training set and the explained variable can be represented through the formula 4.1.
Given this relation, explained variable can be constructed, and exact parameters in β can be

calculated through the GLM. But that is not enough; real-world data is messy, and there is some
noise.

4.2.3 Noise
For data generation, there are two types of features:

Informative feature This feature is directly included in the resulting value of the explained
variable. In the GLM equation, it is represented as xi.

Non-informative feature This feature was not used during the data generation process; thus,
it contains no useful information. The problem is that the model does not know it and needs
to figure it out.

Noise is introduced via non-informative features; those features are randomly chosen from the
rest. The proportion of informative features is set to the three options:

100% of the features are informative

75% of the features are informative

25% of the features are informative
The special case is for the datasets with only two features; in this case, the choice is reduced to
100% and 50%.

Regarding the GLM formula 3.1, an optimal model would have non-informative features
coefficients βi set to zero.
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4.2.4 Modality
And last addition is modality. Data generated through the GLM formula now have one

mode. Unfortunately, that is not a rule for the real-world data. For this reason, another mode
is introduced. That is achieved with the categorical variable Xc with the Bernoulli distribution,
Xc ∼ Be(9/20). In the construction of y, this variable is multiplied by the higher constant (25),
so the explained variable y is divided into two clusters, each having its mode.

This is not applied to all the datasets.

4.2.5 Link functions
To follow the GLM formula, inverse link function must be applied. A sum of coefficients with

the features labeled as informative is put into the link function. List of link functions is available
in table 3.2.

4.2.6 Distributions
All the regression distributions available in H2O AutoML were used, accompanied by the

Cauchy distribution to create artificial data with more outliers. Distributions are described in
section 1.2.

4.2.7 Random variates
The last step is to generate random variate from the appropriate distribution. The Python

package Scipy [31] is used for this. For each distribution, a function rvs takes the given input
(and distribution parameters), treats it as a mean of the distribution, and returns a random
number from it.

4.2.7.1 Random variates parameters
As was mentioned, some distributions have additional parameters. The overview may be seen

in table 1.1. Parameters that are not related to the input data are required at Negative bino-
mial (1.2.4) and Tweedie (1.2.6) distributions. Those parameters are taken from the predefined,
uniformly distributed grid in both cases.

For Negative binomial, it is parameter p ∈ [0, 1] representing the probability of success (see
1.2.4). For Tweedie, it is Tweedie variance power p ∈ (1, 2) and scale ϕ ∈ R+ (see 1.2.6).

4.2.8 Example
Since the theoretical description may be confusing, there is a Jupyter notebook in the at-

tachment with the complete code. Also, in figure 4.1 is an example of the histograms from one
randomly chosen generated explained variable.

4.3 Conclusion
Eight unique datasets came from the data generating described above. Each dataset has

multiple explained variables – each generated from the same training data but with the different
parameters, informative indices, etc. . .

There are 1980 unique target variables, 792 for the Tweedie distribution, 396 for the Negative
binomial distribution, and 132 for the rest. The higher amount for Tweedie and Negative binomial
is caused by other required parameters, explained in 4.2.7.1.
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Figure 4.1 The figure shows an example of the explained variable histograms of one randomly chosen
dataset. Seven generated distributions are generated from the same base (same coefficients, informative
features, . . . ). The dotted line show where x = 2 and y = 30 to highlight the different proportions of
each distribution.
Parameter η represents the generating parameter obtained during the generation process.



Chapter 5

Heuristic creation

This chapter describes the creation of the heuristic. Firstly, requirements for the heuristic are
described, followed by the description of the chosen meta-features from which the heuristic is
built. The creation can be described by three main attempts; the last one is the only success.
At the end of the chapter is described how the IF. . . ELSE rules for the heuristic are created.

5.1 Introduction
The purpose of the heuristic was described in previous chapters. This chapter describes its

creation.
The general requirements for the heuristic are:

Explainability One of the core requirements is the ability to clearly see (and explain) the
decisions that are being made by the heuristic. Ideally, it should consist of IF. . . ELSE state-
ments.

Speed Another requirement is the speed of the decision - it should be done almost instantly,
without long computations. The computation time would increase in case of a big data and
would slow down the whole framework by a significant amount of time.

Reliability The usage of the heuristic should improve the performance of H2O AutoML, so
it will generally be more beneficial to use it instead of the current behavior (Gaussian for
regression).

After the consultation with the thesis supervisor, it was decided that to fulfill all three re-
quirements above, the heuristic itself will be created through the decision tree that will be trained
using meta-learning (described in 2.5). This approach meets the explainability requirement be-
cause it is easy to derive the rules from the given tree in the form of IF. . . ELSE statements.
This approach also partially fulfills the requirement of speed because getting the decision from
the conditions is almost instant.

The problematic part about speed is getting the variables for the decision making, which is
described in the section 5.2.

Three different heuristics were created with similar approaches – decision tree from meta-
learning. This approach was based on performance, not considering distributions intentions and
purpose.

And a reminder from section 1.2, this hyperparameter sets the loss function for all the models.

H1 – Artificial data The first heuristic was built purely on artificial data. The initial motiva-
tion was to find out if there was an improvement. Using artificial data has the advantage of
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knowing the coefficients used for generating. Those coefficients can be obtained through the
GLM model since the generating was done with its equation, so I could see how much they
differed.
The results were poor, it did not generalize well on the real-world data, but it showed that
creating meta-features from the training set is unnecessary and that creating it from the
target variable is enough. More described in section 5.4.

H2 – Solo models The second heuristic was created on open datasets from OpenML platform
using standalone models available in H2O AutoML. This was done with the expectation of
higher generalization – but did not satisfy it. Also, the computational requirements were far
smaller than in the case of using AutoML. For one dataset and one distribution, only four
models were trained (GLM, GBM, XGBoost, and Deep learning)1.
This approach had much better results than the first one, but on the standalone models –
not on H2O AutoML. More described in section 5.5.

H3 – AutoML model The final heuristic with the good overall results, created through the
H2O AutoML itself. More described in section 5.6.

Before describing the heuristic itself, used meta-features will be introduced.

5.2 Meta-features
All three heuristics were created through the meta-learning, based on the meta-features from

the input dataset. The selection of those features was mainly made in the first heuristic – based
on the decision’s tree feature importance (via multiple approaches of importance calculation).
But the features themselves will be described here.

The selection of the initial features was mainly based on the chapter Dataset Characteristics
(Meta-features) from the book Meta-learning [32], and from the article, [33], which shows how
to treat bivariate statistics. Some other meta-features were introduced and tested by me.

5.2.1 Chosen features
Most of the features selected for the final usage were chosen based on the feature importance

(done with the random feature elimination algorithm and with the feature importance from
the decision tree) and heuristic performance. The next considered criterion was the correlation
between the features. Keeping highly correlated features (like mean and median) would increase
the complexity of the rules while adding a negligible amount of new information.

Lastly, some features were added/removed based on domain knowledge. According to fig-
ure 5.1 that shows the importance ranks of the selected features (the lower the rank, the better),
the least useful chosen features are Only integers, Outliers ratio and Minimum. While the rank
is higher, they are still crucial for the correct prediction of some distributions (especially Poisson
and Negative binomial).

The statistics formulas below correspond with the calculation within the framework, using
the Scipy package [31] and are calculated on the explained variable y2.

Outliers ratio Some loss functions (like Laplace or Huber) are more fitting for the data with
many outliers. The ratio tells the percentage of terms out of the range using Interquartile
range (IQR). The term x is considered an outlier if it is outside of the interval:

[Q1 − 5 · IQR, Q3 + 5 · IQR] (5.1)
1The third heuristic using AutoML had to train 13 models for each dataset and each distribution.
2As a matter of fact, in the proposed heuristic implementation, Scipy is not used, the calculations are done

with the H2O framework itself.
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Figure 5.1 Feature importance based on the random feature elimination al-
gorithm from the scikit-learn [13]. Features are ranked from the most impor-
tant (rank 1) to the least (rank 6) and built on the final heuristic using cross-
validation.

Where Q1 is the first quantile, Q3 is the third quantile and IQR = Q3 − Q1. Note that this
outlier detection method usually has a constant of 1.5 instead of 5. The number was risen
to mark only the furthest outliers and was estimated through the multiple benchmarks with
the pre-defined grid of possible values.

Coefficient of variation Measure of the relative variability. The lower value indicates lower
variability.

CV = σ

x̄
(5.2)

Where x is a random variable.

Standard deviation Well-known statistics showing the dispersion of the variable.

σ =
√∑n

i=1(xi − x̄)2

n
(5.3)

Where x is a random variable and n is the number of observations.

Minimum Useful for determining if distribution contains negative numbers or zeros.

Maximum Proved to be useful. It provides information about outliers.

Mean Another well-known statistics. It is also used for the computation of almost all other
meta-features.

Skewness Third moment, it is a measure of a distribution’s asymmetry. Scipy’s calucaltion
uses Fisher-Pearson formula.

γ1 =
1
n

∑n
i=1(xi − x̄)3( 1

n

∑n
i=1(xi − x̄)2

)3/2 (5.4)

Where x is a random variable and n is the number of observations.

Kurtosis Fourth moment. It describes the shape of a probability distribution. In Scipy, it is
calculated through the Fisher’s formula.

γ2 =
∑n

i=1(xi − x̄)4/n

(
∑n

i=1(xi − x̄)2/n)2 − 3 (5.5)
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Where x is a random variable and n is the number of observations.

Median absolute deviation (MAD) Similar to the standard deviation, it is a measure of
dispersion but less affected by outliers.

MAD = median (|x1 − x̃|, |x2 − x̃|, . . . , |xn − x̃|) (5.6)

Where x is a random variable and x̃ is its median.

Standard error of mean (SEM) Measurement of the likelihood that the sampled value would
differ from the population mean. Smaller values indicate that the sample mean is more likely
to be close to the population mean.

SEMx = σ√
n

(5.7)

Where x is a random variable and n is the number of observations in x.

The selection of this feature was based more on randomness than on the fundament – the trees
containing this feature generally performed better. It is similar to the variation coefficient
that is also included. But while variation coefficient represents relative variability, SEM
measures the precision of the sample mean estimate – so fundamentally, the features are
different, bringing different information.

Only integers indicator The only selected feature that is not a descriptive statistic but a
categorical variable. It tells if the random variable x consists only of integers or not.

Summarized, eleven different features were chosen. The selection was done with the first
heuristic and validated later in the second and third. Figure 5.2 shows the correlation between
the features. Since standard deviation and mean are used in other feature calculations, it is no
surprise that they are more correlated with others.

Figure 5.2 Pearson’s correlation between meta-features. It was done
on the dataset from the final heuristic.
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5.2.2 Other tested features
Three types of features were also tested and considered but were not chosen for the heuristic

creation.

Other target variable statistics All the selected features (except for Only integers) are de-
scriptive statistics of the target variable. Others were tested, like quantiles, trimmed mean,
IQR, . . . , but proved irrelevant.

Dataset characteristics I experimented with features like data density (number of rows di-
vided by number of columns) or just solo dataset shapes. While in some cases it can be
decisive, for the whole H2O AutoML had those features a little effect and were rather contra-
productive.

Bivariate statistics Statistics (Pearson’s correlation, kurtosis, skewness) between the target
variable and training features and within the features in the training set. It was done with the
approach proposed in the [33]. If there was a new feature for every pair of features between
which would be statistics computed, the dimensionality would drastically grow. Therefore
those statistics were computed, and then binned into the bins, [33] referred to those bins as
histograms. The interval of bins is defined after the computation, and all the bins have a
similar number of terms within them. In each bin is the number of features within this range,
and those are the resulting meta-features.
The ideal number of bins was benchmarked and tested. It was suggested by [33] to use ten
bins, but better results were obtained with five bins.
Even though there was some improvement in the heuristic (after discarding the bins that
were not considered as important by the feature selection), the calculation took too long and
contradicted the requirement for speed. All those statistics would have to be calculated for
each input dataset, and that is too much time for a little improvement.

5.3 Dataset creation and heuristic evaluation
To apply a meta-learning, I first needed a dataset that could be learned from. All three

heuristics are very similar in the form of the creation. What makes them distinct is the meta-
dataset from which they were created. Each approach is described at the corresponding heuristic.

Meta-dataset consists of the meta-features (5.2.1) representing training set X, and the ex-
plained variable y is represented as a distribution with the best results – multinomial classification.

Defining the criteria at which is the given distribution better than the Gaussian is a complex
problem, so the most straightforward approach was taken. There would be actually four meta-
datasets that differ at the values of explained variables – its value is determined by the four
different criteria: MAE, RMSE, RMSLE and ERD. For the MAE criterion, the distribution
providing the lowest MAE score is chosen – and analogically for the rest.

The second approach (and the used one) is to create an incosistent dataset3. This means,
e.g., that if the dataset outperformed the default distribution with Poisson and Tweedie, the
meta-dataset will have two same rows in training set X, each with a different value of the
explained variable (one Poisson and one Tweedie). Despite the inconsistency, this approach
enlarges the training dataset and outperforms the consistent one. Decision trees can easily treat
these inconsistencies by introducing the probabilities to the computations.4

Gaussian distribution was set as a target variable if the results on the other distributions
were worse.

3In other words, if the heuristic predicts a distribution that improves over Gaussian distribution, it’s considered
as a correct prediction, even if it is not the best prediction.

4The inconsistent dataset was only the training set. Validation and test sets were consistent (one row equals
one distinct dataset).
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The heuristic itself is firstly assessed on the validation data from the meta-dataset using
modified confusion matrix – the value is on the diagonal even though it is not predicted correctly,
but still outperforms the default (Gaussian) distribution. The second evaluation is done on the
test set and more described at each heuristic.

5.4 H1 – The first heuristic

The first attempt at heuristic creation was more kind of an experiment than a genuine at-
tempt. To get some context in this domain and set a starting point. It had terrible results, but
those failures defined how the heuristic should be created correctly. Also, feature selection was
made mainly on the first heuristic (and validated on the second and third – but with much better
results).

Only artificially generated data was used. The idea was to look at how would H2O AutoML
generalize if it was trained purely on the almost-perfect (in terms of distribution properties) data
and tested on the real-world datasets from OpenML. I noticed some flaws in this approach right
at the beginning. The artificial data was not diverse enough – mainly skewness and kurtosis was
almost the same for every dataset – both were expected to be important for the decisions. Also,
they varied significantly on the few datasets from OpenML.

5.4.1 H1 – Meta-dataset creation
The artificial dataset (described in chapter 4) was taken, and for each of the 1980 datasets,

each individual available model in H2O AutoML with each available distribution (3.1) set was
benchmarked and results were taken.

Since benchmarks took a lot of time and the results were not good, the benchmarks were not
performed for all the datasets. But still, 7878 unique results came from this benchmarking, and
another improvement would be negligible at this number.

Analysis of the dataset provided a lot of information. The most important one was the
overall performance expressed in counts that may be seen in figure 5.3. It shows that if the
“distribution” hyperparameter is set to the according distribution of the explained variable, it
outperforms Gaussian distribution in a significant amount of cases (for almost all distributions),
which proves that creating the heuristic is possible.

5.4.2 H1 – Conclusion
As was stated, the first heuristic was more the testing one and was not finished. It ended

after a few trials with the decision trees, whose results had the same value as a random roll with
the dice. Although the initial conditions looked optimistic (figure 5.3), it turned out that the
quality of meta-features is severely low. There was not enough diversity, and the time that would
be required to create the new artificial dataset and especially time for benchmarks to create the
dataset would be too great. For this reason, I moved to the OpenML datasets.

5.5 H2 – The second heuristic

The second attempt for the heuristic creation had much better results on the validation set
but very poor results on the test set. Used meta-feafures are the same (described in 5.2).
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Figure 5.3 First heuristic meta-dataset counts. The relative percentage
of how many datasets from the given distribution outperformed models with
Gaussian distribution. A horizontal line is shown at y = 0.5 to show the
proportion boundary of outperformance.

5.5.1 H2 – Meta-dataset creation
The most significant change was the move from the artificial data to the real-world datasets

obtained from the OpenML platform, which were initially intended as a test set for the heuristic
created from the artificial data. 832 different datasets were benchmarked (chosen concerning the
possible biases described in 2.4).

The benchmarks were done on the standalone models from the H2O AutoML with their
default parameters, not on H2O AutoML itself. This was intended to create more variability and
see if the rules derived from the tree were more general or not. As described in 3.2, the models
used in H2O AutoML are predefined, with chosen hyperparameters and training order.

Meta-dataset itself was tested in consistent and inconsistent form5. The inconsistent form
had better results. In that form, the dataset had 2727 rows.

5.5.2 H2 – Decision tree
With the built dataset (and split on training, validation, and test parts), decision tree was

constructed. The most considered hyperparameter was class weight, determining the weight for
each class. The testing was done on the validation dataset along with hyperparameter serach
using Bayesian optimization. Since the number of records in each class is not equal (but differs a
lot), the weight ended up accordingly to the proportions (bigger proportion, lower class weight).
Also, class weight for the Gaussian distribution rose because it is desirable to obtain predict
Gaussian rather than the distribution that would end up worse.

The results of the second heuristic on the validation data can be seen in figure 5.4.

5.5.3 H2 – Benchmarks on H2O AutoML
With this heuristic tweaked and cross-validated, it was time to test it on the H2O AutoML

itself – on the test dataset that was kept from the training and tuning all the time. The results
may be seen in the figure 5.5, and they are also not good.

5As was described in 5.3
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Figure 5.4 Both matrices display each class’s relative counts (percentage). The left confusion matrix
is the confusion matrix of the base model. The matrix on the right is permissible – marking prediction
as true if it outperforms Gaussian regardless of whether the value corresponds with the true one.

The only improved metric was ERD. Both MAE and RMSE had worse results. This heuristic
could have been used at least for the improvement of the ERD, but that is not that much success
since the rest of the criteria are far more frequent and more assessed in AutoML competitions 2.3.
The ability to generalize from the default models to the AutoML models was not transferred.

Figure 5.5 The second heuristic results were performed on the test set. The
red dotted line represents the model with the default (Gaussian) distribution. Values
above this value are worse, and values below are better. The value is obtained as
(Distribution value / Gaussian value)

5.5.4 H2 – Additional experiments
Some additional experiments were performed during the creation. Dataset balancing tech-

niques (under-sampling, SMOTE method and Tomek links) were tested. Still, the results on the
validation data not had not significantly improved, so it was not used in the final form.

Also, data was augmented with the artificial data regarding the balance of each class. In
some cases, this outperformed the heuristic on the validation data but not the test data.

For the comparison, meta-dataset was also trained on other, more powerful models. Both
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Random forest and GBM outperformed the Decision tree, but not that significantly. Also, H2O
AutoML was put on those data, but again the improvement was insignificant.

5.6 H3 – The final heuristic
The third heuristic was successful and outperformed the default distribution in all the tracked

criteria.

5.6.1 H3 – Meta-dataset creation
Meta-dataset for the third heuristic was built from the OpenML datasets, but apart from the

second heuristic, the creation was done on the H2O AutoML framework itself. The benchmarks
ran for two weeks since every dataset was tested with every distribution – many of the datasets
failed (because of the low memory of the used benchmark device). H2O AutoML was confined
to using only thirteen base models. Those are the base models described in 3.2, without the grid
search and other tunings – only the pure base models with predefined hyperparameters.

As a result, 798 different datasets were benchmarked, and using an inconsistent explained
variable approach (described in 5.3), the meta-dataset had 1332 rows.

5.6.2 H3 – Decision tree
Four different decision trees (for each of the following criteria – MAE, RMSE, RMSLE and

ERD) were built and tuned. Since explained variable differs by each criterion (if MAE ended up
better, it does not necessarily mean that other metrics were also better), the proportions of each
distribution were different.

Regardless of those proportions, trees with the manual set class weight (which was not bal-
anced) ended up better than the balanced ones. Balancing was set and validated with manual
tweaking, resulting in Poisson distribution to weight 4, gamma distribution to weight 3.5, and
the rest of the distributions with value 3.

Figure 5.6 Both matrices display each class’s relative counts (percentage) and work the same way as
the matrices in figure 5.4.
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Figure 5.6 shows the confusion matrices on the validation data. The right matrix shows that
the heuristic provided the correct prediction of the better distribution for almost five distribu-
tions. The Achilles heel is the Gaussian distribution which is correctly predicted only from the
62%, resulting in the rest 38% being worse.

All the additional techniques mentioned in 5.5.4 were also tested but proved again as not
significantly better.

5.6.3 H3 – Results on the H2O AutoML
Since the Meta-dataset was generated with H2O AutoML, it was unnecessary to rerun bench-

marks to see the test results. Instead, a quick comparison, if the chosen distribution outperforms
Gaussian, was sufficient – since the benchmarks were already done from the creation part.

Every one of the four heuristics (determined by criterion) was tested. The best overall results
for all the requirements had a tree built on the MAE criterion. Trees constructed on RMSE and
RMSLE performed worse (even at themselves) but still outperformed Gaussian. And tree based
on ERD ended up as the worst one and is outperformed by Gaussian distribution. I attribute this
to the fact that the training dataset for the ERD was highly imbalanced and that the criterion
targets the quality of fit instead of the prediction quality.

Two evaluation approaches were used to assess the heuristic. The first one is the same
visualization technique as was used for the second heuristic – figure 5.5. The results for the
MAE criterion (which ended up overall best) may be seen in figure 5.7.

Figure 5.7 The performance of the final heuristic on the H2O AutoML built on the MAE
criterion. The red dotted line represents the model with the default (Gaussian) distribution.
Values above this value are worse, and values below are better. The value is obtained as
(Distribution value / Gaussian value)

Evaluation with the boxplots is backtested with the statistical test. The differences between
Gaussian and the predicted distribution do not follow the normal (Gaussian) distribution, so the
Wilcoxon signed-rank test [34] was used. The null hypothesis was set as the differences between
the predictions ŷ and true values y are symmetric about zero. The alternative hypothesis was
set as less, meaning that the distribution of the differences is less than a distribution symmetric
about zero.

This test was done for all four followed metrics, resulting in four p-values very close to zero.
This means that the null hypothesis can be rejected and indicates that the alternative hypothesis
is likely true – and, in this case, can be confirmed from the boxplots in 5.7.

Regarding those results, I can say that the performance of H2O AutoML has improved by
0-5% in the four followed metrics.
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5.6.4 Rule extraction
Since the heuristic is created and represented by the decision tree, the rule extraction is

simple. Rules are extracted from the tree built with the MAE criterion because it performed
the best in all four metrics. All the nodes are recursively visited – firstly, left nodes, then right
nodes. Within this procedure, rules in the form of Python code are generated with indentation
corresponding to the node depth.

1 if y_skewness <= 0.7:
2 if y_mad <= 0.12:
3 if y_sem <= 0.0:
4 if y_std <= 0.0:
5 return "huber"
6 else: # if y_std > 0.0
7 return " gaussian "
8 else: # if y_sem > 0.0
9 # (...)

Code listing 5.1 Example of the extracted rules

Extracted rules are long, even with only eleven features, consisting of 685 rows. It may be
seen that some rules are futile – for instance, in the code shown in code 5.1, the y sem (Standard
error of the mean) can not be negative (by its definition), and the likelihood that it would equals
to zero is also almost zero. For greater effectiveness and clarity, rules should be pruned manually.
But since this is only a prototype, there is no reason to do that for the thesis.

5.6.5 Conclusion
The results of the third heuristic are positive, meaning the appropriate hyperparameter value

can improve performance. My computer limited me; hence not all the datasets could be processed
(due to size, etc. . . ), and H2O AutoML was strictly confined by the number of models. For
those reasons, the creation of the heuristic should be repeated by H2O, using more powerful
computational devices and more datasets – with the code from the third heuristic. After the
creation, it should be manually reviewed to improve effectiveness and remove futile or very
specific rules.
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Chapter 6

Implementation to H2O AutoML

This chapter describes the prototype implementation of the heuristic to H2O AutoML using
the Python interface of the framework. This is followed by the functionality test with the same
example as in the previous chapter 3.3, but using the distribution proposed by the heuristic.

6.1 Implementation
The interface is Pythonic, but in H2O AutoML, code is translated to the language similar to

Lisp1. Then, those expressions are calculated parallelly on the backend, using MapReduce.
Automated distribution selection is invoked if the distribution hyperparameter is set as esti-

mate. The estimation uses the train method. If, for some reason, estimation fails, the default
Gaussian value is used (for regression tasks), so this solution is safe and, in the worst case,
changes nothing.

The only affected file is h2o/automl/ estimator.py. To the train method, after y validation
(which is the first thing that is being done) is put a small piece of code referring to the new file
distribution.py (code 6.1). There is sent the explained variable in the form of the H2OFrame

(which is a similar structure to the Pandas DataFrame).

1 # (...) y validation
2

3 if self. distribution == " estimate ":
4 self. distribution = distribution_heuristic (self. training_frame [y])
5

6 # (...) rest of the train function

Code listing 6.1 Integration to the existing function train.

This file contains the heuristic in the form of IF. . . ELSE rules generated in the previous chapter
and a function that creates properties of the y (5.2.1). This method returns the estimated
distribution or, in case of a failure, the default value (which is Gaussian) (code 6.2). Note that
all the meta-features calculations are being done only using H2O package, and in one case, using
native Python package math. No external dependencies are required.

1 from math import sqrt
2

3

4 def distribution_heuristic (y):
5

1H2O refers to it as Rapid expression.
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6 quantiles = y. quantile (prob =[.25 , .50, .75])
7 y_q1 = quantiles [0, 1]
8 y_median = quantiles [1, 1]
9 y_q3 = quantiles [2, 1]

10

11 IQR = y_q3 - y_q1
12 outliers = y[(y < (y_q1 - 5 * IQR)) | (y > (y_q3 + 5 * IQR))]
13 y_outliers_ratio = len( outliers ) / len(y)
14 y_std = y.sd () [0]
15 y_mean = y.mean () [0]
16 y_variation_coefficient = y_std / y_mean
17 y_max = y.max ()
18 y_min = y.min ()
19

20 y_kurtosis = y. kurtosis () [0]
21 y_skewness = y. skewness () [0]
22 y_mad = (abs(y - y_median )). median () [0]
23 y_sem = y_std / sqrt(len(y))
24 y_only_integers = 1 if (y.dtype == "int") else 0
25 try:
26 return estimate_distribution ( y_outliers_ratio ,

y_variation_coefficient , y_std , y_mean , y_max , y_min , y_kurtosis ,
y_skewness , y_mad , y_sem , y_only_integers )

27 except ValueError :
28 return " gaussian "

Code listing 6.2 Implementation of obtaining meta-features. Function estimate distribution is
made of generated rules; part of it is in the code 5.1.

6.2 Testing
An example of H2O AutoML was shown in 3.3. I replicate the run, but instead of setting

distribution parameter as auto, I set it as estimate. Based on the properties of the explained
variable, the heuristic proposed a Gamma distribution with that is model trained.

Referring to the leaderboard with the Gaussian distribution 3.1, the value of RMSLE was
approximately 0.407. The RMSLE of the H2O AutoML with the implemented heuristic is 0.399,
so there is a small improvement.

Figure 6.1 Leaderboard of the best models with Gamma distribution, ordered by RMSLE. Ordering
can be changed. Column model id determines the used model; the rest are metrics, described in 1.1.

A far bigger improvement is in the ERD. The value for the Gaussian model was 2.01 · 107

while for the Gamma model, the value is 2.04 · 101, meaning that the model fits the data better
by a tremendous difference.2

2This does not necessarily implicate the improved prediction performance of the model.



Conclusion

This thesis aimed to propose and create a heuristic for the automated hyperparameter se-
lection for the H2O AutoML framework that would improve overall performance. This aim was
fulfilled, and a heuristic in the form of IF. . . ELSE rules was created, using meta-learning and
meta-features based on the benchmarks and tests.

This proposed heuristic improves the performance in four metrics – MAE, RMSE, RMSLE
and ERD making H2O AutoML more accurate in the predictions for a significant proportion of
possible use-cases.

For future work and usage, benchmarks should be done again, using a more powerful compu-
tational device that would allow larger datasets to increase the variety in the creation, making
the heuristic more robust and general.

Also, rules created by the heuristic should be manually reviewed and pruned to achieve greater
clarity and effectiveness.

The thesis also showed other possible approaches to creation, showing why they are unsuit-
able. Anyone who would follow up on this thesis has a solid baseline.
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List of files in attachment

README.md.................................................................. instructions
Dockerfile......................................................to create Docker image
requirements.txt....................................................required packages
AutoML example

H2O AutoML example.ipynb .......... Jupyter notebook with example of H2O AutoML
insurance.csv...............................................data source for example

Data generation
data-generation.ipynb.........Jupyter notebook containing artificial data generation
gen params.csv...........................................meta-data from generation
generators.py..............................generating functions for each distribution

Final heuristic
1 - AML dataset creation.ipynb..........Jupyter notebook with dataset generation
2 - Heuristic.ipynb ........ Jupyter notebook with creation of the proposed heuristic
aml dataset.csv.........................dataset created in the first Jupyter notebook
dataset ids.csv ...................... ids of the regression tasks available in OpenML
failed datasets.csv.................ids of the failed datasets from the first notebook
heuristic.py...................proposed heuristic exported from the second notebook

Implementation
distribution.py .................................. implementation – see instructions
estimator.py......................................implementation – see instructions

other
First heuristic .............source files to replicate the creation of the first heuristic
Second heuristic .........source files to replicate the creation of the second heuristic

thesis.zip ................................................Source LATEX code for thesis
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