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Abstrakt:  Automatické planovani je podobor pocitacovych véd zabyvajici se formalni
specifikaci problému, kterd je nasledovana algoritmickym rozhodnutim, zda-li je néktera
cilovd konfigurace dosazitelna z dané pocatecni konfigurace. Prostredi obsahuje procesy,
nazyvané akce, které, pokud jsou aplikovany, méni jeho konfiguraci. Nejsou-li tyto pro-
cesy deterministické, mluvime o nedeterminstickych akcich nedeterministického prostiedi.
Jedna z pochopitelnych otdazek muze byt, zda-li jsou efekty nékteré akce zvratitelné tak, ze
puvodni konfigurace prostredi pred aplikaci akce je opét dosazena. Tato prace predstavuje
a dokazuje nékolik tvrzeni tykajicich se nedeterministické akéni reversibility kombinaci po-
jmu slabého a silného nedeterministického planovani s reversibilitou deterministicky akci,
ktera jiz byla Siroce studovana a vyvinutou pro deterministické formalismy. Prace také
predklada nékolik procest a algoritmi, slouzicich k rozhodnuti reversibility nedetermini-
stické akce. Poté, prace vyhodnocuje navrzené metody a algoritmy na mnoziné nedeter-
ministickych domén pouzivanych v literature. Nakonec je prace uzaviena shrnutim prinost
této prace a empirickych poznatki dokazujici reversibilitu zkoumanych nedeterministicky
akcl a diskuzi o moznych tématech dalsiho vyzkumu.
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Abstract: Automated planning is a sub-field of computer science which concerns a for-
mal problem specification followed by algorithmic reasoning determining whether the goal
configuration of the environment can be reached from the initial configuration. The envi-
ronment contains processes, called actions, which, when applied, change its configuration.
If these processes are not deterministic, we call them non-deterministic actions of non-
deterministic environment. A legitimate question can be whether the effects of some action
can be reversed, such that we end in the same configuration as before the application of
the action. This work presents and proves multiple claims concerning non-deterministic
action reversibility by combining notions of weak and strong non-deterministic planning
with the action reversibility developed, which has been already widely studied and devel-
oped for deterministic formalisms. It proposes several processes and algorithms to decide
the reversibility of non-deterministic actions. Then, it evaluates proposed methods and
algorithms on a set of non-deterministic domains used in the literature. Ultimately, it con-
cludes with a summarization of the contributions of the work and the gathered empirical
evidence proving the reversibility of investigated non-deterministic actions and discussion
on topics of further research.
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Introduction

Automated planning is a sub-field of computer science which concerns itself with a formal
problem specification followed by algorithmic reasoning to determine whether the goal con-
figuration of the environment can be reached from the initial configuration (Ghallab; Nau;
Traverso, 2004; Ghallab; Nau; Traverso, 2016). There are multiple formalisms describing
environments of different levels of abstraction possessing different expressiveness (Fikes;
Nilsson, 1971; Béckstrom; Nebel, 1995; Russell; Norvig, 2010; Helmert, 2006; Cimatti; Pi-
store; Roveri; Traverso, 2003). Algorithmic reasoning is done in an abstract environment
(modelling the world) defined by the formalism. The environment consists (mainly) of the
states and the actions. The actions define the possible transitions between the states of
the environment through their preconditions and effects. An agent, the entity solving the
problem, may use the actions of the environment to change the environment’s configura-
tion. One of the current research questions of automated planning is to describe when the
action effects do not possess inevitable consequences, as the effects can be undone with
actions of the environment. This phenomenon is frequently referred to by the literature as
the action reversibility—the main topic of this work.

This work builds mainly builds on the research conducted on classical planning (Russell;
Norvig, 2010; Ghallab; Nau; Traverso, 2016) and extends the state-of-the-art work on
the deterministic action reversibility (Morak; Chrpa; Faber; Fiser, 2020; Chrpa; Faber;
Morak, 2021; Faber; Morak; Chrpa, 2021) by adapting introduced notions for the fully
observable non-deterministic planning (Cimatti; Pistore; Roveri; Traverso, 2003), as well
as by proposing new concepts which are able to deal with the stochasticity of actions’
effects.

In the first chapter, the necessary terminology and formal definition of Simplified Action
Structures (Béckstrom; Nebel, 1995) and Fully-Observable Nondeterministic (Cimatti; Pi-
store; Roveri; Traverso, 2003) formalisms used in automated planning is presented. Up to
a difference in the actions of both formalisms, the formalisms are the same. The only dif-
ference lies in the stochasticity of actions. Actions of classical planning are deterministic,
meaning they have only one, completely predictable outcome; whereas actions of fully ob-
servable non-deterministic planning may have multiple, completely expectable outcomes.

It is followed by a chapter devoted to the introduction of the action reversibility. At the
beginning of the chapter, an overview of the state-of-the-art literature related to the action
reversibility is presented. In the rest of the chapter, the deterministic action reversibility
is outlined and definitions of the action reversibility for fully observable non-deterministic
planning, which are adaptations of definitions of deterministic action reversibility, are
presented. Together with the definitions, multiple claims and corollaries concerning non-
deterministic action reversibility are provided. At the end of the second chapter, some
complexity results of deterministic action reversibility are put forward, followed by a hy-
pothesizing about the complexity of the non-deterministic action reversibility.



2 Introduction

The third chapter extends existing knowledge, especially algorithms, designed to work
with investigated formalism. It puts forward several novel propositions (as well as algo-
rithms) usable for determining the reversibility of non-deterministic actions. It starts with
an algorithm deciding a class of non-deterministic action reversibility. The algorithm is an
adaptation of the deterministic variant of Chrpa; Faber; Morak (2021), and it is invented
together with a few lemmas which it utilizes. Then, methods for another class of non-
deterministic action reversibility are elaborated on, showing that only particular actions
may be a part of this class. Therefore, for these actions, more theorems are proven. Fur-
thermore, they are utilized to devise processes for proving the membership of the action
to the class of the non-deterministic action reversibility. The chapter concludes with a
scheme of a process for an incomplete non-deterministic action reversibility decision.

Experiments conducted for the purpose of this work are described in the fourth chapter.
It firstly explains how the experiments were conducted. Later, an explanation of the do-
mains used in this work is provided. It hypothesizes about the action reversibility of the
researched domains. Furthermore, the chapter contains two tables showing empirical evi-
dence gathered from the experiments. The first table lays out the overall results of action
reversibility, whereas the second one summarizes the results regarding ¢-reversibility. The
chapter concludes with a section dedicated to a discussion on insufficiencies and possible
improvements of the implementation, as well as on insufficiencies of the presented theory
and its consequences. In the end, various applications of the action reversibility are put
forward.

Finally, the last, concluding, chapter summarises the work, achieved theoretical and ex-
perimental results and proposes research topics requiring further investigation.



Chapter 1

Preliminaries

Before we discuss the action reversibility, we have to clear the grounds and properly define
all notions and notations that are used later in this work.

The clarification is opened with an elaboration on the mathematical basics, namely on the
sets, operations over them and sequences. It is followed by a section devoted to proposi-
tional logic, which is used in multiple occasions in this work.

1.1 Sets and Relations

This work provide no formal definitions concerning sets and sequences. The reader is
referred to the work of Demlova (1999). It provides formal definitions of many notions
related to sets and operations over them. One notation, that is ambiguous in the literature
and needs clarification, is a power set—the set of all subsets. The work of Demlova (1999)
uses P(X) as a notation for the power set P(X) of the set ¥ and this work adopts it.
Later, it defines another mathematical concept — the relation. In the end of the chapter
of dedicated to the relation, a partially-ordered and totally-ordered sets are formalised.

This work frequently operates with the mathematical concept of sequence. Unfortunately,
in the work of Demlova (1999), the definition of the sequence is missing. Informally, in
this work, a sequence is considered a function that maps integers on the set of elements
that may be contained in that sequence. They are enclosed in angle braces ( and ) and the
sequence of elements a; of the length n is denoted as (a1, ag, ..., an—1,a,). In this case, the
element a; of the sequence is the first element of the sequence and the element a,, is the
last element of the sequence. A concatenation of two sequences a and b, denoted as a™b,
is, informally, a sequence where the elements of both sequences are present, the ordering
of both sequences is preserved and new ordering is “added” such that each element of the
sequence qa is ordered before each element of the sequence b.

In this work, a notion of ordered tuples is also used. We disclaim that there is no difference
between an ordered tuple and a sequence; but, this work uses tuples typically for a short
sequences — like pairs, triplets and quadruples. Sequences, denoted with angle braces, will
be used, once the solutions concepts, typically utilizing long sequences, are introduced.

3



4 Chapter 1. Preliminaries

1.2 Propositional Logic

To avoid any misunderstanding, this section formally presents definitions of propositional
logic taken from the work of Demlova (1999). It also points out a few notions of proposi-
tional logic, which are used in this work however are not defined in it, with a reference to
the work of Demlova (1999).

To be able to compactly represent situations of and conditions on various phenomena
of inspected formalisms, we later define a propositional logic bounded to a particular
(deterministic or stochastic) planning domain. In order to do so, we need to know what
a propositional formula is. The following definition is taken from the work of Demlova
(1999).

Definition 1.1. Let X be a non-empty set of elementary statements. A finite sequence
of elements of the set X, of logical connectives =, A, V, =, < and parentheses is called a
propositional formula (or shortly a formula), if it is formed by the following rules:

1. Every elementary statement ¢ € ¥ is a propositional formula.

2. If 1, 9 are propositional formulae, then so are (—¢1), (p1Ap2), (91Ve2), (P1 = ¥2)
and (1 < p2).

3. Only sequences that were formed by using finitely many applications of rules 1 and
2, are propositional formulae.

The set of all propositional formulae, that we formed from the elementary statements
from the set ¥ is denoted by P(X).

As Demlova (1999) states, formulae formed by using finitely many applications of the rules
1 and 2 in of the definition 1.1 may contain unnecessary parentheses. If it is unequivo-
cally clear what formula is meant even without them, we can omit them and “relax” the
structure of the formula.

We skip the definitions of the truth valuation of the formula, of the tautology and of
the contradiction, as it is considered a general knowledge. For more detail, the reader is
referred to the work of Demlova (1999). In an addition to the notation of Demlova (1999),
we add notations representing the contradiction by a symbol L and the tautology by a
symbol T.

One of the last concepts defined in this section is a semantical consequence. It is a concept
describing what has to necessarily hold if a set of assumptions is satisfied. The notion will
be frequently utilized when reasoning about the notions of automated planning.

Definition 1.2. Let ¢ be a formula and ® be a set of formulae. We say that the formula
¢ is a semantical consequence of the set of formulae ®, (or that ¢ semantically follows
from the set ®), denoted as ® |= ¢, if and only if ¢ is true for every truth valuation for
which every formula of the set ® is true.

If the set ® has only one element ¢, then we can write ¢’ = ¢ instead of {¢'} = ¢; and
the same thing is meant.

Ultimately, a definition of a semantical equivalence follows. If two formulae are semantically
equivalent, then we can substitute one with another without any outcome from the point
of view of propositional logic.
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Definition 1.3. Let ¢ and ¢ be formulae. We say that the formula ¢ is semantically
equivalent to the formula 1, denoted as ¢ H v, if and only if ¢ =1 and ¥ = ¢.

There are many corollaries and propositions about semantical consequence and equiva-
lence. Similarly to sets and relations, this work does not provide them and the reader is
referred to the work of Demlova (1999), as a few of them are exploited in the rest of the
work.

1.3 State Variables

The work now moves to a part where two formalisms on which we focus in this work are
defined simultaneously.

1.3.1 State Variable

The first formalism is the one mostly used in this work. It was developed for the purposes of
automated planning and aims for dealing with a possibility of expectable non-deterministic
behaviour of the environment it describes. The assumptions on the formalism are that the
environment is fully observable (meaning the agent has an complete information about the
environment which surrounds it) and non-deterministic. The non-determinism of the envi-
ronment is modeled by stochastic action effects. We have described them as expectable due
to a reason that the agent is provided of all possible random behaviours which may occur.
Thanks to these two key properties, the field is named fully observable non-deterministic
planning (Cimatti; Pistore; Roveri; Traverso, 2003).

The second formalism concerns classical planning, since fully observable non-deterministic
(FOND) planning can be viewed as an extension of classical planning (Russell; Norvig,
2010) where actions may have multiple possible outcomes. In the literature, there are
two main formalisms defining the classical planning: Stanford Research Institute Problem
Solver (STRIPS) formalism (Fikes; Nilsson, 1971) and Simplified Action Structures (SAS™)
formalism (Béckstrom; Nebel, 1995). Both formalisms have the same expressive ability,
therefore one can be substituted with another without any information loss. One can define
FOND formalism by extending either STRIPS or SAST formalism to allow stochastic
action effects. Such extended STRIPS-based and SAS™-based FOND formalisms still have
the same expressive abilities. For the purpose of this work, SAST-based FOND formalism
is selected and it is formally defined in the following sections. Due to this reason, SAS™
formalism will be defined simultaneously as well.

A foundation of both formalisms is a state variable. It is a structure with a purpose to
capture varying situations of a specific components or parts of the modeled environment.
Such varying situations are described by values. Values of the variable together make up
a domain of the variable.

Definition 1.4. Let v be a state variable (or simply a variable). A non-empty set
containing all possible objects assignable to the variable v, denoted as dom(v), is called
a domain of the variable v. The object @ € dom(v) assignable to the variable v is
called a value. An ordered pair of the variable and of the value assigned to it, (v, x),
x € dom(v), is called a fact. The set of all facts of the of set variables V, denoted as
F(V), is the set F(V) = {(v,z) |v € V,z € dom(v)}.
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1.3.2 Variable Assignment

A single variable is rarely enough to describe the whole environment. Hence, multiple
variables are used to capture all parts of it. Such variables are usually contained in a
structure called variable assignment.

Definition 1.5. Let V be a set of variables. A set of ordered pairs ¥ = {(v,z) | v € V,z €
dom(v)} is called a variable assignment over the set of variables V if and only if for
all (v,z) € ¥ it holds that Va’ € dom(v) \ {z} : (v,2") ¢ X. The value of the variable v
in the variable assignment X, denoted as X[v], is equal to x if and only if (v,z) € 3.

According to definition 1.5, a variable assignment may assign values only for a few variables
out of all variables available. For a convenience reason, the following definition of a new
notation enables to refer to the assigned variables in an easy way.

Definition 1.6. Let ¥ be a variable assignment over a set of variables V. A set of all
variables assigned in the variable assignment ¥, denoted as vars(X), is defined as
vars(X) = {v | (v,x) € s}.

If a variable assignment assigns all possible variables of the set V', then we say that the
assignment is complete, meaning that no other variables can be assigned to it (since
there is no unassigned variable left). Analogically, if there is some unassigned variable,
we speak about partially assigned variable assignment, or simply about a partial variable
assignment.

Definition 1.7. A variable assignment X over a set of variables V is called a complete
variable assignment over the set of variables V if and only if vars(¥) = V. A variable
assignment is called a partial variable assignment if and only if it is not a complete
variable assignment.

Given the preceding definitions, the amount of possible complete assignments over partic-
ular set of variables V is limited. Following definition sets a notation of such a set.

Definition 1.8. Let V be a set of variables. The set of all complete variable as-
signments over the set of variables V, denoted as S(V), is the set S(V) = {¥ | ¥ €
P{(v,z) | v e V,z € dom(v)}),vars(¥) = V}.

1.4 Actions

1.4.1 Definition

We follow with a definition of an action. In FOND planning, each action have its pre-
conditions and, as previously outlined, one or more possible effects. On the other hand,
SAST actions do not have multiple possible effects, but exactly one (which can also be
empty). In both formalisms, action’s preconditions and effects are represented by variable
assignments.

Definition 1.9. Let V be a set of variables. An action a over the set of variables V is an
ordered pair (pre(a), eff (a)), where
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o pre(a) is a variable assignment over the set of variables V), called a set of precon-
ditions of the action a, and

o e¢ff(a) is a non-empty set of variable assignments over the set variables V), called a
set of possible effects of the action a, where |eff(a)| is number of stochastic
outcomes of the action a.

When there is only one possible effect of the action, then we speak about a deterministic
action, because there is no stochasticity in its behaviour or application. The deterministic
FOND action is equivalent to the action of SAS™ formalism.

Definition 1.10. Let a = (pre(a), eff(a)) be a action. The action a is called determin-
istic if and only if |eff(a)| = 1.

If an action has a variable in the preconditions or in effects, the variable is relevant for the
action. If it does not, the action neither depends on it nor changes it. One can imagine
that the set of variables related by the action will be referred to, as it represents a helpful
notion.

Definition 1.11. Let a be an action. A set of variables relevant for the action a,
denoted as vars(a), is a set vars(a) = vars(pre(a)) UUee g (q) vars(e).

1.4.2 Determinization

We also define a way of creating multiple deterministic actions from a stochastic FOND
action. The deterministic variants of the stochastic actions have same preconditions as
the stochastic action, but only one of its possible effects. The resulting actions are called
determinizations.

Definition 1.12. Let a be an action. A determinization of an action a with a respect

to the effect e, denoted as a?, is an action a? = (pre(a), {e}), where e € eff(a) is a possible
effect of the action a.

1.4.3 Action Applicability

Now, it is necessary to define how preconditions and effects of actions reflects possible
changes of the environment. In order to allow action to modify the environment, its pre-
conditions have to be satisfied in a current configuration of the environment. The notion
is formally stated in the following definition.

Definition 1.13. Let V be a set of variables, a = (pre(a), eff (a)) be an action over the
set of variables V and ¥ be a variable assignment over the set of variables V. We say that
the action a is applicable in the variable assignment X if and only if pre(a) C .

Also, to simplify the notation of the work, a definition of a set of applicable actions in a
particular variable assignment is utilized.

Definition 1.14. Let X be a variable assignment. The set of applicable actions in
the variable assignment ¥ from the set of actions A, denoted as a(X,.A), is the
set a(X,A) ={a|a€ A, pre(a) C 3}
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1.4.4 Application of Deterministic Action

When any action has only one effect, we speak about a deterministic action. The result
of its application in any variable assignment which satisfies its preconditions is unambigu-
ous. The result contains the same facts as the previous assignment, but for each variable
mentioned in the effects of the action, the previous value of that variable is replaced with
the value from the effects.

Definition 1.15. Let V be a set of variables, a = (pre(a), {e}) be a deterministic action
over the set of variables V and ¥ be a variable assignment over the set of variables V in
which the action a is applicable. The application of the deterministic action a in
the variable assignment ¥, denoted as v(X, a), is the variable assignment (¥, a) =
eU{(v,z) | (v,z) € X,v ¢ vars(e)}.

Note, if the deterministic action a is not applicable in the variable assignment 3, then the
application of the action a in the variable assignment > is undefined.

A variable assignment related to the application of the deterministic action is a set of
facts that necessarily hold after the application of the action. Intuitively, the set contains
all effects of the action and preconditions which were not overridden. Also, the set of
facts that hold after the application of a deterministic action is equal to the result of the
application of the deterministic action in its preconditions.

Definition 1.16. Let a = (pre(a), {e}) be a deterministic action. A set of facts that
necessarily hold after the application of the deterministic action a, denoted as
ha(a), is the variable assignment ha(a) = v(pre(a), a).

1.4.5 Application of Stochastic Action

As formerly defined, a stochastic action is an action that is not limited in the amount of
possible effects, as long as it has at least one. In that case, its application may result in
multiple outcomes—one for each possible effect. Each possible outcome then corresponds
to an assignment arising as a result of the application of the corresponding determination
of the stochastic effect.

Definition 1.17. Let V be a set of variables, a = (pre(a), eff (a)) be an action over the
set of variables V and X be a variable assignment over the set of variables V in which a is
applicable. The application of the action a in the variable assignment 3, denoted
as 6(X, a), is the set of variable assignments §(X,a) = {y(Z,ad) | e € eff(a)}.

Equivalently to the definition of ~, if the action a is not applicable in the variable assign-
ment Y, then the application of the action a in the variable assignment Y is undefined.

While both stochastic and deterministic action belong to FOND planning, classical plan-
ning allows only the deterministic variant. This only difference between formalisms is
small, yet has wide and significant consequences and allows to model environments which
classical planing cannot describe.
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1.5 Domains and Tasks

1.5.1 Domain

Now, once actions and variables are defined, we have completely described the environ-
ment of both SAST™ and FOND formalisms. Possible configurations of the environment are
described by complete variable assignments, called states, and the way how the environ-
ment changes is modelled with actions. Together they form a model of the environment,
called a domain of the environment. The domain is a formal description of the real envi-
ronment and enables automated and algorithmic problem solving of an arbitrary described
environment.

Speaking of FOND and SAS™ formalisms, domains, as already noted, differ only in the
stochasticity of the allowed actions. For clarity, we provide both formal definitions. When
the keyword SAS™ or FOND is missing, the stochastic variant is meant, as it is more
general then the other one; unless the context clearly implies the second, deterministic
one.

Definition 1.18. A (FOND) planning domain D is an ordered pair (V,.A), where

e V is a finite set of domain variables,
e Ais a set of actions over the set of variables V.

Definition 1.19. Let D = (V, A) be a planning domain. The planing domain D is a
SAST planning domain if and only if all actions in .4 are deterministic.

1.5.2 State

When any complete (respectively partial) variable assignment describes the configuration
of the environment, it is referred to as a state (resp. a sub-state) of the domain modelling
the environment.

Definition 1.20. Let D = (V, A) be a planning domain. A state s of the domain D is a
complete variable assignment over the set of variables V. A sub-state s’ of the domain
D is a partial variable assignment over the set of variables V.

As states correspond to possible configurations of modelled environment, they are assumed
to be reasonable. Sometimes, this might not be the case. Therefore, in the literature, there
are also alternative versions of definitions of planning domains which incorporates the
set of states directly in the domain definition as a subset of possible complete variable
assignments. Consequently, this allows to forbid some complete variable assignments from
being states. For example, to filter out unreasonable configurations. However, in this work,
we did not settle for such an approach and we delegate the issue of unreasonable states to
the domain engineering.

1.5.3 Formulae over Domains

This work utilizes propositional logic to reason about states and the later defined solution
concept. Hence, the following definition of formulae over the elementary statements present
in the domain is needed. It describes and restricts a set of formulae serving that purpose.
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Definition 1.21. Let D = (V, A) be a planning domain. A set of all propositional formulae
over the domain D, denoted as P (D), is a set of propositional formulae P(F(V)) over the
set of facts F(V), where each fact (v,z) € F(V) is considered as an elementary statement.

One of the previous paragraphs claimed that states of the domain describe a particular
configuration of the environment. Thus, a formula expressing the exact configuration would
be convenient. It is obvious, that the formula has to require all facts (resp. corresponding
elementary statements) in a conjunction. The definition 1.22 defines it formally.

Definition 1.22. Let D = (V, A) be a planning domain and ¥ be a variable assignment
over the variables V. A formula derived from the variable assignment ¥, denoted as ¥ (%),
is propositional formula over the domain D such that ¥(X) € P(D) and ¥(¥) = A ¢, f-

1.5.4 Task

In general, automated planning concerns of a plan finding—beginning in the initial state
to any possible goal state in an abstract space defined by the domain. Such typical prob-
lem of automated planning is usually called planning task or planning problem. From the
theoretical point of view, the only difference between FOND and SAS™ planning tasks is
in the domains.

Definition 1.23. A (FOND) planning task 7 is an ordered triplet (D, sy, G), where

e D=V, A)isa (FOND) planning domain,
e s7 € §(V) is an initial state and
e G CS(V)is aset of goal states.

Definition 1.24. Let 7 = (D, s;, G) be a planning task. The planing task 7 is a SAST
planning task if and only if all the planning domain D is the SAS™ planning domain.

1.6 Solution Concepts

Now that task is clear, appropriate structures able to describe the solutions—a ways how
to get to some goal state from the initial state—are necessary. These structures will be,
in general, referred to as solution concepts.

1.6.1 Plan

If we take into account classical planning, then the solution concept is straightforward.
As the formalism does not contain any stochasticity, no random phenomenon may occur.
Hence, the solution of the task does not have to react to the randomness and it can be
a simple sequence of appropriate actions in a right order. Such sequences of actions are
called plans.

Definition 1.25. Let D¢ = (V, A%) be a SAST planning domain. A sequence of actions
7w ={ay,...,a,), Vi € N,1<i<n:a; € A% is called a plan for the planning domain D¢
and the length of the plan & is n. The plan 7 is called empty if and only if it is an
empty sequence. Otherwise, the plan 7 is called non-empty.
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In the literature, this is called a totally-ordered plan. Alternative to the totally-ordered
plan is a partially-ordered plan (Nguyen; Kambhampati, 2001), which is represented by a
partially-ordered multi-set of actions rather than the totally-ordered sequence of actions.

In order to solve the planning task, we seek a plan which transforms the initial state to
some goal state. The transformation is done through consecutive application of actions of
the plan. This is called an application of the plan.

If the plan is empty, then, intuitively, the state is not transformed at all.

When there is at least one action to apply, we firstly apply the first of them and then
recursively apply the rest of actions on the resulting state.

Similarly to the application of the action, the variable assignment ¥ is required to satisfy
the preconditions of the first action of the sequence. If this condition is violated, then the
application of the non-empty plan is undefined.

Definition 1.26. Let D¢ = (V, A%) be a SAST planning domain, ¥ be a variable as-
signment over the variables V, m = (aj,as,...,a,) be a non-empty plan for the domain
D? and 7’ = () be an empty plan for the domain D?¢. An application of the empty
plan 7 in the variable assignment ¥, denoted as (X, ()), is the variable assignment
v(3,()) = X. An application of the non-empty plan 7 in the variable assignment
Y in which the action a; is applicable, denoted as (X, ), is a variable assignment

7(2577) = ’7(7(27 a1)> <CL2, BE) CLn))

Now, that we are able to describe multi-step transitions between the states of the domain,
the states of the domain with a respect to the planning problem can be split into two
disjoint groups—a reachable and an unreachable states.

Intuitively, a reachable state is a state which can be visited by applying some sequence of
actions to the initial state of the problem. If there is no sequence of actions achieving the
state, then it is unreachable.

Definition 1.27. Let 7¢ = (D%, 57, G) be a SAST planning task and s € S(V) be a state
of the planning domain D?. The state s is reachable in the planning task 7¢ if and only
if exists a plan 7 for the domain D¢ such that ~v(sr,m) = s. Otherwise, it is unreachable.

Focusing on the goal states, if some of them is reachable, the planning task is considered
solvable, as there is at least one plan (in this case called a goal plan) which achieves some
goal state. On the other hand, if none of the goal states is reachable, then the task is
unsolvable.

Definition 1.28. Let 7% = (D%, s7,G) be a SAST planning task. The task 7 ¢ is solvable
if and only if some goal state s¢ € G is reachable in the planning task 7¢. Otherwise, it
is unsolvable.

A such plan achieving any of goal states is a desired solution of the problem which is
searched. That is why it is called a solution or a goal plan of the planning task.

Definition 1.29. Let 7¢ = (D% s7,G) be a solvable SAST planning task and 7 be a
policy for the planning task D¢. The plan = is called a goal plan or a solution of the
planing task 7 if and only if holds that ~(s;,m) C G.
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The problem of finding of any solution of classical planning problem can be considered as
the main problem of classical planning. It is an active field of research and it has already
been widely investigated, yet it still has many unsolved challenges (Richter; Westphal,
2010; Helmert; Sievers; Rovner; Corréa, 2022; Corréa; Seipp, 2022; Christen; Eriksson;
Pommerening; Helmert, 2022).

1.6.2 Policy

Moving to a second and more important solution concept of this work—a policy. In a
contrast to classical planning and to the plan, FOND planning allows certain degree of
stochasticity, which is not in a full control of the agent. Hence, a simple totally or partially-
ordered sequence of actions may not be enough to successfully solve the task. When the
agent wants to apply any non-deterministic action, he has no guarantee in which environ-
ment configuration he will have to act next time. Therefore, a solution concept able to
react to the immediate situation is needed. Such concept is more general than the plan
itself and is called a policy.

It allows to select a proper action based on the state in which the agent is in a particular
situation when it should act. Notice, that the policy does not provide a memory or any
similar concept, that would enable to behave conditionally and react to the past. Such
concept would be more general then the policy as we defined it and it would allow more
advanced strategies. Similarly to Markov Decision Process (MDP) (Russell; Norvig, 2010;
Mausam; Kolobov, 2012), the agent acts based on the information of the current situation
only, as no information about his previous decisions or about the previous configuration
of the environment is provided to him.

Definition 1.30. Let D = (V,.A) be a planning domain. A policy IT for the domain
D is a binary relation over the set of states S(V) and the set of actions A such that
IT C {(s,a) | s € S(V),a € a(s, A)}. The set of all states related in the policy II,
denoted as o (II), is a set of states o(I) = {s | (s,a) € IT}.

The notion of policy following is analogous to the plan following. In each step, instead of
blindly applying the actions of the plan, we apply an action for which the pair of current
state the agent is in and of the action is in the policy.

A special case of the policy following is to follow it for zero steps. It is, as an intuition
guides us, defined as doing nothing.

Once the zero-step application is defined, a recursive definition of the n-step application
may be used. Informally, n-step (where n is a natural number greater than zero) application
of the policy II is defined as a union of the sets of states which are results of the application
of related actions in the states that are results of (n — 1)-step application.

Definition 1.31. Let D = (V,.A) be a planning domain, s € S(V) be a state of the
domain D and II be a policy for the planning domain D. A 0-step application of the
policy IT in the state s, denoted as §°(s, IT), is the set states 6°(s,II) = {s}. Let n be
a positive integer. An n-step application of the policy II in the state s, denoted as

o"(s, II), is the set 0" (s, IT) = Ugegn-1(5,m) Uaefa|(s7,0)em,s7=s3 (5", @)

As a consequence of the previous definition, there are some states of the domain which are
at least in one of the sets of n-step application (given n is natural number and application
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start in some state). In such a case, these states are called reachable by the particular
policy.

Notice the discrepancy between the reachability in classical and FOND planning. The
reachability in classical planning characterizes the property of the states in domain not
bounded to the particular plan, while the reachability in FOND planning (at least as we
defined it) is bounded to the particular policy. This is caused by non-determinism of the
formalism, as not all states related in the policy must be visit during acting.

The analogous notion for classical planning is called a state trajectory—a sequence of
states which are visited during plan application in some (mostly in the initial) state.

Definition 1.32. Let D = (V, A) be a planning domain, s € S(V) and s’ € S(V) be a
state and II be a policy for the planning domain D. We say that s’ is reachable from s
with a policy IT if and only if exists non-negative integer i such that s’ € 6°(s, II).

There is another interesting group of states among the reachable states. The states of
that group are interested in a way that they are reachable, but, since there is no state-
action pair concerning them, no other states are reached from them. Such states are called
terminal, as we now state formally.

Definition 1.33. Let D = (V, A) be a planning domain, s € S(V) and s’ € S(V) be a
state for the domain D and II be a policy for the planning domain D. We say that s’ is
a terminal state for the policy II with respect to the state s if and only if s is
reachable from s with the policy IT and s’ ¢ o(II). The set of all terminal states for
the policy II with respect to the state s is denoted as 7(I1, s).

The work of Cimatti; Pistore; Roveri; Traverso (2003) focusing on the research of FOND
formalism introduced weak, strong and strong cyclic planning. Informally, notions of the
weak planning and weak solutions is concerning situations when there is a possibility
of reaching some target configuration of the environment. So called strong (acyclic) and
strong cyclic planning and solutions are describing situations when it is guaranteed to
reach some target configuration of the environment, no matter what stochastic effects
occur. The distinction between acyclic and cyclic strong solutions lies in the possible
cyclicity of the solutions navigating the agent to target configurations. When the agent
cannot reach the state in which he has been before, then we speak about strong (acyclic)
solutions; otherwise, we speak about the strong cyclic solutions.

This work adopts the idea, but does not distinguish between cyclic and acyclic solutions.

Definition 1.34. Let 7 = (D, s;, G) be a planning task and II be a policy for the domain
D. The policy IT is called a weak goal policy for the task 7 if and only if 7(II, s;) NG # 0.

Definition 1.35. Let 7 = (D, s;, G) be a planning task and II be a policy for the domain
D. The policy 11 is called a strong goal policy for the task 7 if and only if 7(II, s;) C G.

The task of FOND planning is considered solvable, if there is an arbitrary way how to
reach any goal state. This is in a coincidence with an existence of weak goal policy of the
same task.

Definition 1.36. Let 7 = (D, s;, G) be a planning task. The task 7 is called solvable
if and only if exists a weak goal policy for the task 7. Otherwise, it is called unsolvable.
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A policy can contain multiple state-action pairs which are not necessary for the purpose
of the policy. Imagine the situation where there is a policy II which terminates in some
state we want to reach from some beginning® state. Such policy can be extended by any
pair (s,a) such that s is not reachable from the beginning state by the policy II. The
policy IT U (s, a) still terminates in the desired state, since the pair (s,a) is, in this case,
irrelevant. However, in some situations, such irrelevant actions may cause a problem. For
example, when combining policies together. The process of removal of such problematic
actions is described in the following definitions.

Definition 1.37. Let D = (V, .A) be a planning domain and II be a policy for the planning
domain D. The policy IT’ for the domain D is called the refinement of the policy
IT with respect the set of states X, denoted as p(Il, X), if and only if II' = p(II,X) =
{(s';a) | (§,a) € II,s € X, ¢ is reachable from s with the policy II}.

The last notion defined in this section is implicitly-defined policy. It will become useful
afterwards, as it will simplify notations and explanations when constructing new policies.
The following definition provides a recipe how to construct explicitly-defined polices as
in the definition 1.30, but from a set of pairs of propositional formulae and actions. The
(explicitly-defined) policy is constructed in such a way that for each pair of propositional
formula and action, each pair of the state, which models the propositional formula, and of
the action is added to the policy.

Definition 1.38. Let D = (V,.A) be a planning domain, ® be a set of pairs (¢, a), where
¢ € P(D) is a propositional formula over the domain D and a € A is an action such that
© | ¥(pre(a)), and II be a policy for the domain D. The set ® is called an implicitly-
defined policy for the domain D and it is equivalent to the (explicitly-defined) policy
I = Ugacal(s,a) | s € S(V),s £ p}. We also say that the set ® implicitly defines
the policy II.

Notice, that the notation s = ¢ is valid, since the variable assignment is a set of facts and
each fact is an elementary statement. The notation {U(s)} = ¢ or ¥(s) = ¢ would work
the same, but since s = ¢ works, we have settled with it.

Since, for any propositional formula, there is infinitely many semantically equivalent formu-
lae, it is no surprise of validity of an analogous concept for the implicitly-defined policies.
Given an implicitly-defined policy, we can construct a new and equivalent policy, by a sub-
stitution of arbitrary propositional formula with another semantically equivalent formula,
for example with its conjunctive or disjunctive normal form.

Furthermore, if some formula of an implicitly-defined policy is in a disjunctive normal
form, we can split the disjunction into multiple formula-action pairs which can replace the
former one.

By other similar tricks, an implicitly-defined policy can contain formulae which are trivial
conjunctions of elementary statements only. After all, even the explicitly-defined policy
can be viewed as an implicitly-defined one, up to a trivial operation ¥ which transforms
states into a formula of conjunction.

1'We deliberately avoid the word “initial” here to distinguish the state from the initial state of the task,
since policies can and will be utilized more widely than being a solution to the planning task only.
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Properties of Policy

For the purpose of later proven lemmata and theorems, this part of the work present
multiple claims about policies, and especially what happens if they are merged together.

Notice, that due to the definition of the policy, it may happen that for a particular state,
multiple actions may be selected. This property have several positive and negative conse-
quences.

One of the positive consequences is that we can simply unify two policies together, without
being necessary to deal with a conflicts, if there is some state for which different action is
selected. This means that for any two policies the union of them is also a policy.

In either case, the set of all states related in the union of two policies is equal to the union
of sets of all states related in both policies.

Lemma 1.1. Let D be a planning domain. Then, for any two policies 111,11y for the
domain D holds that o(I1; UIly) = o(I1;) U o(Il2).

Proof. o(IT; UIly) = {s | (s,a) € I UIla} = {s | (s,a) € II1} U{s | (s,a) € IIs} =
o(Il;) U o(Ig). O

One of the negative consequences will arise when we have to act according to the policy.
If for a particular state the policy contains multiple actions, then it is not clear which of
them should be selected by the agent. In our case, we allow a selection of any of them,
since definition 1.31 considers all options.

A trivial observation is that there is no state that is related by the policy and also is
a terminal state of that policy with respect to any state of the domain. Without any
extensive proof, we argue that the observation simply follows from the definitions.

Corollary 1.2. Let D = (V,.A) be a planning domain and s € S(V) be a state of the
domain D. For any policy I1 for the planning domain D it holds that o(I1) N 7(IL, s) = (.

Proof. Trivial, from definitions of 7 and o. O

A direct utilization of corollary 1.2 is in a combination with lemma 1.1. These two together
proves that any state related in either policy cannot be a terminal state of a general, unified
policy and vice versa. This conclusion is trivial, yet will be frequently referred to in this
work.

Lemma 1.3. Let D = (V, A) be a planning domain and s € S(V) be a state of the domain
D. For any two policies 11,1y for the planing domain D it holds that (o(Il;) U o(1l2)) N
T(H1 UHQ,S) = 0.

Proof. Trivial, from lemma 1.1 and corollary 1.2. O

Another presented property is also concerning terminal states of the policy of the union.
It argues that terminal states of the policy of the union necessarily contains the terminal
states of both policies up to the states related in both policies.
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Figure 1.1: Counter-example for the proof of proposition 1.5.

Proposition 1.4. Let D = (V,.A) be a planning domain and s € S(V) be a state of the do-
main D. For any two policies I11, Iy for the planing domain D holds that (T(111, s) \ o(Il2))U
(t(Ilg, s) \ o(I11)) C 7(IT; UIly, s).

Proof.

Since adding any valid pair to any policy cannot disrupt reachability of any previously
reachable state, the set of all reachable states from the state s by the policy II; U Il
necessarily contains all states reachable from s by the policy II; (resp. Ilz); and therefore,
the also all states of 7(Ily, s) (resp. 7(Ilg, s)) as well.

Consider a state s’ € 7(IIy, s). Because o(Il; UIly) = o(Il;) U o(Il3) and s" ¢ o(I1;)
(see lemma 1.1 and corollary 1.2), s’ € o(II; UIly) if and only if s’ € o(Il2). Since s’ is
reachable from s by the policy II; U Ily (see the first paragraph of this proof) and due
to the definition of 7, we get that s’ € 7(II; U Ily,s) if and only if ' ¢ o(Il3). From
these claims one can derive that 7(II1,s) \ o(Ilz) C 7(II; UIly, s). The same claim can be
derived for 7(Ilg, s) \ o(Il;) symmetrically. Hence, (7(Il1, s) \ o(Il2))U(7(Il2, s) \ o(I11)) C
T(Hl U I, S). L]

We have also investigated whether there is an equality between the sets (7(I1y, s) \ o(Il2))U
(1(I12, s) \ o(I1})) and 7(II; UIIy, s). A counter-example against the equality immediately
follows in a proof of proposition 1.5.

Proposition 1.5. Let D = (V, A) be a planning domain and s € S(V) be a state of the
domain D. There are two policies 11y, Iy for the planing domain D such that T(I1;UIls, s) #

(r(I1, 8) \ o (Il2)) U (7(IT2, s) \ o(T11)).

Proof.

Figure 1.1 shows two policies II; and Il on eight states in a directed graph. The states are
represented by vertices and state-action pairs of policies by edges. Labels of edges indicate
the affiliation to the policy II; or Ils.

It can be seen that s5 € 7(I1;UIly, s1), but neither s5 € 7(II1, s1) nor s5 € 7(Ila, s1). Hence,
sy & (I, s1) UT(Ia, s1) 2 (7(I11, s1) \ o(Il2)) U (7(Ilg, s2) \ o(I1})), and 7(I1; UIla, s1) #
(T(Iy, 51) \ o(Il2)) U (T(Il2, 51) \ o(ILy)).

O]
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1.7 Abstraction

For a purpose of one latter theorem, a definition of a projection abstraction of planning
domain’s state space is put forward. By a state space we basically mean an directed multi-
graph, where vertices are the states of the domain and edges are the transitions between
them induced by applications of available actions.

Definition 1.39. Let D = (V,.A) be a planning domain. A state space of the domain
D is edge-labelled directed multi-graph (S(V),{(s,a,s’) | s € SV),a € A, s € §(s,a)}).

A function that puts focus only on some of the variables of the domain is called projection
mapping. It maps a state of the domain to some sub-state which has the same facts as
the mapped state, but only if the variable of that fact is in that focus of the function.
Following definition is a formal definition of this idea.

Definition 1.40. Let D = (V, A) be a planning domain and V' C V be a set of variables.
We say that My : S(V) — S(V') is a projection mapping, where for any s € S(V)
holds My (s) = {(v,z) | (v,z) € s,v € V'}.

Finally, an abstraction of the state space can be defined. Informally, it is a simpler state
space, which focuses only on some variables of the domain, while preserving all previously
existing directed edges. It can be seen as an operation on the former state space which
merges some states which have the same values of given variables while keeping all of the
edges that has been previously present in the multi-graph.

Definition 1.41. Let D = (V, A) be a planning domain and V' C V be a set of variables.
A projection abstraction for the domain D with a respect to the set V' is a edge-labelled
directed multi-graph ({My(s) | s € SWV)}, {(Myr(s),a, My (s)) | s € S(V),a € A, s €
d(s,a)})-

Notice, that the projection abstraction is a homomorphism. Due to this property, it will
be utilized to prove a path non-existence, which will result into an important consequence
of this work.

Now, that all theoretical necessaries are finally properly defined, we move to the main
issue of this work—the action reversibility.






Chapter 2

Action Reversibility

In this chapter we elaborate on the action reversibility. For classical planning, this has
been already studied multiple times. One of the first works on the action reversibility has
been published by Eiter; Erdem; Faber (2008). It studies whether the effects of sequence
of actions of any length can be undone. It has been investigated under more expressive
action formalisms than FOND formalism is. A notion of so called inverse action, which is
the action reversing the effects of another action, has been independently investigated in
Koehler; Hoffmann (2000) and Chrpa; McCluskey; Osborne (2012). The work of Daum;
Torralba; Hoffmann; Haslum; Weber (2016) on the action undoability has shown that it
can be decided by contingent planning. Further research on the action reversibility has
been done in the recent years. In the work of Morak; Chrpa; Faber; Fiser (2020) new
notions of reversibility for the classical planing, called S-reversibility and @-reversibility,
were introduced; together with multiple complexity results concerning the variations of
the action reversibility. The follow-up work of Chrpa; Faber; Morak (2021) introduces
the uniform and the universal action reversibility. It also proves a theorem describing a
special case of tiuniversal uniform reversibility existence when several conditions are met.
A further research of Chrpa; Faber; Fiser; Morak (2020) and Faber; Morak; Chrpa (2021)
has shown an ability of answer set programming and epistemic logic programs to determine
the action reversibility.

A differentiation of this works from the recent ones lies in used formalism. The recent
work on the action reversibility focuses on classical planning and its STRIPS and SAS™
formalisms. The action reversibility researched in this work is examined under the non-
determinism of FOND formalism and is heavily inspired by the work of Morak; Chrpa;
Faber; Fiser (2020) and Chrpa; Faber; Morak (2021).

2.1 S-reversibility

The S-reversibility is a notion introduced by Morak; Chrpa; Faber; Fiser (2020). According
to the work, an action is called S-reversible if and only if its effects can be undone by some
sequence of actions when the action is applied in any state of the set of states S in which it
is applicable. Note, that sequences corresponding to two distinct states from S can differ
arbitrarily; it does not restrict the sequence in any way; and also for each state from the
set S, there can be multiple sequences reversing the effects.

The presented notion describes a one possible approach to the general action reversibility.
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However, it is not directly transferable to this work, since it cannot handle the stochasticity
of action effects. In order to a non-deterministic action be reversible, all of its possible
stochastic effects need to be addressed.

To address non-deterministic action effects, we exploit the idea presented in the work
of Cimatti; Pistore; Roveri; Traverso (2003). The weak, strong cyclic and strong acyclic
planning describes three levels of the solution quality. These levels can be reused when
we want to define levels of the quality of the action reversibility. Due to that, we combine
a work of Cimatti; Pistore; Roveri; Traverso (2003) and of Morak; Chrpa; Faber; Fiser
(2020) and introduce weak S-reversibility of a non-deterministic action; a combination of
the weak solutions and of the S-reversibility. Informally, we call the action weakly reversible
when the action’s effects may be undone, if the “correct” stochastic action effects happen.

Definition 2.1. Let D = (V,.A) be a planning domain, a be an action over the set of
variables V and S C S(V) be a set of states of the domain D. The action a is called weakly
S-reversible in the domain D if and only if for each state s from S in which the action
a is applicable exists a policy II for the domain D such that for each s’ € (s, a) holds
ser(I,s).

An opposite of weak S-reversibility is an action S-irreversibility. It describes a situation,
where there is no possibility of undoing the action’s effects. It behaves basically the same
as S-reversibility, but in an opposite point of view. This work defines multiple classes of
the action irreversibility as well; often without any clarification. It is considered a self-
explanatory, as it invariably mimics the S-reversibility.

Definition 2.2. Let D = (V,.A) be a planning domain, a be an action over the set of
variables V and S C S(V) be a set of states of the domain D. The action a is called
S-irreversible in the domain D if and only if for each state s from S in which the action
a is applicable does not exist a policy II for the domain D such that for any s’ € d(s,a)
holds s € 7(IL, &').

Similarly to the weak S-reversibility, we define the strong S-reversibility. This work does
not distinguish whether the strong solution is acyclic or not. We call the action strongly
reversible if there is no way stochastic action effects may cause that the action effects
cannot be undone.

Definition 2.3. Let D = (V,.A) be a planning domain, a be an action over the set of
variables V and S C S(V) be a set of states of the domain D. The action a is called
strongly S-reversible in the domain D if and only if for each state s from S in which
the action a is applicable exists a policy II for the domain D such that for each s’ € (s, a)
holds {s} = 7(I1, §').

2.2 Uniform Reversibility

One interesting notion of the action reversibility is the uniform action reversibility pre-
sented by Chrpa; Faber; Fiser; Morak (2020). It is a restriction of former definitions of
S-reversibility so that there is a common policy for all states of S.

Definition 2.4. Let D = (V,.A) be a planning domain, a be an action over the set of
variables V, S C S(V) be a set of states of the domain D and II the policy for the domain
D. The action a is called weakly uniformly S-reversible in the domain D by the policy
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IT if and only if for each state s from S in which the action a is applicable holds that for
each s’ € (s, a) holds that s € 7(IL, &).

Definition 2.5. Let D = (V, A) be a planning domain, a be an action over the set of
variables V, S C §(V) be a set of states of the domain D and II the policy for the domain
D. The action a is called strongly uniformly S-reversible in the domain D by the
policy II if and only if for each state s from .S in which the action a is applicable holds
that for each s’ € §(s, a) holds that {s} = 7(II, &).

Analogous notion for the classical planning is defined in the work of Morak; Chrpa; Faber;
Fiser (2020) and is called a reverse plan. We name the notion concerning non-deterministic
planning a reverse policy.

Definition 2.6. Let D = (V, A) be a planning domain and a be an action over the set of
variables V. The policy II for the domain D is called a weak (resp. strong) S-reverse
policy for the action a if and only if the action a is weakly (resp. strongly) uniformly
S-reversible by the policy II. The notions (concerning later defined ¢-reversibility and
universal reversibility) of the weak (resp. strong) ¢-reverse policy and the weak
(resp. strong) universal reverse policy are defined analogously.

The notion of uniform S-irreversibility is defined as well. However, it is some sense the
weakest claim among the variants of action irreversibility presented in this work and it is
not that interesting as the other variants.

Definition 2.7. Let D = (V,.A) be a planning domain, a be an action over the set of
variables V, S C S(V) be a set of states of the domain D. The action a is called uniformly
S-irreversible in the domain D if and only if does not exist a policy II for the domain D
such that for each state s from S in which the action a is applicable holds that for each
s’ € 0(s,a) holds that s € 7(II, ).

Given former definitions, we can already infer some properties related to the action re-
versibility.

Obviously, if the action is (uniformly) reversible for all states of the set S, it is also
(uniformly) reversible for some states of the set S.

Lemma 2.1. Let D = (V, A) be a planning domain and S, S’ C S(V) be a set of states of
the domain D, such that S’ C S. If the action a € A is weakly (resp. strongly) (uniformly)
S-reversible, then the action a is weakly (resp. strongly) (uniformly) S’-reversible. The
same holds for the notion of S-irreversibility as well.

Proof. Trivial, from the definition of the weak and strong S-reversibility and from the
definition of the S-irreversibility. O

Alike situation concerns a situation where the are two sets in which some action is S-
reversible. If we care about the plain S-reversibility, then the action is intuitively reversible
in states of both sets. But, if we care about universal S-reversibility, we also have to deal
with reverse plans. If the action is uniformly reversible in both sets and reverse plans are
the same, then the plan is also a reverse plan of the union. Analogous claims hold for the
action S-irreversibility as well.
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Lemma 2.2. Let D = (V,.A) be a planning domain, a € A be an action, S;1 C S(V) and
So C S(V) be a set of states of the domain D and I1 be a policy for the domain D. If the
action a is weakly (resp. strongly) Si-reversible and weakly (resp. strongly) So-reversible,
then the action a is weakly (resp. strongly) (S1 U Sa)-reversible. If the policy 11 is a weak
(resp. strong) Si-reverse and weak (resp. strong) Se-reverse policy, then the policy I1 is a
weak (resp. strong) (S1USs)-reverse policy for the action a. The same holds for the notion
of S-irreversibility as well.

Proof. Trivial, from the definition of the weak and strong (uniform) S-reversibility and
from the definition of the (uniform) S-irreversibility. O

If we examine a definition of both uniform and regular S-reversibility, we say that the
action is considered reversible in each state where it is not applicable. The action a is also
considered irreversible in such state. This is formally captured in the corollary 2.3.

Corollary 2.3. Let D = (V,A) be a planning domain, S C {s | s € S(V), pre(a) € s}
be a set of states of the domain D and a € A be an action. The action a is uniformly
S-reversible by any policy 11.

Proof. Trivial, from definitions 2.4 and 2.5. O

A more interesting observation regarding S-reverse policies is related to corollary 1.2. Once
the policy has to revert action effects in some state in which the action is applicable, then
that state cannot be related in that policy. The observation is intuitive, yet it has another
important consequence we present later in this chapter.

Proposition 2.4. Let D = (V,.A) be a planning domain, I1 be a policy for the domain D
and a € A be an action. If 11 is a weak (resp. strong) S-reverse policy for the action a,
then {s | s € S, pre(a) C s} No(Il) = 0.

Proof. Proposition 2.4 will be proven by a contradiction. Assume that {s’ | s’ € S, pre(a) C
'} No(Il) # (. Then, there is a state s € {s' | & € S,pre(a) C s’} No(II). According
to the assumption and since {s} C S, we can utilize lemma 2.1. We get that the action
a is weakly (resp. strongly) uniformly {s}-reversible by the policy II. But, as s is also in
o(IT), s cannot be a terminal state of the policy II (see corollary 1.2). Therefore for each
s’ € d(s,a) holds that s ¢ 7(II,s"). This is in a contradiction with the assumption of II
being a weak (resp. strong) S-reverse policy for the action a. O

Another phenomena worth of an examination is whether it is possible to merge a weak
or strong S-reverse policy fort some action with another arbitrary policy. It is expected
that this procedure will work for the weak reversibility without many limitations, since
the weak reversibility is more or less only about path existence. However, one must be
cautious about proposition 2.4. Intuitively, if another policy contains a rule for a state
from S in which the action a is applicable, then the policy of union of both policies would
leave the state once reached and it would not be terminal anymore.

Theorem 2.5. Let D = (V, . A) be a planning domain, a € A be an action, I1; be a weak
S-reverse policy for the action a and Ily be a policy for the domain D. The policy 11; UTl,
is a weak S-reverse policy for the action a if and only if {s | s € S, pre(a) C s}No(Ily) = 0.
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Proof.

The left-to-right implication will be proven by a contra-position of the implication. Assume,
that there is some state s’ € {s | s € S, pre(a) C s} No(Ilz). Then, as o(Ilz) C o(II; UIIy)
(see lemma 1.1), s’ € {s| s € S,pre(a) C s} No(Il; UTly). Ergo (see proposition 2.4), the
policy II; U Ils cannot be a weak S-reversible policy for the action a.

Now, the right-to-left implication will be proven directly. Since addition of any pair to the
policy does not break reachability of any state which was previously reachable, all terminal
states of the policy II; with a respect to any initial state are reachable by ITy UTly as well.
From the assumption, {s | s € S,pre(a) C s} No(Il2) = 0. Together with the fact that
{s | s € S pre(a) C s} No(Illy) = () (see proposition 2.4), (while utilizing lemma 1.1)
we get that {s | s € S,pre(a) C s} No(Il; UIlz) = . Finally, we conclude that all
states of {s | s € S,pre(a) C s} are necessarily terminal with a respect to some starting
state for the policy II; U Iy (see the definition 1.33). Hence, the policy II; U Ily is a
weak {s | s € S,pre(a) C s}-reverse policy for the action a and, due to corollary 2.3
and lemma 2.2, IT is S-reverse policy for the action a as well. ]

Since every strong S-reverse policy is also a weak S-reverse policy, the same conditions
apply when we investigate the analogous property for strong S-reverse policies. However,
the conditions of the theorem 2.5 are not enough. A situation that may violate a property
of strong reversibility is when the states of an arbitrary policy we want to add coincides
with the states of the strong S-reverse policy. Such coincidence may cause that the agent
is lead to a different terminal state, because in the incident state a inappropriate action
may be selected. As a consequence, the set of terminal states contain a different state
other than the target one; and this may violate the condition of strong reversibility.

Theorem 2.6. Let D = (V, A) be a planning domain, a € A be an action, 11y be a strong
S-reverse policy for the action a and Ily be a policy for the domain D. If c(Ila) N{s | s €
S,pre(a) C s} = 0 and o(I1;) N o(Ilz) = 0, then Iy UIly is a strong S-reverse policy for
the action a.

Proof.

We have to show that for each state s € .S in which the action a is applicable it holds that
for each initial state s’ € §(s,a) holds that {s} = 7(II; UIlg, s').

Since o(Ilx)N{s | s € S, pre(a) C s} = ), we can utilize the theorem 2.5 as all its conditions
are satisfied (each strong S-reverse policy is also a weak S-reverse policy). Therefore, we
know that ITy U Ily is a weak S-reverse policy for the action @, which means that for
each state s € S in which the action a is applicable, {s} C 7(II; U Ily, s) for each state
s’ € 0(s',a). Hence, what is left to show is that there is no s” such that s” # s and
" e (113 UTly, §').

From the assumption of II; being strong S-reverse policy for the action a, we get that
{s} = 7(I13, s’). The set of reachable states with a policy II; from the state s’ is a subset
of o(Iy) U 7(I1y, ¢'). If we add some state-action pair (s”,a”) to the policy Iy, then
policy II; U (s”,a") still achieves all states that were achieved by II;. Also, if s €
o(II1)UT(IIy, s'), then it reaches states of §(s”,a”") as well. If s ¢ o(I1;) U7(IIy, s), then
the set of reachable states remains the same.

Due to the assumption of o(Il;) N o(Ilz) = @, for any state-action pair (s, ar,) € Ia,
s, ¢ o(Il1). Also, as o(Ils) N {s | s € S,pre(a) C s} = 0, sp, # s, and therefore
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st, ¢ 7(IIq, 8'). These to facts together proves that the sets of reachable states with either
policy II; or IT; UTI, from the state s’ are the same; and equal to {s}.

Ergo, IT; UIls is a strong S-reverse policy for the action a.

O]

If the second policy is not arbitrary, but it is also some reverse policy for which conditions
of theorems 2.5 or 2.6 hold symmetrically, then we can unify the policies together as well;
and furthermore, we can claim that the action a is uniformly (57 U Sa)-reversible by the
policy II; U IIs.

Theorem 2.7. Let D = (V, A) be a planning domain, S1,S2 C S(V) be a set of states for
the domain D and a € A be an action. If for the action a there exists a weak Si-reverse
policy Ty and a weak Sa-reverse policy Iy such that {s | s € S1, pre(a) C s} No(lly) = 0
and {s | s € Sa, pre(a) C s}No(Ily) = 0, then the policy 111 Ul is a weak (S1 U S2)-reverse
policy for the action a.

Proof. From theorem 2.5 we get that II; UIly is a weak Si-reverse and weak Ss-reverse
policy for the action a. Hence (see lemma 2.2), it is also a weak (S; U Sa)-reverse policy
for the action a . ]

Theorem 2.8. Let D = (V,.A) be a planning domain, S1,S2 C S(V) and a € A be an
action. If for the action a exists a strong S1-reverse policy I1y and a strong Sa-reverse policy
Iy such that {s | s € S1,pre(a) C s} No(lly) =0, {s | s € Sy, pre(a) C s} No(Ily) =0
and o(I1}) No(Ilg) = 0, then the policy 11 UIly is a strong (S1 U Sq)-reverse policy for the
action a.

Proof. From theorem 2.6 we get that I1; UIl, is a strong Si-reverse and strong Ss-reverse
policy for the action a. Hence (see lemma 2.2), it is also a strong (57 U S2)-reverse policy
for the action a. 0

The preceding theorems provide instructions on how policies can be merged together to
construct policies able to handle multiple states of S-reversibility. It can be argued that a
more general policy is more helpful and practical than multiple specialized policies. With
the use of preceding theorems, we can build these general policies from smaller ones, even
from trivial one-state S-reversibilities (if the conditions hold). If the policy is general as
it can be, meaning it works in any state of the domain, then it is the best in the term of
multi-usability. Naturally, this level of multi-usability is interesting and wanted. The class
of reversibility focusing on this level is defined in the next section.

2.3 Universal Reversibility

The universal reversibility is a specific situation of the S-reversibility. The specificity lies
in the content of the S set. In a case of the universal reversibility, we require the S set
be equal to the S(V). This, informally, requires the action to be reversible (uniformly or
arbitrary) in all states of the domain.

Note that we define the universal reversibility for all possible combinations of so far defined
reversibility.
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Definition 2.8. Let D = (V,.A) be a planning domain and a be an action over the
set of variables V. The action a is called weakly (resp. strongly) universally (uni-
formly) reversible if and only if the action a is weakly (resp. strongly) (uniformly)
(S(V))-reversible.

Definition 2.9. Let D = (V, A) be a planning domain and a be an action over the set of
variables V. The action a is called universally irreversible if and only if the action a is
(S8(V))-irreversible.

One consequence of proposition 2.4 concerns universal uniform reversibility. The following
proposition is presenting a special case of the theorem, when the set S is equal to the set
S(V). Then, the situation of proposition 2.4 can be simplified to the fact that the universal
reverse policy can contain only the states in which the action we want to reverse is not
applicable.

Lemma 2.9. Let D = (V, A) be a planning domain and a € A be an action. If there exists
a weak (resp. strong) universal reverse policy 11 for the action a, then o(Il) C {s | s €

S(V), pre(a) € s}.
Proof. Trivial, from definitions 2.6, 2.8 and proposition 2.4. O

We consider this lemma of high importance and see it as an essential and strong necessary
condition for the universal reverse policy existence.

As the latter experiments show, the amount of universal reverse policies were proven only
occasionally (except for one domain, where around 60% of actions was strongly universally
uniformly reversible). However, the question whether the actions are weakly or strongly
universally uniformly reversible remains mostly unclear. At least for the weak variant, due
to an absence of theoretical tools. The strong universal uniform reversibility was decided for
a significant part of the tested actions. The more detailed findings can be seen in chapter 4.
Therefore, the impact of lemma 2.9 remains unclear as well and the its strictness remains
a hypothesis.

2.4 -reversibility

An equivalent alternative to the S-reversibility may be a @-reversibility. It provides a more
compact way of representing S-reversibility, but with the use of propositional logic and its
formulae. It has been indicated, that there is a correspondence between the S-reversibility
and the @-reversibility. If the S-reversibility and the @-reversibility describe the same
ability of an action to reverse its effects, then the formula ¢ is necessarily satisfied by each
state (truth assignment) of that set.

Definition 2.10. Let D = (W, A) be a planning domain, ¢ be a propositional formula
over the domain D and a € A be an action. The action a is called (weakly, resp.
strongly) (uniformly) ¢-reversible if and only if the action a is (weakly, resp. strongly)
(uniformly) S-reversible, such that S = {s|s € S(V),s = ¢}.

Definition 2.11. Let D = (V,.A) be a planning domain, ¢ be a propositional formula
over the domain D and a € A be an action. The action a is called -irreversible if and
only if the action a is S-irreversible, such that S = {s|s € S(V),s = ¢}.
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As argued, the notion of p-reversibility is analogous to the notion of S-reversibility. As
a consequence, one can expect that corollaries, lemmata and theorems of S-reversibility
will hold for ¢-reversibility as well. The following proposition is an analogy of lemma 2.1.
In a contrast to lemma 2.1, this corollary is not that intuitive and obvious as it is for the
notion of S-reversibility.

Lemma 2.10. Let D = (V, A) be a planning domain, a € A be an action, ¢ and ¢'be a
propositional formula over the domain D such that ¢’ = . If the action a is a weakly (resp.
strongly) (uniformly) p-reversible, then the action a is weakly (resp. strongly) (uniformly)
o' -reversible.

Proof.

Assume that the action a is weakly (resp. strongly) (uniformly) ¢-reversible. By a def-
inition, it means that it is weakly (resp. strongly) (uniformly) S-reversible, such that

S={s|seSV),s ¢}

In order to the action a be weakly (resp. strongly) (uniformly) ¢'-reversible, it has to be
weakly (resp. strongly) (uniformly) S’-reversible, such that S’ = {s' | s € S(V),s" = ¢'}.

Consider a state s’ € S’. It holds that s’ = ¢'. Because ¢’ = ¢, we get s’ = ¢ (due to
the transitivity of semantic consequence). But this immediately means that s’ € S for any
state s’ € S’; in other words, S’ C S.

Hence, lemma 2.1 proves the action a being weakly (resp. strongly) (uniformly) ¢'-reversible.

O]

2.5 Complexity

Several complexity results for the actions of classical planning has been proven in Morak;
Chrpa; Faber; Fiser (2020). We now present a few of them. According to the work, the
problem of the universal action reversibility of the deterministic action, as well as of
action -reversibility, belong to the set of PSPACE-complete problems. Since the existence
of a plan for classical planning also belongs to the set of PSPACE-complete problems
(Bylander, 1994), we can then solve reversibility of the action by classical planning and
vice versa. Also, both problems of the universal uniform reversibility of the deterministic
action, as well as of uniform action ¢-reversibility, are PSPACE-hard. From this it follows
that any classical planning task can be decided by the (deterministic) universal uniform
action reversibility or by the (deterministic) uniform action @-reversibility. The work then
examines a constrained case of the action reversibility such that plans are polynomially
bounded. For a various, not presented, complexity results concerning the deterministic
action reversibility consult a work of Morak; Chrpa; Faber; Fiser (2020).

Unfortunately, so far, there are no complexity results for the non-deterministic actions of
the FOND planning. We plan to investigate them formally in the following work. It can
argued that the complexity of non-deterministic action reversibility may follow the same
pattern as the deterministic action reversibility did. This would imply the complexity of
non-uniform non-deterministic action reversibility be the same as the theoretical complex-
ity of FOND planning; and that is EXPTIME-complete problem (Littman, 1997; Rintanen,
2004). The complexity of uniform non-deterministic action reversibility would be expected
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to be at least that hard. Yet, we emphasize that these claims are mere hypotheses and
should not be taken as granted in any way.






Chapter 3

Determining Action Reversibility
or Irreversibility

In this chapter, we present two algorithms designed for a retrieval of a reverse plan or a
reverse policy and to decide the action p-reversibility in general. The first is taken from
the work of Chrpa; Faber; Morak (2021) to demonstrate the idea behind it and the second
is novel adaptation of the first one, to deal with non-deterministic actions. In between the
algorithms, a brief section elaborating on the action irreversibility if some determinization
is not reversible is present. The algorithms are followed by a section dedicated to the weak
and strong universal uniform reversibility and their compilations to classical and FOND
planning task. The chapter concludes with a scheme describing a process by which the
action reversibility was evaluated.

3.1 -reversibility of Deterministic Actions

We start with an algorithm of Chrpa; Faber; Morak (2021). It non-deterministically decides
the uniform -reversibility of a deterministic action in SAS™ formalism. In addition, if
there is a ¢-reverse plan, it is found and returned together with the formula ¢, describing
the set of states in which the action is uniformly @-reversible. The algorithm is presented
in this work as the algorithm 1.

It starts with an initialisation of two variable assignments, namely I, .5; and with an empty
plan 7. The set S represents a variable assignment which, at the beginning, necessarily
holds after the application of the action, or, later, which holds after a sequential application
of selected actions. The set I stores facts that are required in any state of the algorithm
such that the applied actions are guaranteed to be applicable. In other words, it contains
facts that must be true before the reversed action and its reverse plan is applied in order
to the reversed action and each action of the reverse plan to be applicable.

Then, the algorithm goes through all available actions and non-deterministically selects a
suitable action which is potentially applicable (meaning there is no variable such that the
value in S is different than in preconditions). If such action does not exists, then the action
is universally irreversible. Otherwise, the suitable action is non-deterministically selected
and denoted as a’. The preconditions of the selected action which are not yet satisfied are
added to the set I, selected action is added to the future reverse plan and the set S is
updated with facts that holds after the action o’ is applied.

29



30 Chapter 3. Determining Action Reversibility or Irreversibility

Algorithm 1: Uniform @-reversibility of a deterministic action a.
Input : a set of deterministic actions A, a deterministic action a € A
Output: a propositional formula ¢, an uniform ¢-reverse plan
I < pre(a);
S < ha(a);
™ ();
while I ¢ S do
non-deterministically choose a’ € A such that
Bv € vars(pre(a’)) Nwvars(S) : pre(a’)[v] # S[v];
if @’ does not exist then
‘ return L, ();
end
I+ TU{(v,z)| (v,z) € pre(a),v ¢ vars(S)};
10 | w7 {d);
11 S« ha(a)U{(v,z) | (v,z) € S,v ¢ vars(ha(a’))};
12 end
13 @ < ¥(95);
14 return @, T;

R W N =

© o N O

Figure 3.1: Algorithm for decision of uniform @-reversibility of a deterministic action

This process is repeated until the variable assignment representing a current sub-state S
is a superset of the required facts I. In such situation, the reached variable assignment
satisfies all necessities of the action which we want to reverse (its preconditions) and of
each action in the found reverse plan 7 (their preconditions not achieved by the preceding
actions).

Also note, that if the action is trivially reversible (by an empty plan), then no action is
added.

Once the while-cycle has ended, a formula ¢ is constructed. It is evident that application
of the action a followed by the reverse plan 7 in a variable assignment equal to the set of
preconditions of the reversed action results in a variable assignment, where exactly facts
of S hold. This implies that the action is p-reversible by the plan .

Theorem 3.1. Let D¢ = (V, A%) be a planning domain. The algorithm 1 returns for an
action a and the set of actions A ordered pair (p, ) such that a is uniformly p-reversible
by the plan 7.

Proof. See Chrpa; Faber; Morak (2021). O

Before we move to the next section, we want to briefly note that in the original paper the
pseudo-code is incorrect. The line 8 in the original work should be: Yv € wvars(pre(a’)) \
vars(S) : I[v] + pre(a’)[v].

3.2 Universal Irreversibility

The following lemma is not exactly about universal irreversibility, but it is tightly bounded
to it (or at least the part concerning the weak reversibility). It states if any determinization
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of some action is not weakly (resp. strongly) {s}-reversible, then the action cannot be
weakly (resp. strongly) {s}-reversible as well.

Theorem 3.2. Let D = (V, A) be a planning domain, a € A be an action and s be an
state of the domain D. If for any determinization ag there is no policy 11 by which the
determinization a? is weakly (resp. strongly) uniformly {s}-reversible, then the action a is

not weakly (resp. strongly) uniformly {s}-reversible by any policy.

Proof. Let a? be an determinization of the action a such that there is no policy II by
which the determinization a is weakly (resp. strongly) {s}-reversible. This means that
there is no policy which reaches the state s from the state v(s, a?) satisfying the conditions
of weak (resp. strong) policies at least for the determinization a?. From the definition of
weak (resp. strong) policy and since 7(s,a?) € 6(s,a), there is at least one state of 4(s, a)
from which we cannot reach the state s which a policy that satisfies the conditions of weak
(resp. strong) policies. Hence, the action a is not weakly (resp. strongly) {s}-reversible by
any policy. O

A justification why this section is called {s}-irreversibility even though the lemma is
not exactly about the action irreversibility is that the lemma is an important necessary
condition for the action’s weak (resp. strong) reversibility. Once it is fulfilled, the action
cannot satisfy the conditions. This claim is utilized later, when we decide universal uniform
weak (resp. strong) reversibility.

The reason why the S-irreversibility is not an exact opposite of S-reversibility comes from
their definitions and it was also outline by corollary 2.3. For any state in which the action
is not applicable, the action is considered both {s}-reversible and {s}-irreversible. But
once the action is applicable in the state, notions of S-reversibility and S-irreversibility
becomes mutually exclusive.

As a consequence, we will be able to find any state in which the action is applicable such
that the action is {s}-irreversible in it, we prove the action not being universally weakly
reversible. The similar argument hold also for notion of universal strong reversibility, as
theorem 3.2 can be utilized.

The second claim this section lays out also utilizes theorem 3.2. It is a one of four impor-
tant theorems exploited during the gathering of empirical evidence of this work. It is an
adaptation of the proposition in the work of Chrpa; Faber; Morak (2021) for a subset of
deterministic actions. Informally, if some effect of any determinization cannot be undone,
then the action is universally irreversible. Furthermore, this holds also for the abstracted
state space where we focus only on variables on which the determinization operates.

Theorem 3.3. Let D = (V, A) be a planning domain, a € A be an action. If for any
determinization o there is no path in the projection abstraction of the domain D with a
respect to the set of variables vars(al) from the vertex ha(al) to any vertex s, pre(al) C s,
then the action a is universally irreversible.

Proof. If for any determinization ag there is no path in the projection abstraction with
a respect to the set of variables on which the determinization operates, then, since the
projection abstraction is homomorphic, there is no path in the non-abstracted state space
as well. Therefore, the determinization ag is universally irreversible, since there is at least
one fact which cannot be reversed. Now, the utilization of theorem 3.2 proves that the

action a is universally irreversible. O
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The advantage of theorem 3.3 is that we can verify the path existence in the abstracted
space by classical planning. The compilation is straightforward. Stochastic actions are
replaced by their determinizations, the variables not in vars(a) are ignored in both sets
of variables and of actions, the initial state and the goal states are set as in the theorem.

Then, if any of the compilations is unsolvable, the action a is universally irreversible.

3.3 Weak Uniform ¢-reversibility

The algorithm 1 can be adapted to deal with non-deterministic actions.

An interesting situation occurs if the set A contains deterministic actions only, but the
action whose reversibility we want to decide is non-deterministic. According to the defini-
tion of the weak uniform action reversibility, a policy reversing all determinizations of the
action is needed. Due to the fact that any determinization is a deterministic action and A
contains only deterministic actions as well, we can run algorithm 1 for deciding its weak
p-reversibility. If for any determinization the reversing fails, the determinization is proven
universally irreversible. Hence (see theorem 3.2), the action is also universally irreversible.
Otherwise, the action may be weakly uniformly ¢-reversible.

The problem then lies in deciding whether we can combine formulae and policies together
into a general formula ¢ and a policy II. A one possible merge is described in the theo-
rem 3.4.

Theorem 3.4. Let D = (V, A) be a planning domain and a € A be an action. The action
a 1s weakly uniformly (/\eeeﬁ(a) ©e)-Teversible by the policy Ueeeﬁ(a) IIe if and only if each
determinization a? of the action a is weakly uniformly @.-reversible by Il,.

Proof.

Firstly, the right-to-left implication will be proven directly.

From the assumption, each determinization ag

policy Ile. As (Aveega) Per) E Pe, lemma 2.10 proves that each determinization a
weakly uniformly (A.c eff(a) e )-reversible by the policy II..

is weakly uniformly (.-reversible by the

d :
¢ is

If we show that each determinization a? is weakly uniformly (A.c ef () e )-reversible by

the policy Uceefr(a) e, then we will be able to state that the action a is weakly uniformly
Neeeff(a) Pe-reversible by the policy Uecef(q) Ile. This is due to the reason that, for any
s € S(V) in which the action a is applicable and s = (Acceg(a) Pe)s the same policy
Ueeef(a) Ile is able to weakly revert action’s effects in the state s’ = (s, ad); and due to
the fact that 6(s,a) = Ueineg(a) v(s,ad).

Denote the set {s | s € S(V), s = ¢} corresponding to a weak uniform p,-reversibility of
the determinization af as Se.

In order to utilize theorem 2.5, we need to show that o(Ueeeg(a)erze er) N{s | s €
Nerceff(a) Sers pre(a) € s} = 0. From an iterative usage of lemma 1.1, we get 0/(Uy coff(a),e/£e
) = Uercef(a),e'e o(Il¢r). For any such I, holds that o(Il/) N {s | s € Nercefi(a) Se's
pre(a) C s} = 0, as Il is a weak (Neeep(qa) Ser)-reverse policy for the determiniza-
d
e

tion a? (see proposition 2.4). And finally, from the distributivity of the set intersection,
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0(Uercef(a),erze He)N{s | 8 € Nereegy(a) Sers pre(a) C s} = 0, which means that theorem 2.5
can be utilized.

We have shown that each determinization a? is weakly uniformly (Ne’ceff(a) Ser)-reversible

by the policy Ue’Eeﬁ(a) II.; and together with a claims of the second paragraph of this
proof we proved action a being weakly uniformly (A .c eff(a) e )-reversible by the policy

UeEeﬁ(a) Ie.
Secondly, the left-to-right implication will directly.

Assume, that the plan II is a weak ¢-reverse plan for the action a. Let ¢ = ¢, and IT =TI,
for each determinization a? of the action a. Clearly, the policy II is the weak -reverse

plan for the determinization a?.

O]

So far, we were able to exploit the algorithm 1 to determine the weak uniform -reversibility
of the action a, since the set contained deterministic actions only. However, this will not
work when there is at least one non-deterministic action in the set A. Yet, it is not dif-
ficult to deal with these actions as well. If a non-deterministic action is selected for the
application (as on the line 5 of the algorithm 1), a “suitable” determinization is non-
deterministically selected and is used instead of the previously selected stochastic action
in the say way as the deterministic action would be used.

With this approach, the non-trivial weak ¢-reversibility can be “decided”. If there is no
combination of formulae that the resulting formula A c.g(q) e i8 n0t contradiction and it
is not semantic consequence of the states in which the reverted action is inapplicable only,
then the non-deterministic action a is universally irreversible (with a respect to the set of
non-deterministic actions A).

This algorithm, focusing on the weak uniform ¢-reversibility of the action a, is marked as
algorithm 2.

Theorem 3.5. Let D = (V, A) be a planning domain. The algorithm 2 returns for an
action a and a set of actions A ordered pair (p,II) such that the action a is weakly
uniformly p-reversible by the policy I1.

Proof. The algorithm 2 starts by running algorithm-1-like procedure for determining weak
uniform ¢-reversibility of all determinizations of the action a. If the algorithm fails to
determine weak uniform p-reversibility of any determinization, it means that the deter-
minization is irreversible. Hence, thanks to theorem 3.2, the action a is irreversible as
well and the contraction and empty policy is returned. Otherwise, all formulae ¢, and
all policies II, proving weak uniform (.-reversibility of determinizations a? are calculated
and the theorem 3.4 is utilized and ¢ and II (proving a weak uniform @-reversibility of

the action a) are returned. O

3.4 Universal Uniform Reversibility

We have partially adapted the theorem of Chrpa; Faber; Morak (2021), designed for SAS™
formalism, concerning universal uniform reversibility, to work with non-deterministic ac-
tion. By partially we mean that in a comparison to the claim of Chrpa; Faber; Morak
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Algorithm 2: Weak uniform -reversibility of an action a.

Input : a set of actions A, a action a € A

Output: a formula ¢, a implicitly-defined weak uniform ¢-reverse policy 11
1 foreach determinization a of the action a do

2 I. + pre(ad);

3 S, < ha(ad);

4 I, « 0;

5 while I, ¢ S. do

6 non-deterministically choose a’ € A such that

Bv € vars(pre(a’)) Nwvars(Se) : pre(a’)[v] # Se[v];
7 if o' does not exist then
8 ‘ return 1, {};
end

10 non-deterministically choose determinization (a’)? of the action a/;
11 I+ I, U{(v,2) | (v,z) € pre((a')L),v ¢ vars(Se)};

12 I, < II. U (¥(Se),d);

13 Se + ha((a)4) U{(v,2) | (v,2) € Se,v ¢ vars(ha((a')4))};
14 end

15 Ve — V(Se);
16 end

17 o /\eEeﬁ(a) Pe;
18 II + UeEeﬁ(a) He;
19 return o, II;

Figure 3.2: Algorithm for decision of weak uniform @-reversibility of an action

(2021), we were able to prove only one implication of the equivalence, as the latter the-
orem 3.8 depicts. In general, the theorem of Chrpa; Faber; Morak (2021) states that if
the variables in action’s preconditions forms a superset of the variables of action’s effects,
then each reverse plan of the action can contain actions operating with the variables of
the preconditions only. This property can then be further utilized to determine universal
uniform reversibility reverse plans by planning in the abstracted state space of the domain;
allowing to formalize it as classical planning task.

Theorem 3.6. Let D¢ = (V, A% be a SAS* planning domain such that Vv € V :
|dom(v)| > 2, and a € A? be an action such that Ueeepia) vars(e) C vars(pre(a)). The
action a is universally uniformly reversible if and only if there exists a S-reverse plan
m = (ai,...,ay) for the action a, such that the set {s | s € S, pre(a) C s} is not empty
and Vi € N, 1 <i <n:wvars(a;) C vars(pre(a)).

Proof. See Chrpa; Faber; Morak (2021). O

We humbly note that theorem 3.6 incorrectly contains (universal) reverse plan in the
original work. We believe the reason was an oversight and the theorem should contain S-
reverse plan, such that the set {s | s € S, pre(a) C s} is not empty, because the following
proof builds on it.

A deeper investigation shows that the condition of subset of variables holds as well for the
non-deterministic universal uniform action reversibility, but only for the strong variant of
the research notion. In order to non-deterministic action be strongly universally uniformly
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reversible, variables assigned in its effects have to be contained in the set of variables
of required in the preconditions. Otherwise, the action cannot be strongly universally
uniformly reversible.

Lemma 3.7. Let D = (V,.A) be a planning domain such that Yv € V : |dom(v)| > 2 and
let a € A be an action. If Uecpa) vars(e) ¢ vars(pre(a)), then the action a is not strongly
uniformly universally reversible by any policy.

Proof.
The lemma will be proven by a contradiction.
Assume that there is a strong universal reverse policy II for the action a.

Let e € eff(a) be an action effect for which exists v € wvars(e) \ vars(pre(a)). Since
|dom(v)| > 2, there are two distinct states sj, so that differs in the value of the vari-
able v and the action a is applicable in both of them (since v ¢ vars(pre(a))). As states
s1 and sy differ only in one variable and this variable is in effects, the states (s, a?) and
7(s2,a?) are the same.

The policy II being a universal reverse policy for the action a implies that for states s;
and s5 hold 6(y(s1,a?),TI) = {s1} and 6(y(s2,a?),TI) = {s2}. But as v(s1,a?) = v(s2, a?),
we can substitute one them with another, leaving us with {s1} = d(y(s1,ad),1I) = {s2}.
But, this is in a contradiction with s; and s being distinct.

O]

The same condition, however, does not hold for the weak universal uniform reversibility.
An action can be weakly universally uniformly reversible even though this property is
violated.

Figure 3.3 advocates the claim of the previous paragraph. It visualizes the situation, where
the a action is weakly universally uniformly reversible by the policy represented by the
figure. The situation contains seven states s; and seven vertices representing some sub-
graph which is a strongly connected component. The key thing is that the set of states s;
contains all states in which the action «a is applicable. Each sub-graph G; contains states in
which the action is not applicable and where values of variable not in vars(pre(a)) are the
same as in s;. The process of application of some determinizations of the action a in each
state in which it is applicable is visualized by dashed lines. Dashed circle separates the set
of states in which a is applicable from the rest. Let a have two non-empty effects. Evidently,
for the effect e, vars(e;) C vars(pre(a)), as the dashed lines of this determinization leads
to states, where are value of variable not in vars(pre(a)) are the same. For the clarity of the
figure, for the effect ez, only the edge from the state s; is shown, even though there is one
for state s;. It can be seen that vars(ez) € vars(pre(a)) and also vars(pre(a))Nvars(ez) # 0
(as it ends in G7 and not in s7). This means that Uec g (q) vars(e) € vars(pre(a)). But,
since G; is a strongly connected component and s is reachable from (1 and (G is reachable
from G7, the state s; is a terminal state of the visualized policy with respect to the state
~v(s1, a§2); and since this holds for all states s;, the action a is weakly universally uniformly
reversible.

The idea behind this counter example is universal. If we want to show universal uniform
reversibility, we can add any state-action pair we want as long as the reversed action is
not applicable in that state.
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Figure 3.3: Counter-example supporting the argument about the weak universal uniform action
reversibility.

The next theorem, which was already referred to in the first paragraph of this section,
presents the analogy of theorem 3.6 for FOND formalism.

Theorem 3.8. Let D = (V,.A) be a planning domain, ® be an implicitly-defined policy
for the domain D such that ¥V (¢',a’) € ® : ¢ € P(F(vars(pre(a)))) and a € A be an
action such that Ueegq) vars(e) C vars(pre(a)). If the policy I1 implicitly defined by ® is
a weak (resp. strong) S-reverse policy for the action a such that {s | s € S, pre(a) C s} is
not empty and ¥(s',a") € II : vars(a’) C vars(pre(a)), then the policy I1 is a weak (resp.
strong) universal reverse policy for the action a.

Proof.

Consider some state s € S such that pre(a) C s. From the assumption, the policy II is a
weak (resp. strong) {s}-reverse policy.

To show that IT is a weak (resp. strong) universal reverse policy for the action a, we need
to prove that for each state s’ € S(V) such that pre(a) C s’ other than s the policy II is
also a weak (resp. strong) {s’'}-reverse policy for the action a.

If there is no other state s’ € S(V) such that pre(a) C s’ and s # ¢/, then the policy II is
a weak (resp. strong) universal reverse policy for the action a.

If there is a state s’ € S(V) such that pre(a) C s’ and s # ¢/, then the set {v | v € V, s[v] #
§'[v]} is non-empty, as ¢’ differs from s in at least one variable. Also, for each variable v
in vars(pre(a)) hold s[v] = §'[v], because the action is applicable in both states.

The assumption U, (q) vars(e) C vars(pre(a)) states that any effect e of the action a
operates maximally on variables assigned in the action’s a preconditions. For each effect
e € eff(a) it holds that vars(e) N (V \ vars(pre(a))) = (. Therefore, values of variables
of V \ vars(pre(a)) remains unchanged after the application of the action a; no matter
which stochastic effect e occurred when applied either to s or s’. Also, values of variables
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in preconditions are the same in both states. As a consequence, values of these variables
is also the same in the states v(s, a?) and v(s', a%).

Due to the reason, that for any state-action pair (s',a’) € II holds vars(a’) C vars(pre(a)),
neither the actions of the policy II can influence or change variables of V \ vars(pre(a)).
Also, as pre(a’) C vars(a’), the application of the policy is also independent on variables
of V' \ vars(pre(a)).

From II being a weak (resp. strong) {s}-reverse policy we know that s € 7(IL, (s, a?))
(resp. {s} = 7(I1,7(s,a?))). Therefore, either s = y(s,ad), or s # v(s,a?) and s can be
reached by the policy following.

In the first case, the effect e must have no effect on the variables of vars(pre(a)), therefore
the state v(s, ad) = s’ as well (as these variable have same values in both states s and ).

In the second case, there has to be a state-action pair (y(s,a?),a’) € II which weakly
(resp. strongly) leads us towards the state s. The state-action pair corresponds to some
formula-action pair (¢’,a’) in the implicitly-defined policy ® such that v(s,ad) = ¢
As, from the assumption, ¢’ € P(F(vars(pre(a)))), the difference in values of variables
V \ vars(pre(a)) cannot influence the valuation of the formula ¢'. Hence, v(s',a?) | ¢’
as well, and therefore, the policy II also contains the state-action pair (y(s’,ad), a’). This
means that during the policy following from either state (s, a?) or v(s', ad), the action o’
is applied. It has been already argued that the action a’ cannot change the values of the
variables in V \ vars(pre(a)); hence, the values are still the same even after the application
of d'.

For any stochastic effect ¢’ of the action a’ and states v(v(s,a?), (a')4) and y(v(s', ad),
(a')%), the same argumentation can be done; leaving us with a conclusion, that the state s’
is handled by the policy II in the same way as s is (no matter what the difference between
them is) up to a point when the states s and s’ are reached.

Ultimately, the policy 1I is able to reverse the changes made by any effect e in the state
s', therefore the policy II is also a weak (resp. strong) {s’}-reverse policy for the action q;
and hence the policy II is a weak (resp. strong) universal reverse policy for the action a.

O]

Note, that the condition of non-empty set {s | s € S(V),pre(a) C s} is necessary. It is
simply due to corollary 2.3. The proof without this condition would fail at a very beginning.
The first paragraph of the proof would still hold, but we would be unable to show that
the policy leads the agent from any state v(s’, a) to the state s, because we would not
be able to refer to the ability to lead the agent from the state v(s,a?) to the state s.

Finally, once theorem 3.8 is proven, we can exploit it to describe situations which prove
desired weak and strong universal uniform action reversibility, in the same fashion as the
work of Chrpa; Faber; Morak (2021) did for the deterministic action reversibility.

The following theorem proves that a weak universal uniform reversibility can be shown by
a solving of multiple classical planning tasks—one for each determinization. The task is
to find a sequence of actions which reverts the effects of the determinization. The problem
of weak reversibility is compiled into a classical planning task such that the plan from the
variable assignment which necessarily holds after its application to any state where the
preconditions of the action are satisfied is found. The actions of the domain of the task
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cannot contain stochastic actions. Therefore, they are replaced with their determinizations.
Furthermore, in order to utilize theorem 3.8, the plan can contain determinizations of
actions not touching the variables which are not assigned in preconditions only.

Theorem 3.9. Let D = (V,A) be a planning domain and a € A be an action such
that Ueeegra) vars(e) C vars(pre(a)). If for each determinization al of the action a the

policy . is a goal plan for the SAS™ planning task T2 = ((vars(pre(a?)), {(a/)g | d €
A e € effle), vars((a’)g) C vars(pre(a?))}), ha(ad), {pre(ad)}), then the action a is weakly
universally uniformly reversible.

Proof.

Due to the reason of the plan 7. being a goal plan of the task 7.4, we get v(v(pre(al), ad),
7.) = pre(a?). Hence, the plan . is a {ha(a?)}-reverse plan for the action a¢ and the
domain D¢ = (vars(pre(a?)), {(a’)g |a' € Aje € eff(d), vars((a’)g) C wvars(pre(a?))}).

Denote the actions of the plan 7, as T, = (de,,...,0ae,). Now, let TI? = {(y(ha(al),
(Geyy. v yae, 1)) ae;) | © € NJ1 < i < n}. The policy following of the policy Il from
the state ha(a?) results in the same state as an application of the plan 7.; in the vari-
able assignment pre(a?). This means that 11 at least weak goal policy for the (stochas-
tic) planning task 7. If we substitute all determinizations with their stochastic vari-
ants, resulting policy still weakly reaches pre(a?) from ha(ad), hence the policy I, =
{(v(ha(a?),{al,,... ,ac,_,)) ae,) | i €N,1 <i<m,al, €A, ae, is a determinization of af, }

is a weak goal policy for the task T = ((vars(pre(a)), A), ha(a?), pre(ad)).

From II, being a weak goal policy for the task T, we get that pre(a?) € 7(IL,, ha(al)). Also,
as ha(a?) = vy(pre(a?), a?), we get that the action a? is weakly {pre(a?)}-reversible by the
policy II.. We can observe that if we can some variable v with its domain, no matter what
value z € dom(v) it has, the action a? is still {pre(a?) U (v, x)}-reversible by the policy
II., and that the conditions of theorem 3.8 are satisfied even for the domain (V, A) (with
the rest of variables present). Hence, utilizing the theorem theorem 3.8 we get the policy

II. is a universal reverse policy for the action a¢ and the domain (V, A).

As this holds for any determinization of a, according to theorem 3.4, we prove that the
policy U,.¢ eff(a) Lle 18 a weak universal reverse policy for the action a and the domain D.

O

Quite a similar claim can be stated about the strong universal uniform reversibility, how-
ever, classical planning is not enough. It comes from a fact that the strong universal
uniform reversibility needs to close all paths not leading to the desired state. But, this is
exactly with what the strong planning deals with. The compilation of the reversibility to
the FOND planning task is the same as in the weak situation, only the actions are not
determinized.

Theorem 3.10. Let D = (V,A) be a planning domain and a € A be an action such
d

that Uecegra) vars(e) C vars(pre(a)). If for each determinization af exists a strong goal
policy Tl for the FOND planning task T = {(({vars(pre(al)),{a’ | o' € A, vars(a’) C
vars(pre(ad))}), ha(a?), {pre(ad)}) such that the sets o(Il.) are pairwise disjoint, then the
action a s strongly universally uniformly reversible.
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an action a

Is vars(a) C vars(pre(a))? No Enot SSU (theorem 3.8)]
Yes
No Yes
WUU? (theorem 3.9) UI? (theorem 3.3) Ul
Yes No
Yes .
SUU? (theorem 3.10) ESUU] algorithm 2
No
[WUU, but not SUU] [WU go—reversibility]

Figure 3.4: Scheme describing the process of deciding of the non-deterministic action reversibility.

Proof.

From Il being a strong goal policy for the task 7, we know that {pre(a?)} = 7(Il, y(pre(a?),
a?)). That means that the action a? is strongly {ha(af)}-reversible by the policy II. for
the domain (vars(pre(a?)),{a’ | a’ € A, vars(a’) C vars(pre(a))}).

As the sets o(Il.) are pairwise disjoint, the conditions of the theorem 2.6 hold. Hence,
we can claim that the action a is strongly {pre(a?)}-reversible by the policy II. for the
domain (vars(pre(ad)),{da’ | a' € A, vars(a’) C vars(pre(a?))}).

We can observe that if we add some variable v with its domain, no matter what value
x € dom(v) it can have, the action a is still {pre(a?) U (v, z)}-reversible by the policy
II., and that the conditions of theorem 3.8 are satisfied even for the domain (V,{da’ | a’ €
A, vars(a’) C vars(pre(a))}) (with the rest of variables present). Also, if we expand the set
of actions of the domain, the claim still holds. Hence, the policy Uecef(q) e is a strong

universal reverse policy for the action a and the domain D = (V, A).

O]

3.5 Decision Scheme

Up to this point, it has not been addressed that the necessary condition on domain sizes
of the variables of some theorems in this section does not cause any practical problems. As
each domain is non-empty, the only problematic variables are that with trivial domains
of only one value. In practice, if the domain contains some such variables, they can be
simply removed without any problem, since they could not influence neither domain nor
its tasks in any way. If we discard them, the condition is no longer violated and theorems
are utilizable.

Firstly, in order to achieve a compact visualization, the scheme utilizes abbreviations not
yet used in this work. We believe that they are intuitive even though some of them are
ambiguous. The weak (resp. strong) universal uniform action reversibility is abbreviated as
WUU (resp. SUU) action reversibility. The universal action irreversibility is represented
as Ul The lastly presented abbreviation shows the ambiguity in them. It is the weak
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uniform @-reversibility. The ambiguity comes from the letter “U”, because it is present
in both WU and UI, but in both case it means something different. In one case, the “U”
stands for “uniform”, and in the second one, it stands for “universal”.

The decision process, which is presented in fig. 3.4, begins with a most trivial operation
in it. That is a check whether lemma 3.7 can be utilized.

If it is satisfied, we know that the action is certainly not strongly universally uniformly
reversible. In that case, we try the prove universal irreversibility of the action according
to theorem 3.3. Otherwise, algorithm 2 is run to, ultimately, decide the weak universal
p-reversibility (up to a incompleteness of our implementation).

If lemma 3.7 is not satisfied, then the action is tested whether theorem 3.9 can be utilized.
If it is applicable, then we know that the action is weakly universally uniformly reversible
and the analogous test is done for the strong universal uniform reversibility, according to
theorem 3.10. If it succeeds, the action is both weakly and strongly universally uniformly
reversible; otherwise, it is only weakly universally uniformly reversible and not strongly
universally uniformly reversible. If the weak universal uniform reversibility check failed,
the action is tested in the same way as if lemma 3.7 was utilized. It is firstly tested
for universal irreversibility and then, eventually, algorithm 2 is used to decide the weak
universal ¢-reversibility.



Chapter 4

Experiments

The chapter presents empirical evidence about investigated phenomena. Based on the
claims of previous chapters, we have designed and prepared the experiments for the reso-
lution of any non-deterministic action reversibility for its multiple classes; namely for the
weak and strong universal uniform action reversibility, the weak uniform @-reversibility
and the universal uniform action irreversibility. The implementation is discussed in detail
in the corresponding section of this chapter. The section dedicated to the implementation
is followed by a section enlightening which domains were used for the experiments. The
section also hypothesizes and reasons to which class of non-deterministic action reversibil-
ity actions of the investigated domains should belong. After that, the empirical evidence
gathered from performing the experiments is presented. The evidence mainly shows the
incidence rates of the classes of non-deterministic action reversibility. For some of the
classes, a deeper analysis and its result is provided. The chapter concludes with a section
devoted to the discussion about the results; mainly, whether they met the expectation,
what can or should be improved and about their consequences.

All experiments run on a machine with Intel® Core™ i7-7700HQ processor and 32 GB
of DDR4 RAM operating on frequency of 2400 MHz. The operating system was Ubuntu
22.04 in WSL 2 of Windows 11.

4.1 Implementation

The evaluation completely follows the scheme depicted in fig. 3.4 of the previous chapter.
Firstly, variables of the action are checked against the variables in preconditions. Then,
either the universal irreversibility and the weak uniform -reversibility is tested or the
weak and the strong universal uniform reversibility is tried to prove with a respect to
theorems 3.9 and 3.10 (and eventually, depending on the result of the weak universal
uniform action reversibility, also the other branch).

4.1.1 Weak Uniform ¢-reversibility

We have implemented the algorithm 2 from the scratch. The implementation utilizes our
formerly existing framework for classical planning; although it had to be extended to be
able to handle stochastic action effects. Both framework and the algorithm is implemented
in C++ programming language of the standard C+420 [22] and it does not exploit any
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third-party libraries. The code is compiled with the use of CMake (version 3.22.1) [23] and
g++ (version 11.3.0) [14].

The non-determinism of the action selection is handled by the uninformed breadth-first
search (BFS) (Russell; Norvig, 2010) through the state space utilizing the closed list.
When an action is selected for an application on the line 5, all “applicable” actions are
considered. Similarly, the non-deterministic selection of the determinization of the action
is dealt with by an exhaustive iteration through all of them. Consequently, no possible
solution is left out. On the other hand, the computational complexity of the algorithm is
extensive. As this is an uninformed search, it may happen that it is practically unfeasible
to completely explore the state space if it is large enough.

An implementation may be modified to deal with this problem at the cost of completeness
of the implementation by limiting the maximal depth of exploration. If the algorithm
for any determinization does not find a solution up to that point, it can be terminated
without knowing whether there is some “reasonable” formula by which the action is weakly
uniformly -reversible or not. While experimenting, we set the depth limit to one hundred
resulting in no such time-outs while being able to decide weak universal p-reversibility in
a reasonable time. The run-time of the majority of domains was under 10 seconds and the
peak time requirement was around 35 minutes for Elevators domain. The peak memory
requirements of the calculations were around 8.5 GB of RAM.

Another insufficiency of the implementation of the algorithm 2 is that once we find some
solution formula for any determinization, we stop the search for the other ones (as they may
be multiple formulae for any particular determinization), instead of exhaustively searching
through the rest of the state space for others. The justification of the step-back is again the
enormity of the state space and the computational infeasibility. If we would run algorithm 2
not only until the first solution is found, but longer, with this implementation, we would
have to possibly explore a large portion of the state space of each examined problem.

Once formulae for all determinizations are available, they are joined together by con-
junctions, as algorithm 2 requires. Then, the formula ¢ is investigated whether it is a
contradiction or not. If the contradiction is found, the result of the algorithm is consid-
ered negative. Otherwise, there is at least one state in which the action is applicable, the
action is weakly reversible in it; hence the result is considered positive. The corresponding
columns can be found in later presented figs. 4.1 and 4.2. The negative results are later de-
picted as L-reversibility (abbreviated as L-R), whereas positive results as ¢-reversibility
(abbreviated as p-R). time-outs of the algorithm are labelled as T. Other columns of
figs. 4.1 and 4.2 are using the same abbreviations as in fig. 3.4.

We then further investigate the formula ¢ for an amount of variables it assigns. These
values necessarily range from the number of variables in preconditions (implying the weak
universal uniform reversibility) to overall amount of the variables in the domain (implying
the weak ¢-reversibility in the only one state). The results of this investigation are shown in
fig. 4.4. We also report the depths of the policies for determinizations found by algorithm 2
in fig. 4.3.

4.1.2 Weak and Strong Universal Uniform Reversibility and Universal
Uniform Irreversibility

To prove the weak and strong universal uniform action reversibility and the universal
uniform irreversibility the implementation utilizes reformulations to classical and FOND
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planning as they are described by theorems 3.3, 3.9 and 3.10. While the weak universal
uniform action reversibility and universal action irreversibility uses Fast Downward (FD)
planner (Helmert, 2011; Helmert, 2009) to determine the solvability of the reformulated
problem, the strong universal uniform reversibility utilizes Planner for Relevant Policies
(PRP) planner (Muise; Sheila A Mcllraith; Beck, 2012; Muise; Belle; Sheila A. Mcllraith,
2014; Muise; Sheila A. Mcllraith; Belle, 2014) instead. The FD planner is set to use
LAMA (Richter; Westphal, 2010) search algorithm which is stopped after the first iteration
(because it is an iterative anytime search algorithm). To get the reformulations we have
modified the translator of PRP which is an extended translator of FD planning system
(Helmert, 2009).

4.2 Evaluated Domains

This section briefly describes the domains used in the experiments. The description of
each domain is accompanied with an hypothesis about the reversibility of its actions. The
work investigates the non-deterministic action reversibility of 11 domains in total and all
of them come from a repository of PRP.

4.2.1 Blocks World

A non-deterministic variant of well-known domain of used in classical planning.

The environment that the domain describes contain multiple blocks and arms which ma-
nipulates them. Blocks can be placed on the top of another, on the ground (or on table)
or they can be picked by one of the arms. The typical task is use arms and associated
actions to rearrange the block from some initial configuration such that some conditions
are satisfied. For example, placing all blocks on the table or to build one huge tower out
of them, where a specific order of the blocks is required.

The stochasticity of the domain comes from an inaccuracy of arms. If the arm tries to pick
up the block, it either picks it up or the block falls down to the table. Similarly, if the arm
wants to put the hold block on the top on another, it can either succeed, or the block falls
down as well. Putting the block down to the table cannot fail and it is deterministic. The
arm can also pick up a tower—two blocks on top of each other, but only if they are both
on top of some third block. It cannot pick up the tower from the table. Picking a tower
can also fail, but if it does, nothing happens. If the arm tries to put hold tower on the top
of some block, the tower is either put on the top of that block or it is put down on the
table. The arm can put the tower down on the table without any problem as well.

As the agent is able to pick up the fallen block, the actions of picking up and putting
down a single block are expected to be strongly reversible no matter where we put the
block or from where we pick it up. Even though the action for picking up the tower from
table is missing, it can be replaced by a sequence of actions. If the tower is put to a table,
we should be able to strongly universally revert this effect, if there is at least one another
(third) block, by stacking the blocks one-by-one on the top of that third block and then
picking the tower up from it.



44 Chapter 4. Experiments

4.2.2 Exploding Blocks World

Another variant of the Blocks World domain. It lacks the ability to move towers, but it
adds two random effects. The blocks in this domain are either detonated or not. If we want
to put down the non-detonated block, it can explode. If it does, either the block on which
the the handled block was put or the table is destroyed. A destroyed block can no longer
be manipulated with. Similarly, if the table is destroyed, we can no longer put anything
else on it. The detonated block can be manipulated in the same way as non-detonated
one. It just cannot explode anymore.

Regarding the action reversibility, the same situation occurs as in Blocks World, but the
actions of putting down a non-detonated block universally irreversible, as it may explode
and irreversibly change the environment.

4.2.3 Tire World

A domain models a situation where there is a car trying to reach some target location.
The problem is that every time the car moves from one location to another, there is a
possibility of getting a flat tire, resulting in an impassable car. If the spare tire is present
in the car, it can be changed. The change can fail, but the spare tire is not lost and nothing
happens. If it succeeds, the car can continue in its journey and the spare tire is consumed.
There are also locations where exactly one spare tire is present. If the car is there and it
has no spare tire, the tire can be loaded without any problem, resulting in no more spare
tire in that location.

Our intuition guides us that every movement in this environment is dangerous. If the
movement results in a flat tire, we have to fix it. Even if we do, we have a lost the spare
one. So these actions should be irreversible. Loading of a spare tire is irreversible as well,
because there is at most one spare tire in each location, which is consumed by loading.
The same holds for changing it as well.

4.2.4 Elevators

A domain describes a building with multiple elevators. The task of the agent is to collect
all coins situated in some floors in front of some elevators. The agent can step in or out
of the elevator. The elevators can go up and down without any problem (with or without
the agent). If the agent is in front of the elevator on floor where the coin is, he can collect
it, leaving no more coin there and having it. In addition, the agent can walk in between
the elevators of the same floor. But, if there is a gate out in that floor near the elevator,
the agent can accidentally leave the building (and he cannot enter through this gate in
again). In that case, he ends up in the front of the first elevator in the first floor after he
enters again by the main entrance.

As the actions of the movement of elevators and stepping of the agent in and out are
deterministic, these actions should be strongly universally uniformly reversible. Picking
up a coin is universally irreversible, because there is no way how to put the coin back. If
he moves on the floor, he can end up outdoor. But he can still return to a place which he
left no matter what, so the action should be strongly reversible.



4.2. Evaluated Domains 45

4.2.5 Forest

A large domain containing tree well-know sub-problems. The domain consists of Blocks
world, Logistics and Grid navigation domain. Due to the cardinality of the actions in
the Forest domain, we omit description of actions in other parts and refer the reader
International Planning Competition (IPC) webpage [21]. The goal is to traverse through
the forest to the other side. The traversal is complicated by the sub-problems distributed
over the forest. The agent cannot move away until the task at the position in which he is
located is solved. Also, his movement is stochastic. If he wants to move to some desired
adjacent position, he can end up in another one.

We expect the movement of the agent to be reversible. Also, once the agent solves the sub-
problem, it should no longer be solvable. Hence, the action of marking the sub-problem as
solved should be irreversible, as there is no way that the sub-problem reoccurs. Without
any justification, the actions of the sub-problems should be strongly reversible for all three
sub-domains, due to their nature.

4.2.6 Zeno Travel

In this domain the goal is to transport a set of people located in various cities to their
desired ones via planes. The person can start a boarding without any stochasticity. The
completion of the boarding is, however, non-deterministic. It either succeeds or does noth-
ing and it has to be repeated. The other actions for getting of the plan, flying of the plane,
zooming of the plane to the city and plane refueling follow the same scheme.

As there is no time in the domain and there is an unlimited amount of the fuel at each
airport, the actions should be strongly reversible, as long as the planes can return to the
airports they flew from.

4.2.7 First Response

In the domain, the goal is to put out all fires and save all injured victims in a city, provided
the amount of medical and fire units. In the city, there are locations. These locations can
contain injured people, a fire, a hospital, water or nothing. The units can be moved from
one location to another. If the fire department unit is in a place where water is, the fire
department can pump water into car to be able to put out a fire with it later. The putting
the fire out can be done only if the unit has water and it can fail. In that case, water of
the unit is lost and nothing else happens. In similar fashion, the medical department unit
can load an injured person into the vehicle. There can be an unlimited number of injured
people in the vehicle. Any loaded injured person can be unloaded without a problem out
the medical vehicle. There are two types of injuries. The person is either dying or is hurt
only. If the patient is only hurt, he can be treated on the scene by both medical and fire
unit. Both units have the change to fail in providing the help. In that case, it can be
tried again. If they succeed, the patient is healthy and saved. Dying patients have to be
transported to location with a hospital, where the injured people can be treated without
any problems.

We expect the movement of units to be reversible, as well as loading and unloading pa-
tients into the medical unit. The treating of the patient should be irreversible, because
it irreversibly changes his condition. The same hold for putting out the fire. The loading
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of water into the fire unit should be reversible as long as there is some fire on which the
loaded water can be used to empty it.

4.2.8 Bus Fare

A domain which incorporates multiple non-deterministic effects. The agent starts with 1
coin. His goal is to own a bus fare. The price of the bus fare is 3 coins. If he has 1 coin, he
can bet it and either lose it or win 2 more, or he can wash someones car and hope, that he
will get a 1 coin for it. If he has 2 coins, he can again bet it and get only 1 coin back if he
loses or 3 if he wins, or wash someones car again. In this case, he either receives nothing
or he is robbed for 1 coin in a process. If he has 3 coins, he has to buy the fare.

This domain is expected to contain only two variables. The number of coins the agent
have and whether he has a fare. There are was to get from 2 coins to 1, and from 1 coin
to 2. The action of washing a car should be reversible. On the other hand, once the agent
has no coin or 3 coins, he cannot go back to 1 or 2 coins. As both betting actions may
leave the agent with one of that amounts, they should be irreversible. Buying a fare is
irreversible as well.

4.2.9 Climber

A small domain where the agent is on the top of some building. His task is to get to
the ground without being harm. There is a ladder under the build, that can be raised
to provide him a safe passage down. He has two options. Either climb down without the
ladder and risk dying, or to call for help. The call cannot fail and results in someone raising
a ladder for him. The climbing down with raise ladder is also deterministic and completely
safe.

As there are no actions to undo any of the available actions in any situation, we claim
that these actions should be universally irreversible.

4.2.10 River

This small domain models a situation when the agent wants to cross a river. He begins
at a bank. There he has two options. Either to traverse rocks or to swim. If he traverses
rocks, then he is no longer on the bank and can either reach the second target bank, die
in a process or end up on an island. If he tries to swim, he leaves the bank, and can end
up on the second target bank or nothing more happens (yet he still leaves the bank, and
therefore cannot repeat the application of this action). When he is on the island, he can
do only one thing; and that is to swim to the target bank, with either reaching it or dying
in the process.

As there are no actions to undo any of the available actions in any situation, we claim
that these actions should be universally irreversible.
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vars(a) € vars(pre(a)) vars(a) C vars(pre(a))
Domain # - SUU WUU - WUU

UL LR[WU@R[T|[~SUU[SUU |WU@R[LR[UI[T
Blocks World 190 01 0 1851 0 01 5, 0/ 01 0:10
Bus Fare 5 0: 0: 0:0 0: 2: 0: 0:3:0
Climber 3/ 00 0 010 01 0 0r 01 310
Elevators 411 3, 0, 30, 0 0, 8, 0, 0, 0,0
Exploding Bl. W. 725 0 451 0 0] 0] 5, 0, 00
Faults 51 | 25 01 26 1 0 01 01 01 0 010
First Response 46| 6, 0, 470 0, 22, 8, 0, 6,0
Forest 1481 81 0! 17 o 410 8 0111'0
River 3 2 0 0.0 0 0 0 0O 1.0
Tire World 52| 7, 1, 0,0 0, 0, 0, 44, 0,0
Zeno Travel 740 | 01 0 96 1 0 0 504! 1401 0! 010
| total [ 1354 [ 76~ 1 503 0 4 541 161~ 44 24 0

Table 4.1: Table depicting the results of deciding non-deterministic action reversibility according
to fig. 3.4.

4.2.11 Faults

The goal of the domain is to perform multiple indistinguishable operations. Each operation
may fail or succeed. If it fails, a counter of faults of increased and the operation has to be
repaired and performed again. If the limit number of faults is reached, no more operation
can be performed and the task is considered unsolved. In the end, in order to solve the
task, the action verifying the completion of the tasks needs to be applied. This action
should be irreversible, because the action should be applicable only if the task is not yet
complete.

As each fault is counted, the action performing any operation is irreversible. Each operation
can fail multiple times, therefore the repair action should be weakly reversible.

4.3 Results

The first thing that we point out is that no action with more than one effect was proven
strongly uniformly universally reversible.

For Blocks World domain, all actions were proven reversible. However, only 5 of them
are strongly uniformly universally reversible. Other actions violated the condition of the-
orem 3.8 and were then proven weakly uniformly @-reversible. This is not surprising, as
apparently, the actions are defined in a way that they may modify variables not in pre-
conditions of the action, hence they cannot be strongly uniformly universally reversible.
On the other hand, our hypothesis was shown incorrect, as we did not expect that there
will be a variable in effects which is not required in preconditions; and hence, the action
will not be strongly universally uniformly reversible according to theorem 3.8.

The similar situation occurred in Exploding Blocks World. Neither there we expected that
theorem 3.8 will be applicable. But, we have successfully predicted universally irreversible
actions of the domain.

The results of non-deterministic action reversibility for small domains we investigated—
Bus Fare, Climber and River—follow our hypothesis.
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Domain | # | WU o-R [ L-R | Proven UI | Undecided | T |
Blocks World 185 185 0 0 00
Elevators 30 30 0 0] 00
Exploding Blocks World | 50 50 0 0 010
Faults 26 26 0, 0, 00
First Response 12 12 0 : 0 : 0] 0
Forest 125 125 0 0 0] 0
Tire World 45 0 45 : 45 : 0] 0
Zeno Travel 236 236 0 0! 0] 0

Table 4.2: Table presenting results of the completeness of algorithm 2.

In Elevators domain, actions picking up the coin were proven irreversible and the movement
of elevators were proven strongly universally uniformly reversible, as expected. On the
other hand, other actions were proven not universally uniformly reversible, as they violates
the necessary condition Uee g (q) vars(e) C vars(pre(a)).

The actions which perform the operations in Faults domain were proven, consistently
with the assumption, as universally irreversible. In contrast, for the action verifying the
completion, weak uniform ¢-reversibility was proven; indicating that the action may be
ill-formed. It can be verified that the action does not require the task to be unsolved before
the application. Other actions were proved reversible as expected.

The hypothesis about First Response domain was correct. Some of them were even proven
strongly uniformly universally reversible.

The actions of sub-problems were proven reversible, as expected. What is not intuitive is
that no action is strongly universally uniformly reversible. This is caused be a fact that in
order to any sub-problem action be applicable, the sub-problem has to be initialized and
active. The actions performing initialization of the sub-problem were proven irreversible.
We have noticed that the action dedicated to the sub-task completion is ill-formed, as it
does not require the sub-task not to be done. We have added it and then the action was
proven irreversible as expected. The most interesting finding related to this domain is that
not all actions for the movement in the grid are reversible, because, for some transitions,
there are no action leading back to the same place.

Even though that for Tire World domain the hypothesis was completely correct, it may be
surprising that the majority of actions was not decided by theorem 3.3, but by algorithm 2.
This is caused by a fact the there is a path in the abstracted domain, which is otherwise
inapplicable due to a variable in the precondition which was abstracted out.

Zeno Travel domain resulted in all action being reversible, with a majority of strongly uni-
versally uniformly reversible actions. Other actions, namely all action containing some
stochasticity plus the actions which start refueling, were proven weakly uniformly ¢-
reversible only.

Figure 4.2 shows the ability of the incomplete implementation of algorithm 2 to decide
action which were given to it. The columns correspond to various situations. The first
columns (not counting the domains’ column) is nothing more than the number of actions
processed by algorithm 2. The second column depict situations where weak universal -
reversibility was proven. The column labeled as L-R corresponds to all “failures” of the
algorithm. Next to columns distinguish between a situation where some determinization
is irreversible and therefore the weak uniform ¢-reversibility is proven, and between a
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situation where algorithm 2 was not able to decide the weak uniform action ¢-reversibility.
The table concludes with a column of time-outs.

It can be seen that no action reached the depth limit of the implementation of BFS. Also,
the algorithm left no action left undecided, meaning that incompleteness of the algorithm
did not manifested.

Another table, labeled as fig. 4.3, presents depths of weak ¢-reverse policies (resp. lengths
of reverse plans) produced by determinizations of the actions inspected by the algorithm 2.
Depths of policies are separated by commas and if the policy for the determinization does
not exist, it is marked in the table as dash.

Lengths of reverse plans are in the most cases really short. In Zeno Travel domain, the
policies are deeper than usual. The deepest policy was found in Elevators domain. It
corresponds to a situation where the agent moved around the floor but accidentally leaved
the building out.

Domain Depths ‘ # ‘
1 85

Blocks World 1,1 80
,,,,,,,,,,,,,,,,, L2 | 20|
1 27

Hlevators | 71| 3
| Exploding Blocks World | 1 =~ | 50
Faults | L] 26
| First Response | L] 12
1 117
ot | L1 | s
Tire World ) 1
P S| a4
3 200

Zeno Travel 5 26

Table 4.3: Table of number of facts of formulae found by algorithm 2 if it was not a contradiction.

The last table, labeled as fig. 4.4, puts forward how complex the formulae produced by
algorithm 2 are. Due to a nature of the algorithm, it produces formulae which are con-
junctions of facts only and the minimal amount of facts in the conjunction are the facts
in preconditions. These fact can be removed from a formula without any influence on the
set of states in which the action is proven weakly uniformly reversible (see ). Hence, the
presented amount (in the column labeled “minimal |p|”) of facts is containing only con-
straining facts only (an analogy of corollary 2.3). This means that if the value is zero, the
action is weakly universally uniformly reversible (however, this did not happened).

The values differ from 1 to 8, where values 1 and 2 are most common. It can be said that
the values are not high, even when compared to the total number of variables. The highest
amount of conditions was found in Faults domain, while Faults being the domain with
second highest amount of variables. A high number of conditions is also found in Zeno
Travel domain. The amount is high even in relative numbers.
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Domain ‘ V| ‘ reduced || ‘ |pre(a) ‘ # ‘
1 3 20
,,,,,,,,,, 1
2 2 20
Blocks World 11 3 20
2 20
3 3 40
1 15
1 2 12
Elevators 22 [4 |1 1] 1]
5] 1] 1]
6 |1 1 1]
2 4 5
Exploding Blocks World | 22 [ . [3 | 5]
3
4 40
1 6 1
Faults 2 [7 12 ] 5 |
E 20 |
1 1 5
First Response 14 2 4
4] I 3]
1 6
1 2 12
3 15
,,,,,,,,,, T3
Forest 52 | 2 2 8
3 40
,,,,,,,,,, 13
3 2 6
3 32
2 2 96
Zeno Travel 12 (4 13 ] 48 |
5 ]2 ] 92 |

Table 4.4: Table of depths of policies found for determinizations of the inspected action by
algorithm 2.

4.4 Discussion

The first thing we want to point out is the insufficiency of the algorithm 2. Firstly, the
algorithm is implemented as uninformed BFS. For example, it can be reimplemented
with best-first search which utilizes some guidance. One possible guidance may be to
heuristically explore nodes corresponding to less complex formulae first. Secondly, the
implementation lacks a complete exploration of state-space by a settling with first found
solution. Due to this inadequacy, the implementation is not complete. This was justified
by an intractability of the complete variant if no further improvements are added. Another
idea not yet formalized may improve the performance of the search significantly. The key
of the idea is to close not only expanded node, but also any other node which corresponds
to a sub-state that is a superset of the sub-state of the expanded node. Intuitively, such
“super-states” are more specific than the state of expanded node; and hence, each solution
found from any “super-state” is necessarily contained in a solution found from the general
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state.

In a contrast to the deterministic action reversibility, for a non-deterministic variant, for
many equivalences in the deterministic formalism, only one implication was proven in
the non-deterministic. We hope that for many of them, the second implication can be
proven as well. It would caused a significant improvement in the deciding of the non-
deterministic action reversibility. In this moment, multiple unnecessary calculations could
be performed. Hopefully, it would also outline more ways for deciding non-deterministic
action reversibility, especially for the strong uniform non-universal variant, as this is a
blind spot in our solution.

In 8 out of 11 domains, some non-trivial deterministic reversibility was proven; and in 9
out of 11, at least one universally irreversible action was found. Hence, it can be argued
that the action reversibility and action irreversibility is a common phenomena in multiple
domains. The phenomena may be leveraged for example for a dead-end detection. If the
planner applies an action in some state in which the action is strongly reversible, then the
planner is guaranteed that it can move back to the former state. This means that the novel
state cannot be a dead-end, unless the former one was a dead-end as well. Analogously,
if the action is irreversible in the former state, then the novel state is a dead-end if the
action is not a part of the path to the goal state from the former one.

Another application of the action reversibility is in domain engineering, as this chapter
has already pointed out. If the engineer designs the domain, he can verify its action with
the action reversibility. If the result is different then he would expect, he has an indication
that something may be wrong in the domain description.

The last application we present in this work is concerning plan optimization, either as an
in-processing or a post-processing. When the (sub-optimal) plan is constructed, it can be
then further optimized. The literature has shown that sub-optimal plans often contain set
of actions which consists of the reversed action and its reverse plan, called an action cycle
(Med; Chrpa, 2022). Such sets may be then removed while the resulting plan remains being
the goal plan. If the information about the action reversibility is available in advance (as it
is invariant on the task), these sets may be found without any non-trivial calculation. This
idea represents post-processing. The usage of the action reversibility in plan in-processing
is similar. If the planner is traversing through the state-space, it keep a track of the applied
actions. In that situation, the information about the action reversibility can be used in a
similar manner—the sequence of applied actions can be (probably when some conditions
hold) filtered, resulting into a simpler sequence; and ultimately, into a simpler plan.






Conclusion

The main contribution of this work is that it has extended the notions of the deterministic
action reversibility, which has been studied in several works, to fully observable non-
deterministic planning capable of describing of stochastic environments. Furthermore, the
work presented various theoretical findings and pointed out derivable consequences of novel
definitions.

A combination of the state-of-the-art concept of the weak and strong solutions in the
non-deterministic environments and of the deterministic action reversibility has been put
forward and named the weak (respectively strong) action reversibility; allowing to leverage
these definitions to design algorithms to determine a weak (resp. strong) action reversibility
of the non-deterministic actions of FOND planning.

Several claims concerning the weak and strong action reversibility have been proposed
and proven. With the use of these theorems, an algorithm deciding the weak uniform -
reversibility has been described. A part of proven claims concerned the weak and strong
universal uniform action reversibility. It has been shown that in order to an action be
strongly universal uniformly reversible, it has to satisfy a non-trivial condition. Thanks
to an counter-example shown by figure 3.3, the analogous situation concerning the weak
action reversibility was proven unnecessary. With the use of another claims related to
the weak and strong universal uniform action reversibility, a way how to prove the weak
and strong universal uniform action reversibility was described. Finally, the process de-
signed for determination of the non-deterministic action reversibility was described and
this process was then used to evaluate the action reversibility of actions of multiple FOND
domains.

An experiments were performed to gather an empirical evidence deciding non-deterministic
action reversibility. We have described 11 domains of non-deterministic FOND planning
and put forward hypotheses about tiaction reversibility of actions present in the domains.

Later, the empirical evidence gathered from experiments was compared to the hypotheses
that were previously put forward. Hypotheses were proven partially. Even though that they
were frequently correct, in some cases, the evidence and the hypothesis were in conflict.
The chapter dedicated to the experiments discussed a reason of the conflict; showing that
often the conflict may come from the possibly “incorrect” definition of the action in the
domain.

We have provided four tables depicting the empirical evidence. The first one shows a overall
results gather with a respect to the scheme presented in the end of third chapter. According
to the table, in 8 out of 11 domains, all actions were non-trivially weakly reversible, proving
that the action reversibility are frequently present in the domains. Analogously, at least
one universally irreversible action is present in 9 out of the 11 researched domains. A
strongly universally uniformly reversible action are present in 5 out of the 11 domains.
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54 Conclusion

The rest three tables are dedicated to the results of algorithm 2. The first of them shows
that the implementation of algorithm 2, even though being incomplete, decided all action
on which it was used. The second proves that the weak uniform p-reverse policies are
other shallow, thank to a fact that the reverse plans for the determinizations are often not
long. The last table is devoted to show that formulae which are found by the algorithm
algorithm 2 are not complex, because they frequently contain only a few facts of the
domain.

In the future work, a deeper theoretical results may be provided, as, hopefully, more
corollaries and theorems concerning the weak and the strong action reversibility and ac-
tion irreversibility can be derived. One particular aim may be to explore computational
complexity of the non-deterministic action reversibility. Also, it was discussed that the
presented algorithm 2, which decides weak uniform action p-reversibility, may be further
improved to be more efficient, for example by utilizing a heuristic search. Regarding the
strong action reversibility, there is currently no algorithm presented. So, the proposal of
new algorithms would also be beneficial.
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Appendices

A Source Code

A source code of both framework and implementation of algorithm 2 written in C++
programming language is submitted. It is accompanied with a modified version of Planner
for Relevant Policies (PRP) translator used for compilation of planning problems.
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