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Abstract

Pose uncertainty is one of the main problems when applying mapping methods on-
board Unmanned Aerial Vehicles (UAVs). This thesis focuses on approaches regard-
ing Light Detection and Ranging (LiDAR) based mapping on an autonomous UAV
and current state of the art. These mapping methods, namely OctoMap, UFOMap,
and Voxblox, are compared in accuracy using three different metrics, with respect to
the pose uncertainty, and a knowledge of the ground truth poses of obstacles in the
simulated environments. Furthermore, three potential improvements in mitigating
the effects of the sensor noise in order to enhance overall mapping performance are
discussed, first observing their effects individually on each method, and then using
all of the proposed improvements in a single experiment and comparing it to the
original result.

Keywords Unmanned Aerial Vehicles, Mapping algorithms, LiDAR, Mapping ac-
curacy

Abstrakt

Nejistota pózy je jedńım z hlavńıch problémů týkaj́ıćıch se mapováńı obsazenosti
prostřed́ı pomoćı bezpilotńıch letoun̊u (UAV). Tato práce se zaměřuje na metody
použ́ıvaj́ıćı LiDAR a momentálńı state of the art. Tyto mapovaćı metody, jmenovitě
OctoMap, UFOMap, a Voxblox, jsou porovnány v přesnosti pomoćı tř́ı r̊uzných
metrik, a to v závislosti na nejistotě pózy, a pomoćı známých pozic překážek
v simulovaných prostřed́ıch. Dále jsou diskutována tři potenciálńı vylepšeńı pro
zmı́rněńı efektu šumu ze senzor̊u, která by zvýšila celkovou schopnost těchto metod
přesněji zmapovat okolńı prostřed́ı. Nejprve se pozoruje efekt těchto vylepšeńı na
každé metodě individuálně, a poté všech vylepšeńı v jednom experimentu. Tyto
výsledky jsou pak porovnány s p̊uvodńımi výsledky bez diskutovaných vylepšeńı.

Kĺıčová slova Bezpilotńı letouny, Mapovaćı algoritmy, LiDAR, Mapovaćı přesnost





vi

Abbreviations

API Application Programming Interface

LiDAR Light Detection and Ranging

RTK Real-time Kinematic

SLAM Simultaneous Localization And Mapping

UAV Unmanned Aerial Vehicle

ESDF Euclidean Signed Distance Field

TSDF Truncated Signed Distance Field
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Chapter 1

Introduction

As UAVs become more prevalent in various applications, the demand for accurate and
efficient mapping of the environment increases. This includes using autonomous UAVs, as it
allows for efficient and consistent coverage of large areas and it reduces the cost and time
required for mapping, compared to human operated UAVs or manned aerial surveys. Various
sensors can be used for the mapping, such as LiDAR, RGB cameras, and RGB-D cameras.
Light Detection and Ranging (LiDAR) sensors are widely used onboard UAVs for mapping and
obstacle avoidance due to their high precision and ability to capture detailed information about
the surroundings using laser beams. There are 3 types based on the dimension of the captured
measurement, 1D LiDAR (commonly known as a rangefinder), 2D LiDAR, which scans the
environment in a 2D plane and is commonly used for obstacle detection and avoidance, and 3D
LiDAR, which provides full information about the surroundings, making it ideal for creating
3D maps. The main downside is their relatively high price. RGB cameras capture color images
of the environment and are widely available and relatively inexpensive, making them a popular
choice for mapping applications, although RGB cameras can be limited in their ability to
capture accurate depth information, which can make it challenging to create 3D maps. RGB-
D cameras combine the benefits of both RGB cameras and LiDAR sensors, as they provide
the depth of the captured image. However, accurately mapping the environment while affected
by pose uncertainty, remains a significant challenge.

Figure 1.1: A UAV built on quadcopter Tarot T650 airframe [6] with a 3D LiDAR used for
the experiments in this thesis.

This thesis focuses on three of the most popular LiDAR mapping techniques. These
techniques are compared in their accuracy — OctoMap [17], which is older and is based on
the use of octrees [28], UFOMap [7], which builds upon the OctoMap and tries to improve it in
memory efficiency and accuracy, and Voxblox [13], which uses a completely different approach
by creating Euclidean Signed Distance Fields (ESDFs) maps from Truncated Signed Distance
Fields (TSDFs). The accuracy of mapping techniques is a critical factor in their successful
deployment in various applications, such as infrastructure inspection, agriculture, and search

CTU in Prague Department of Cybernetics
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and rescue operations [20]. It can be affected by a variety of factors, including sensor type,
processing algorithms, and environmental conditions. A problem that often arises when using
mapping techniques for UAVs is the limitation of its payload. To tackle this problem, memory
efficient and fast localization algorithms have to be used to navigate through the environment
in real-time, often in cost of accuracy caused by pose uncertainty of the UAV.

The pose uncertainty is a measure of the accuracy of the vehicle’s position and orien-
tation estimation in a given static world frame. It arises from multiple factors, such as sensor
noise or sudden environmental changes, which can significantly affect the quality of mapping
and data collected.

The mentioned methods are compared in a simulation using the Gazebo simulator soft-
ware1, with the testing worlds created for the use of these methods and the ground truth
coordinates of every obstacle and its volume known. These coordinates are used for the eval-
uation of the accuracy. The goal is to compare the methods in the same resolution of voxels
and using the same pointcloud in the mapping process, while gradually increasing noise and
observing its effect on the accuracy, and to propose a possible improvement of the algorithm
that would take the pose uncertainty into consideration, thus mitigating the effects of the sen-
sor noise. The experiments ran on the UAV shown in Figure 1.1 with an Ouster LiDAR model
OS1-128 in Gazebo simulator integrated into MRS system [4]. Three different environments
were considered – forest-, urban- and maze-like environment.

1.1 Related works

Comparison of OctoMap and UFOMap, discussed in this work, in terms of memory
usage, number of nodes, cloud insertion time, and collision checking time is presented in [7].
The goal of this thesis is to compare them in overall mapping accuracy, i.e. in robustness to
increasing pose uncertainty, along with Voxblox. These methods are further described in the
following section. The authors of OctoMap [17] demonstrated its accuracy directly in their
publication. They used an environment to which they created a 3D grid with filled cells of
maximum-likelihood states (free or occupied) as a reference to measure the accuracy as the
percentage of correctly mapped cells in all 3D scans. [10] demonstrates the applicability of
UAV LiDAR for mapping coastal environments. A custom-built UAV-based mobile mapping
system is used to simultaneously collect LiDAR and imagery data. The quality of LiDAR,
as well as image-based pointclouds, are investigated and compared over different geomorphic
environments in terms of their point density, relative accuracy, and area coverage. [12] pre-
sented a transparent framework for the automated aerial triangulation of UAV images and an
accuracy analysis of the derived 3D image-based point cloud reconstructions through a check
point analysis using Real-time Kinematic (RTK) GPS and derived a root mean square error.
The achieved accuracy in the proposed aerial triangulation framework was below 5 cm and
it demonstrated superior performance when dealing with acquired UAV images containing
repetitive pattern and significant image distortions.

Multiple works, such as [11], [3], [5], [19], compared various Simultaneous Localization
And Mappings (SLAMs) methods and technologies, being relevant to this thesis, as they com-
pare these methods in mapping accuracy, besides algorithm efficiency, CPU load, or memory
load. [11] compared three different mapping systems, namely the Mattersport with depth
cameras, Slammer, and Navis. It utilized corner points of rectangular objects as features for

1Gazebo simulator: https://gazebosim.org/about/.
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the comparison. The extracted corners are re-examined by an outlier detector to filter out the
mismatched results and evaluate the mapping accuracy. [5] compared three modern and ro-
bust visual SLAMs: ORB-SLAM3, OpenVSLAM, and RTABMap. This paper benchmarked
them against each other using several different datasets and found out that OpenVSLAM
was the overall best general purpose technique for the broadest range of service robot types,
environments, and sensors. [19] proposed a framework for benchmarking SLAMs. They do
not compare the map itself but only the poses of the robot during the data acquisition. This
allows them to objectively compare SLAM approaches that use different sensors or estimation
techniques.

1.2 Preliminaries

This section discusses the methods selected for the comparison in the mapping accuracy
and describes their general functionality and concepts, as they are used further in this thesis
for the experiments and are important to fully understand before introducing the metrics in
which they are compared, along with the possible improvements.

1.2.1 OctoMap

Octomap [17] is one of the most popular mapping frameworks today. Its goal is to
minimize memory consumption while allowing efficient and probabilistic updates of occupied
and free space. Endpoints of distance sensors, such as a laser rangefinder or a stereo camera,
measure the occupied space, while free space is the observed area between the sensor and
the endpoint. OctoMap also introduced a method for map compression that further reduces
memory requirements by combining coherent map volumes. The first introduction of the
OctoMap framework was in 2010. Since then, it is continuously being improved and used in
a large number of robotics research subjects, such as [18], [16], or [15].

Measurements of the surroundings are stored in a 3D discretized grid containing cubic
volumes of equal size (voxels). Early works using such representation, for example [21] or
[22], had a major drawback, the bounding box of the grid map had to be known beforehand,
so that the map could be initialized. In outdoor environments or when there was a need
for higher resolution, memory consumption started to be prohibitive. One way to avoid this
problem would be to store only 3D pointclouds measured by the sensors. But with this method,
unknown or free areas are not modeled, and dynamic objects cannot be dealt with directly, thus
making it useful only for high precision sensors in static environments. A popular approach
in robotic mapping these days is to use octrees [28].

Octree is a data structure representing objects with defined resolution in octary trees.
In OctoMap, these objects are voxels [25]. Each node in the tree recursively subdivides into
8 voxels with the same volume until the minimum voxel size (resolution) is reached. The leaf
nodes hold log-odd values of being occupied.

Sensor readings are integrated using a probabilistic sensor model similar to [27]. The
probability P (n|z1:t) of leaf node n being occupied is then estimated with

P (n|z1:t) =

[
1 +

1− P (n|zt)
P (n|zt)

1− P (n|z1:t−1)
P (n|z1:t−1)

P (n)

1− P (n)

]−1
, (1.1)
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Figure 1.2: Example of an octree storing free (shaded white) and occupied (black) cells.
The volumetric model is shown on the left and the corresponding tree representation on the
right. [17]

where zt is current measurement, P (n) is a prior probability and P (n|z1:t−1) is the previous
estimate. With a common assumption of a uniform prior probability this formula can be
rewritten into log-odds notation as

L(n|z1:t) = L(n|z1:t−1) + L(n|zt), (1.2)

where

L(n) = log

[
P (n)

1− P (n)

]
. (1.3)

The sensor model of a laser range finder used by OctoMap assumes that the endpoints of
a measurement correspond to obstacle surfaces and that the line between the laser origin
and the endpoint does not contain any obstacle. This assumption is used for the integration
of new measurements into the map, i.e. updating the voxel occupancy values. To determine
which voxels need to be updated, a ray-casting operation is performed by the algorithm
described in [26], which approximates the laser beam. There are two ways of integrating the
measurements in OctoMap. For each point in the point cloud, update the occupancy value
of all voxels from the origin of a ray cast to the endpoint, or discretize the point cloud first
so only one ray is cast for all the endpoints that would end up in the same voxel. The voxels
along the beam are updated using the eq. (1.2) with the following inverse sensor model:

L(n|z1:t) =

{
locc if the beam is reflected within the voxel

lfree if the beam traversed the voxel
. (1.4)

Throughout the experiments in this thesis, log-odd values of locc = 2.95 and lfree = −0.2
are used, corresponding to probabilities of 0.95 and 0.45 for occupied and free voxels, respec-
tively. To avoid building up over-confidence in the values, OctoMap uses clamping thresholds.
The clamping thresholds used for the experiments are set to lmin = −2 and lmax = 3.5,
corresponding to probabilities of 0.12 and 0.97.

When creating a 3D map, a probability threshold can be set to distinguish between
two discrete states of the node – occupied and free, so it can be used for navigation and
planning. OctoMap does not model the unknown space explicitly, which may be a bottleneck
for exploration, path planning, or collision checking algorithms. One workaround is to treat
unknown space as free, but this approach increases the possibility of collision. Another way
is to treat it as occupied space which can be prohibitive for exploration algorithms. UFOMap
takes this problem into consideration.

CTU in Prague Department of Cybernetics
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(a) (b)

Figure 1.3: Comparison of the UFOMap integrators on a single ray. (a) shows the Simple/Dis-
crete integrator and (b) shows the Fast discrete integrator [7]. The sensor is located to the
left (the circle). The lines are the lines being traced from the sensor to a measured point. The
violet and orange cells are marked free or occupied by the integrator, respectively.

1.2.2 UFOMap

First published in 2020 [7], the UFOMap allows for real-time colored octree mapping
at high resolution. This method builds upon the OctoMap approach and tries to improve
it by handling the unknown space efficiently. UFOMap, just like OctoMap, uses an octree-
based data structure to represent the environment. The main difference between OctoMap
and UFOMap is that each node in an UFOMap octree holds a probability associated with
being occupied, free, or unknown, hence the name. It allows for a better use of exploration,
path planning, or collision checking algorithms. The nodes also store three indicators – if ,
iu and ia, which are not in OctoMap. if and iu indicate whether the node contains free or
unknown space, respectively. The occupancy value is enough to indicate if the node contains
occupied space, so it is not needed. The last indicator ia, indicates whether all of the node’s
children are the same. This is useful when applying pruning to the tree, which can save some
memory.

Another difference to OctoMap is the point cloud insertion time. The UFOMap insertion
time of the same pointcloud is one to two times faster than the OctoMap insertion as presented
in [7], which is not ideal in many applications. UFOMap addresses this shortcoming with three
different methods of integration of the point cloud, each faster than the previous but with
less accurate results. The most accurate integrator, called the Simple integrator, is the same
as in OctoMap. For each point in the point cloud, decrease the occupancy value of all nodes
from the origin of a ray cast to the endpoint and increase the value for the node in which the
point lies. Next integrator is called the Discrete integrator, it discretizes the point cloud first.
This way, only one ray is cast for all the endpoints that would end up in the same node. This
also exists in OctoMap. The last one is the Fast discrete integrator, where the ray casting
and discretization is done at multiple depths of the octree. In this thesis, only the fastest
method called Fast discrete integrator is used because of its distinguishness to OctoMap, as
the accuracy evaluation results when using Simple integrator should be almost identical to
OctoMap when using the same occupancy thresholds and the sensor model.

The last significant difference from Octomap is the use of three node types: inner node,
inner leaf node and leaf node. The inner node stores the log-odd occupancy value along with
a pointer to an array of its children and the three indicators discussed earlier. In UFOMap,
children are stored directly in an array instead of having an array of pointers pointing to each
child like in OctoMap. This saves 64 bytes for the inner nodes when the node has 8 children,
compared to OctoMap, but it means that the node in UFOMap has 8 children, or no children.
The inner leaf node also stores the log-odd occupancy value, but the children array pointer

CTU in Prague Department of Cybernetics
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is null. When the inner leaf node gets a child, it is considered an inner node. This addition of
the third node type, leaf node, which is a node with no children in the bottom depth of the
tree and is more simplistic by storing only the log-odd value and no children array pointers,
further reduces memory consumption up to 14% according to [7]. In OctoMap, inner leaf node
is the only type of leaf node that exists.

1.2.3 Voxblox

Voxblox is another state-of-the-art open source mapping system first published in
2017 [13]. The authors proposed a method based on incrementally building Euclidean Signed
Distance Fields (ESDFs) from Truncated Signed Distance Fields (TSDFs). ESDF is a data
structure that stores information about the nearest object or surface from each point in 3D
space. It is valuable for fast local planning, exploration, or trajectory optimization. In terms of
Voxblox, these points in 3D space are represented by voxels with a predefined resolution in a
hash table, which allows for faster lookups with an asymptotic complexity of O(1) compared
to the OctoMap’s and UFOMap’s octree structures with a complexity of O(log n). These
nodes store the value of the distance to the nearest occupied voxel. TSDF data structure is
similar to ESDF, but it is limited to a fixed range to an obstacle. Sets of these voxels, TSDF
or ESDF, are called layers. Each layer contains independent blocks that are indexed by their
position in the map, and each block contains a predefined fixed number of voxels. Additionally,
Voxblox produces surface meshes that allow human operators to get a better understanding
of the UAV’s surroundings.

Figure 1.4: A system diagram for Voxblox [13], showing how the map layers (TSDF, ESDF,
mesh) interact with each other using integrators.

The overall system of Voxblox, shown in Figure 1.4, can be divided into two parts:
incorporating sensor data into a TSDF and propagating the updated voxels from TSDF to
update the ESDF and mesh.

A. TSDF construction

The construction of TSDF layers begins with the initialization of an empty voxel grid
with a predefined resolution, block size and maximum ray range. Each TSDF layer is then

CTU in Prague Department of Cybernetics
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populated with distance values, which are computed based on the sensor data and the current
map estimate.

To populate the TSDF layer, Voxblox uses two methods: weighting, where the distance
values are computed by averaging the distances between the sensor measurements and the
voxel centers, and merging, where multiple points mapping to the same voxel are merged into
one mean point, so only one ray cast is done. These methods help to reduce the effects of noise
and uncertainty in the sensor measurements and make the integration of sensor data faster.

B. ESDF construction

Opposite to TSDF, an ESDF map can dynamically change its size, as new voxels can be
added to the map at any time. The ESDF voxels are updated using the neighbouring voxels
in the TSDF layer in a certain radius. The algorithm itself is based on the idea of wavefronts
– waves that propagate from a start voxel to its neighbours, updating their distances and
putting them into a queue to further propagate to other neighbours.

1.3 Problem formulation

A UAV equipped with a 3D LiDAR flies through an environment with obstacles. The
UAV is assumed to be mapping the surroundings using one of the discussed methods – Oc-
toMap, UFOMap or Voxblox. The accuracy of the selected method is then evaluated in several
metrics using known ground truth positions of the obstacles and the maps received from the
selected method. The sensors of the UAV are assumed to be affected by noise, which is grad-
ually increased and the effect of it on the accuracy is observed. The goal is to compare the
selected methods in accuracy and robustness to increasing pose uncertainty, and to propose
an improvement that would increase the accuracy of the resulting map with noisy sensors.

CTU in Prague Department of Cybernetics
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Chapter 2

Methodology

The selected methods are compared in three simulated testing environments, where the
ground truth coordinates of every obstacle and its volume are known. A UAV equipped with
a 3D LiDAR flies through these environments and saves the collected pointclouds. The goal
is to compare the methods in several metrics with the same resolution of voxels, mapping
range, sensor model, and using the same pointclouds in the mapping process, while gradually
increasing noise of the UAV’s pose and observing its effect on the accuracy. The mapping
range refers to the maximum distance at which the mapping algorithm is allowed to generate
a local map, i.e. the points in the current measurement that are further from the sensor
than this maximum distance are not used for the integration. Unless specified otherwise, in
our experiments, we used the mapping range of 50m, voxel resolution of 0.3m and the sensor
model corresponding to probabilities of 0.95 and 0.45 for occupied and free voxels, respectively,
as described in section 1.2.1. The resulting accuracy is evaluated using three proposed metrics.
To calculate these metrics, all voxels in the map, classified free or occupied by the selected
method, are checked for any obstacle intersection.

2.1 Testing environment

Three simulation environments were created using the Robot Operating System (ROS)1

and Gazebo simulator2. The first environment consists of cylinders with 1 meter in diameter
and 4 meters in height with 3 meters wide corridors between each to resemble a deep forest.
The second environment consists of two three-story buildings to represent an urban area and
the last one is a maze-like environment with narrow corridors and wide openings with some
distant objects floating in the air. All three maps, shown in Figure 2.1, have flat ground to
ensure accuracy of the mapping evaluation is as simple as possible.

With these environments, MRS group’s ROS UAV packages [4] were used to run a
simulation with a UAV platform based on the Tarot T650 frame [6] mounted with the Ouster
OS1-128 3D LiDAR. The UAV navigated along predefined collision-free looped trajectories
shown in Figure 2.1 for 3 iterations while recording ground truth UAV poses and pointcloud
data, and saved them into a rosbag.

2.2 Sensor noise

To observe the effects of sensor noise on the mapping performance, the rosbag with the
recorded ground truth UAV poses and pointcloud data is first transformed from the ground

1Robot Operating System: https://www.ros.org/
2Gazebo simulator: https://gazebosim.org/about
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(a) Forest environment. (b) Urban environment. (c) Maze environment.

(d) Forest trajectory. (e) Urban trajectory. (f) Maze trajectory.

Figure 2.1: The simulation environments created for testing and evaluating purposes and their
corresponding trajectories for the UAV to follow.

truth data to the noisy data using the noise model described in [1]. A single (noisy) point pm
measured by a ray of a LiDAR sensor with a unit direction vector d and a range lm, can be
expressed in the world frame as

pm = lmRmd+ tm, (2.1)

where tm is the translation vector and Rm the rotational matrix from the world frame to
the LiDAR’s frame. Let us define vector a w that is drawn from a multivariate Gaussian
distribution with a covariance matrix Σw as

w =
[
ln, t

ᵀ
n, αn, βn, γn

]
, (2.2)

w ∼ N (0, Σw). (2.3)

Because the ground truth point pgt is known (recorded from the simulation) along with the
range lgt and transformation Rgt, tgt, we can model the resulting noisy measurements as

lm = lgt + ln, (2.4)

tm = tgt + tn, (2.5)

Rm = RgtRn = RgtRx(αn)Ry(βn)Rz(γn), (2.6)

where ln, tn and αn, βn, γn represent the measurement noise drawn from the multivariate
Gaussian distribution. The recorded data is then transformed with the added measurement
noise picked randomly from the multivariate Gaussian.

To have the measurement noise represent different environmental conditions or sensor
setups, 5 different sets of parameters for the covariance matrix Σw based on empirical data
were used. The covariance matrix Σw can be expressed as a diagonal matrix with a vector of
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parameters σ2 on the diagonal, assuming the elements of w are independent:

σ =
[
σl σx σy σz σα σβ σγ

]ᵀ
, (2.7)

Σw =

σ
2
l

. . .

σ2γ

 . (2.8)

The chosen parameters and sensor setups that they represent used for the experiments and
accuracy evaluation can be seen in Table 2.1.

Parameters σ

Sensor setup σl[m] σx[m] σy[m] σz[m] σα[rad] σβ[rad] σγ [rad]

GPS, magnetometer 0.1 0.4 0.4 0.05 0.05 0.05 0.05
RTK, magnetometer 0.1 0.1 0.1 0.05 0.05 0.05 0.05
RTK, noisy magn. 0.1 0.1 0.1 0.05 0.15 0.15 0.15
SLAM 0.1 0.03 0.03 0.02 0.01 0.01 0.01
SLAM, noisy LiDAR 0.2 0.03 0.03 0.02 0.01 0.01 0.01

Table 2.1: Table of parameters used for the multivariate Gaussian which transform the ground
truth data to the noisy data.

The first sensor setup assumes a Global Positioning System (GPS) with a magnetometer.
Measurements from the GPS can be affected by many factors, such as reflections of signals from
tall buildings, obstruction of the signal by heavy tree cover, signal arrival time measurmement,
number of satellites in clear sight, numerical errors or atmospheric effects, resulting in wide
range of possible accuracy errors [23]. Although, with the ongoing modernization of the GPS
signals, objects can be localized within a few meters or even centimeters, providing highly
useful and reliable information for a wide range of applications.

In magnetometers, source of the noise can be either internal, meaning it originates from
within the magnetometer system caused by the electronic components or conductive materials,
or external, which originates from outside of the magnetometer system, such as temperature
fluctuations, vibrations or electromagnetic interference. The overall measurement error for
low-cost magnetometers can be around 1◦ [24] or even lower when using a calibration method
introduced in [9].

Another setup is an RTK with a magnetometer. RTK is a positioning technique based
on global navigation satellite systems, such as GPS. It uses a fixed base station with a known
location that communicates with the mobile receiver, for example a UAV, using a radio link.
The base station provides the receiver with corrections to its position. These corrections are
based on the known position of the receiver and they help mitigate the positioning errors
caused by atmospheric distortions, signal arrival time, etc. RTK can reliably localize objects
with sub-meter or even centimeter-level accuracy [8].

The last setup assumes a SLAM method. SLAM is a set of algorithms that use various
sensors like LiDAR, RGB cameras, RGB-D cameras, etc., for self-localization of the UAV,
and concurrently constructs a 2D or 3D map of features in the environment. According to
experiments in [14], SLAM methods can attain high precision in position estimation, with
translational deviations of only a few centimeters, as well as heading accuracy, with rota-
tional deviations within tenths of a degree. As for the LiDAR, accuracy is specified by the
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manufacturer of the selected sensor Ouster OS1-1283 to be ± 0.3 to 2 centimeters. However, for
the purposes of this thesis, an increased deviation is beneficial in order to effectively observe
the impact of LiDAR inaccuracies on the resulting map.

The deviation in the z axis is assumed to be lower in all cases, given by a rangefinder
mounted on the bottom of the UAV that is pointing to the ground.

2.3 Obstacle intersections

The environments for the simulation are created using 3D geometrical primitives object
in Gazebo – cubes and cylinders, with varying dimensions, position and heading. This results
in voxels having the bottom and upper sides parallel with the bottom and upper sides of the
obstacles. The intersection of a voxel with an obstacle can then be solved separately for the
2D projection to the XY-plane and height difference as shown in Figures 2.2 and 2.3.

obstacle

voxel

(a) A cubic obstacle and a
voxel.

obstacle

voxel

(b) A cylindric obstacle
and a voxel.

Figure 2.2: Examples of voxel and obstacle intersections, where Fig. 2.2a represents possible
intersection with a cubic obstacle and the Fig. 2.2b represent the intersection with a cylindric
obstacle.

The 2D intersection problem is heavily studied in computer graphics. One way to ap-
proximate the intersection area is sampling – divide the voxel rectangle into grid of smaller
squares, and then check if the squares are inside of the obstacle polygon. This approach does
not provide an exact area and can be slow when using smaller grids for more accurate result,
but is easy to implement. Another option is to use line clipping [2] – find intersection points
of line segments, i.e. of rectangle sides and find vertices that are inside of the other rectangle,
then calculate the area of the polygon defined by those intersection points and vertices.

For this thesis, the C++ Boost library4 is used. It provides support for tasks and
structures such as linear algebra or image processing and has every algorithm needed for
this purpose already implemented. However, to calculate the area of an intersection with a
circle, the circle has to be approximated using line segments. The number of line segments
directly impacts the speed of the calculation, so for the purpose of this thesis, 36 line segments
are used, which is sufficient for high precision, while not losing much performance, based on
empirical observations.

As the intersection is calculated only in 2D, to get the total volume of the 3D intersec-
tion, the height overlap, denoted as ∆z in Figure 2.3, is calculated. Let us name the center

3Ouster OS1: https://levelfivesupplies.com/product/ouster-os1-128-lidar-sensor//.
4Boost library: https://www.boost.org/.
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obstacle
voxel

∆z

Figure 2.3: Example of a height difference between an obstacle and a voxel.

point of the obstacle o and the center of the voxel v:

o =
[
ox, oy, oz

]ᵀ
, (2.9)

v =
[
vx, vy, vz

]ᵀ
. (2.10)

Then, ∆z can be obtained as

∆z = min
(
oz +

oh
2
, vz +

vh
2

)
−max

(
oz −

oh
2
, vz −

vh
2

)
, (2.11)

where oz is the z coordinate of the obstacle’s center, vz is the z coordinate of the voxel’s center,
oh is the obstacle’s height and vh is the voxel’s side length (grid resolution). The resulting
intersection volume V vox

obs is then calculated by

V vox
obs =

{
∆zS if ∆z > 0

0 otherwise
, (2.12)

where S is the intersection area approximated with the Boost library. However, this only
evaluates the intersection volume with known obstacles, such as walls and trees, that were
added to the simulation.

What remains to be evaluated is the intersection with the ground. For evaluation and
comparison purposes, the ground has to be given some volume. This volume is determined by
voxel height vh and by the considered area of the simulated environment. Because the ground
plane is at z = 0, the resulting obstacle representing ground is a rectangle across the whole
considered area with height vh and center at

[
0, 0,−vh

2

]ᵀ
. As mentioned earlier, the ground

in all the used environments is flat, therefore the bottom and top sides of the voxels are also
parallel to the ground. This simplifies the problem of evaluating the intersection with the
ground, which can be computed only with the knowledge of voxel size, voxel position on z
axis and center of the ground obstacle. The resulting volume of intersection of a voxel with
the ground V vox

gr can be computed as

V vox
gr =

{
∆zv2h if ∆z > 0

0 otherwise
, (2.13)

with the only distinction from eq. (2.12) being the intersection area S, which is known and is
given by the voxel being a cube with side length vh.

2.4 Occupancy mapping comparison metric

As OctoMap, UFOMap and Voxblox have Application Programming Interfaces (APIs)
available in C++, a C++ ROS node was implemented using the ROS, OctoMap, UFOMap,

CTU in Prague Department of Cybernetics



CHAPTER 2. METHODOLOGY 13/30

Voxblox and Boost packages. This node subscribes to map messages published by OctoMap,
UFOMap and Voxblox nodes, which contain current information about the mapped area and
related octrees with occupancy values. The node then traverses the leaf nodes (as well as inner
leaf nodes for the UFOMap) of the octrees and evaluates the intersections of occupied voxels
with obstacles based on the known ground truth positions of the obstacles. These mapping
methods are then compared in several metrics.

A. Unmapped Obstacle Volume Metric

Let us consider the eq. (2.12) as a function obstacle(v) and the eq. (2.13) as a function
ground(v), which take a voxel v as an argument and return their total intersection volume
with all obstacles and ground. The sum of these functions over all voxels classified as occupied
O in the map,

Vint =
∑
v∈O

obstacle(v) + ground(v), (2.14)

is the total volume of the correctly classified occupied portion of the map, defined as Vint. With
the known positions of obstacles and their shapes and sizes, the overall volume of obstacles
can be computed as a sum of all obstacle volumes plus the volume of the ground obstacle
in the considered area. Let us name the overall obstacle volume Vobs. This volume can then
be compared with the evaluated sum of intersections Vint as a ratio of unmapped obstacle
volume E:

E =
Vobs − Vint

Vobs
. (2.15)

This ratio should converge to zero as the obstacles in the environment are explored and the
map is filled over time. However, this metric fails to indicate the percentage of correctly
classified voxels or how much of the voxel volume mapping the obstacles exceeds into free
space, therefore, two additional metrics are provided.

B. Voxel Classification Metric

The mapping methods are also compared by volume classification accuracy. Each voxel
is categorized into one of the four following types depending on their intersections with the
obstacles:

• True Positive (TP),
• True Negative (TN),
• False Positive (FP),
• False Negative (FN).

In the context of this study, a voxel is considered a TP if it intersects with an obstacle and is
correctly identified by the mapping method as occupied. On the contrary, a voxel is considered
a FP if it is marked as occupied but does not intersect with any obstacle. A similar principle
holds for the identification of free voxels, where a voxel is classified as a TN only if it is
marked as free and does not intersect with any obstacle. This accuracy, named as Ecls can be
expressed as a ratio of the sum of falsely classified voxels and the total amount of free and
occupied voxels in the map shown in the following equation:

Ecls =
|FN |+ |FP |
|O|+ |F|

, (2.16)

where |FN | is the cardinality of the set of all the voxels classifed as FN, |FP | is the cardinality
of the set of all the voxels classifed as FP and |F| is the cardinality of the set of all voxels
marked as free by the mapping method. The correct classification of voxels as True Positive,
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True Negative, False Positive, or False Negative is crucial in evaluating the performance of
the mapping methods, as it gives an overall idea of the method’s voxel classification accuracy.

C. Excessive Mapped Volume Metric

The last comparison metric expresses the ratio between the overall volume of all voxels
marked as occupied and the sum of volumes of truly occupied portions of each voxel, as defined
in eq. (2.14). Let us name the volume of all voxels marked as occupied as Vocc. This volume
is obtained as the sum of volumes of all voxels in the map marked as occupied:

Vocc =
∑
v∈O

v3h. (2.17)

With this sum, the excessive volume ratio Eexc can be expressed as

Eexc =
Vocc − Vint

Vocc
. (2.18)

In other words, this ratio indicates the fraction of an overall volume of falsely occupied portion
of each voxel, i.e. the sum of outer voxel parts of the intersections with any obstacle or ground,
and the volume of all voxels classified as occupied by the mapping method.
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Chapter 3

Results

The resulting occupancy maps of each method and in all three environments with ground
truth poses can be seen in Figure 3.1. All maps look very similar, as expected. Note that the
UFOMap was evaluated with the Fast discrete integrator, as if the UFOMap and OctoMap
used the same integrators, the results should be more similar.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.1: The resulting maps visualized in Rviz with ground truth (noiseless) UAV poses
and pointclouds. The first row is the maze, second the forest, and the third is the urban
environment. The first column is mapped by OctoMap, the second is UFOMap, and the third
is Voxblox. The color scheme represents the elevation of each voxel.

Let us first evaluate the proposed metrics with the ground truth data in the maze
environment. OctoMap and Voxblox behaved very similarly in unmapped obstacle volume
metric, having it around 40 percent, and UFOMap even lower. All methods converged right
after the 1st iteration of the UAV’s trajectory as can be seen in Figure 3.2. OctoMap and
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UFOMap did slightly better than Voxblox in the voxel classification. Note that it is not
possible to achieve a value of E = 0, as the voxels can cover only the surfaces of the obstacles,
therefore an indicator of the method’s robustness to the noise could also be the relative
deviation of E with the noisy data from E with ground truth data. The non zero error in
Ecls is caused by the grid alignment, mainly arising from the alignment of the voxel grid with
the ground at z = 0, where are also the voxel boundaries. The error in Eexc is simply caused
by the voxel resolution, false occupied voxels, and again by the grid alignment. The progress
of the voxel volume classification of individual methods can be seen in Figure 3.3, where the
UFOMap had a greater number of incorrectly classified occupied space, which relates to the
UFOMap’s result in unmapped obstacle volume and excessive volume metric, as it overall
used more occupied voxels to map the environment.

(a) Unmapped obstacle vol. metric. (b) Voxel classification metric. (c) Excessive mapped vol. metric.

Figure 3.2: The evaluated metrics in the maze environment with ground truth data.

(a) OctoMap (b) UFOMap (c) Voxblox

Figure 3.3: The voxel volume classification of each method over the course of mapping in the
maze environment with ground truth data, in logarithmic scale.

Next, we present the results when using the parameters corresponding to the SLAM
setup, as defined in Table 2.1, in the maze environment. The first noticeable thing in Figure 3.4
is that UFOMap error of the unmapped obstacle volume metric is much beneath the other
two methods and even below the result with ground truth data. This could be caused by
the UFOMap’s more efficient algorithm of integrating new pointclouds, and as it integrates
more points, more points can be incorrectly classified, or correctly classified as occupied inside
the obstacles. This also correlates with the results in Figure 3.5, where the detailed progress
of voxel volume classification of each method can be seen, in logarithmic scale. UFOMap
has a greater amount of true and false positive voxels, which explains the results of the
voxel classification metric, where the UFOMap performed slightly worse than the other two
methods.
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(a) Unmapped obstacle vol. metric. (b) Voxel classification metric. (c) Excessive mapped vol. metric.

Figure 3.4: The evaluated metrics in the maze environment with noisy data, modified with
the parameters of SLAM.

(a) OctoMap (b) UFOMap (c) Voxblox

Figure 3.5: The voxel volume classification of each method over the course of mapping in the
maze environment with noisy data, modified with the parameters of SLAM, in logarithmic
scale.

All the remaining results are summarized in the following tables, showing the final value
after the third iteration of the UAV’s trajectory. Table 3.1 shows the results for all methods
when using ground truth data, and can be seen as a reference to evaluate the method’s
robustness to the noise relative to the other experiments. The best result in each metric and
in each environment is colored in green, the worst result is colored in red.

Ground Truth Data
Maze Forest Urban

E Ecls Eexc E Ecls Eexc E Ecls Eexc
OctoMap 39.9 6.3 39.0 28.7 8.2 47.8 74.8 2.6 32.3
UFOMap 26.4 7.3 49.6 19.3 10.1 57.8 67.1 4.9 38.4
Voxblox 37.2 11.1 47.9 15.2 12.4 60.1 24.8 7.8 28.8

Table 3.1: The values of the evaluated metrics in all environments after the third iteration
using ground truth data.

The results for the SLAM and SLAM with noisy LiDAR data shown in Tables 3.2
and 3.3 are nearly identical, as noise parameter for LiDAR σl increased only by 0.1m, which
is effectively mitigated by the voxel resolution of 0.3m used in all experiments.
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SLAM Data
Maze Forest Urban

E Ecls Eexc E Ecls Eexc E Ecls Eexc
OctoMap 40.3 13.7 65.5 33.2 15.2 69.1 60.0 5.1 29.9
UFOMap 8.2 16.1 66.6 9.6 17.8 75.0 36.9 7.4 35.7
Voxblox 46.9 15.8 62.2 48.5 19.0 77.9 24.9 10.8 32.9

Table 3.2: The values of the evaluated metrics in all environments after the third iteration
using noisy data, modified with the parameters of SLAM.

SLAM with noisy LiDAR Data
Maze Forest Urban

E Ecls Eexc E Ecls Eexc E Ecls Eexc
OctoMap 39.7 14.1 66.4 34.5 15.1 68.8 60.4 5.1 31.6
UFOMap 6.0 15.6 68.0 10.3 17.9 76.7 36.2 6.2 39.0
Voxblox 47.7 16.3 62.9 46.3 18.8 76.9 25.2 12.9 38.4

Table 3.3: The values of the evaluated metrics in all environments after the third iteration
using noisy data, modified with the parameters of SLAM and noisy LiDAR.

Using noise parameters of RTK GPS, as shown in Table 3.4 and Figure 3.7, further
degrades the ability of each method to accurately map the environment. OctoMap has results
almost comparable with Voxblox, performing slightly better or worse in each metric. UFOMap
achieved the best result in unmapped obstacle volume metric in all three environments, at the
cost of the higher excess volume error. Figure 3.6 compares the achieved classification error
across all the environments and data. We can notice that the OctoMap performed the best
almost in all cases.

RTK Data
Maze Forest Urban

E Ecls Eexc E Ecls Eexc E Ecls Eexc
OctoMap 62.9 16.5 88.7 77.4 19.9 93.0 63.0 19.3 60.2
UFOMap 11.4 18.2 89.5 19.1 21.6 92.9 6.1 20.7 66.8
Voxblox 66.7 16.0 78.9 91.3 15.9 96.3 60.6 24.5 69.9

Table 3.4: The values of the evaluated metrics in all environments after the third iteration
using noisy data, modified with the parameters of RTK.

The results when using RTK with a noisy magnetometer or GPS are further aggravated
and do not provide any additional information to our experiments, thus they are neglected.
The overall best results were achieved by OctoMap, being the best in the voxel classification
accuracy, and also having the lowest excessive volume in the most instances. Even though
UFOMap did not surpass OctoMap in terms of the voxel classification, it had the lowest
error in classifying free voxels. UFOMap also exhibited the best values in unmapped obstacle
volume metric, except in a few experiments, where Voxblox performed better. Voxblox, on the
other hand, showcased the worst results in the voxel classification metric, performing slightly
better only when using the RTK data, probably due to the different method of updating the
voxel occupancy. It also had the highest number of results labeled as the worst.
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(a) Maze (b) Forest (c) Urban

Figure 3.6: The voxel volume classification of each method after the third iteration in all
environments and all the types of data, starting with ground truth (GT).

(a) Ground truth data. (b) RTK data.

Figure 3.7: The resulting occupancy maps of OctoMap visualized in Rviz, showing the map
when using RTK data in comparison to the map with ground truth data.
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Chapter 4

Accuracy improvement

The mapping methods evaluated in this thesis, OctoMap, UFOMap, and Voxblox, using
the three established metrics, showed significantly reduced map quality with increased pose
uncertainty, as expected. We propose three improvements that can mitigate the effects of the
pose uncertainty on the results. The first improvement is to vary the voxel resolution. By
using different voxel resolutions, we can explore how the resolution affects the accuracy of
the map in the presence of pose uncertainty. The second improvement we propose is to vary
the mapping range, which refers to the maximum distance at which the mapping algorithm is
allowed to generate a map. Lastly, we propose changing the sensor model used for mapping,
which can significantly impact the quality of the resulting map. By altering the sensor model,
we can reduce or increase the confidence in the sensor measurement, which is important as the
measurements become more inaccurate. Each improvement will be tested with identical data
individually, while observing their effectiveness, and then all the improvements together within
a single test. These experiments use a denormalized classification error Êcls for comparing the
results, previously defined in eq. (2.16), i.e. the equation is not divided by the total number
of free and occupied voxels, and remains as the sum of falsely classified voxels as

Êcls = |FN |+ |FP |. (4.1)

The denormalized metric better indicates the accuracy of each method when using different
distances and resolutions, as there is much more free voxels when using greater distances or
finer resolutions.

4.1 Mapping distance

The idea of adjusting the mapping distance comes from the fact that the error in the
orientation of the UAV results in a more significant error in position of a measured endpoint
that is further from the UAV, as shown in Figure 4.1. So theoretically, for a given orientation
error φ, the deviation d is linearly dependent on the distance of the endpoint, i.e., the endpoint
twice as further from the source as the other endpoint should have the deviation twice as large,
etc.

By decreasing the mapping distance, the effect that the orientation error has on the
resulting map is reduced. However, the mapping of the environment can be prolonged, because
the trajectory of the UAV that is mapping the environment should be adjusted to cover the
whole area with the newly set distance. In our experiments, we use three different distances
– 30 meters, 10 meters, and 5 meters. We observe the effect that it has on the resulting map
of the forest environment when the ground truth data are transformed using the vector of
parameters σ, as previously defined in equation (2.7), with the following values:

σ =
[
0 0 0 0 0.05 0.05 0.05

]ᵀ
, (4.2)
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to demonstrate how the shortening of the mapping distance mitigates the error in the UAV
orientation.

S

A B

Aerr

Berr

d

kd

φ

Figure 4.1: Example of deviations from the original points caused by noise in orientation. The
error is denoted as φ, S is the source of the laser beam, point A is the first endpoint and
point B is the second endpoint further from the source. Aerr and Berr are the points deviated
from the original points A and B by the error φ. Resulting deviation distance from point A
is denoted as d, whereby the deviation for point B can be calculated by multiplying d by a
coefficient k, which is a ratio of the distance |SB| and |SA|.

4.2 Voxel resolution

The errors caused by a high pose uncertainty can be amplified when using fine voxel
resolutions corresponding to smaller voxels. This is because the mapping method may classify
a free volume in the environment as occupied and being unable to distinguish it due to the
high resolution and sensor limitation, as there is a smaller chance for the endpoints of the
measurements to be sampled into the same volume multiple times. As a result, the resulting
map may contain artifacts and inaccuracies that do not reflect the true environment.

Using larger voxels can help mitigate the effects of pose uncertainty on the resulting map.
The environment is then represented at a coarser level of detail, which makes the mapping
less sensitive to deviations caused by the pose uncertainty. However, this comes at the cost of
decreased map resolution and losing information about the environment. We test 3 different
resolutions – 0.50m, 0.30m and 0.15m in the forest environment with the data transformed
by the SLAM with noisy LiDAR parameters as defined in Table 2.1.

4.3 Sensor model and occupancy thresholds

The sensor model used in the previous experiments causes a high confidence in voxels
being occupied once classified so, therefore a more suitable sensor model should be used with
increased pose uncertainty. As defined in Section 1.2.1, a voxel is classified as occupied, if
the log-odd value is above a certain probability threshold. The threshold for classifying an
occupied voxel was set to tocc = 0.5 in the previous experiments. In this experiment, we test
three different settings of the sensor model along with the occupancy threshold. However, this
last experiment involves only OctoMap and UFOMap, as Voxblox does not offer a simple way
of adjusting the sensor model and does not use a probabilistic model for integrating the sensor
measurements as OctoMap and UFOMap do. Three combinations of occupancy probability
thresholds and sensor model log-odd values are tested in the forest environment, the first
being the same as in the original experiments:
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(1) tocc = 0.5, locc = 2.95,
(2) tocc = 0.6, locc = 1.73,
(3) tocc = 0.7, locc = 1.1,

where the log-odd values of locc correspond to the probabilities of 0.95, 0.85 and 0.75, re-
spectively. The sensor model for a beam traversing the voxel is set to lfree = −0.2 for all
combinations and the data are transformed again by the SLAM with noisy LiDAR parame-
ters.

4.4 Results

The results of the improvements are divided into four sections. The first three sections
analyze the effects of the discussed improvements, voxel resolution, mapping distance and the
sensor model, individually on each method (the sensor model applies only to OctoMap and
UFOMap). The last section focuses on the resulting accuracy of each method when it uses
all the proposed improvements simultaneously and then compares the methods between each
other, although Voxblox is at a slight disadvantage because the adjusted sensor model and
the occupancy thresholds of OctoMap and UFOMap cannot be applied to Voxblox.

4.4.1 Mapping distance

The first proposed improvement was to shorten the mapping distance, as it should
reduce the accuracy error caused by the noise in the orientation of the UAV. In Figures 4.2,
4.3 and 4.4, we demonstrate the results of the evaluated metrics with the decreasing mapping
distance. The unmapped obstacle volume metric for all the methods converged faster when
using greater distance, as expected. However, using the shorter distance of 5 meters proved
significant improvement in voxel classification both in OctoMap and UFOMap.

(a) Unmapped obstacle vol. metric. (b) Excessive mapped vol. metric. (c) Voxel classification metric.

Figure 4.2: The evaluated metrics of OctoMap in the forest environment and mapping distance
variations with the noise only in UAV orientation.

The reason why the results were the most erroneous in the voxel classification when using
10 meters for OctoMap and Voxblox might be the used trajectory when traversing the forest
environment with the UAV, as the mapping distance of 10 meters covers also the adjacent
tree lines. This might result in a faulty classification of the distant voxels, and having less
repeated coverage of the same areas in contrast to the mapping distance of 30 meters, which
covers almost the whole environment at any time throughout the test, thus has an extended
duration for reclassifying any voxel. Therefore selecting an ideal trajectory also plays a crucial
role when mapping the environment, as it can significantly impact the results.
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(a) Unmapped obstacle vol. metric. (b) Excessive mapped vol. metric. (c) Voxel classification metric.

Figure 4.3: The evaluated metrics of UFOMap in the forest environment and mapping distance
variations with the noise only in UAV orientation.

The results for Voxblox in Figures 4.4a and 4.4b were scaled to better demonstrate the
effects of the mapping distance, as the shorter distance provided only a very light improvement.

(a) Unmapped obstacle vol. metric. (b) Excessive mapped vol. metric. (c) Voxel classification metric.

Figure 4.4: The evaluated metrics of Voxblox in the forest environment and mapping distance
variations with the noise only in UAV orientation.

4.4.2 Voxel resolution

The next proposed improvement was to change the voxel resolution, as it would map the
environment in coarser details, however with better accuracy in the voxel classification. The
results comparing the use of different resolutions and its effect on the classification accuracy
in the denormalized Êcls metric are shown in Figure 4.5. The results for the other metrics are
excluded, as it is not fair to compare them to each other in different resolutions, since the
larger voxel sizes cover more of the obstacles volume, giving us no indication of the method’s
performance in comparison to smaller sizes. The results show that the number of incorrectly
classified voxels is decreased when using lower resolution in all of the methods. That holds even
volume-wise, meaning that the incorrectly classified volume (number of incorrectly classified
voxels multiplied by the voxel resolution is reduced).
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(a) OctoMap. (b) UFOMap. (c) Voxblox.

Figure 4.5: The evaluated voxel classification metric in the forest environment of each method
using SLAM with noisy LiDAR data and voxel resolution variations.

4.4.3 Sensor model and occupancy thresholds

The last proposed improvement is varying the sensor model of the OctoMap and
UFOMap. The results are shown in Figure 4.6, with the legend referring to the combina-
tions listed in 4.3. Although using the sensor model with the lower log-odd values for the
occupied nodes and the higher occupancy probability thresholds proved advantageous over
the more confident sensor model, combination (2) showed the best results in unmapped ob-
stacle volume metric E and almost the same results as (3) in the other two metrics, both in
OctoMap and UFOMap. This is because (3) had a very strict occupancy threshold and an
overly uncertain sensor model in the measurements, so it provided no further improvement to
the resulting map and even started to lose information about the obstacles.

(a) Unmapped obstacle vol. metric. (b) Excessive mapped vol. metric. (c) Voxel classification metric.

(d) Unmapped obstacle vol. metric. (e) Excessive mapped vol. metric. (f) Voxel classification metric.

Figure 4.6: The evaluated metrics of OctoMap (red) and UFOMap (green) in the forest envi-
ronment using SLAM with noisy LiDAR data and sensor model variations.
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4.4.4 All improvements simultaneously

Figure 4.7 shows results where all of the proposed improvements are used: the mapping
distance of 5m, the voxel resolution of 0.5m and the sensor model (3), in a single experiment
for each method, except the adjusting of the sensor model for Voxblox. We compare these
results to the results from the previous experiments of using the RTK data in Chapter 3
to demonstrate its effects. OctoMap and UFOMap showed great improvement in all of the
metrics, however, the improvements had little to almost no effect on Voxblox, as the previous
experiments indicated, and only enhanced the voxel classification accuracy, thanks to the
lower resolution.

(a) Unmapped obstacle vol. metric. (b) Excessive mapped vol. metric. (c) Voxel classification metric.

(d) Unmapped obstacle vol. metric. (e) Excessive mapped vol. metric. (f) Voxel classification metric.

(g) Unmapped obstacle vol. metric. (h) Excessive mapped vol. metric. (i) Voxel classification metric.

Figure 4.7: The evaluated metrics for OctoMap (red), UFOMap (green) and Voxblox (blue
and scaled to better demonstrate the improvement) using all of the proposed improvements
except the sensor model for Voxblox in comparison to the original experiments.
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(a) Unmapped obstacle vol. metric. (b) Excessive mapped vol. metric. (c) Voxel classification metric.

Figure 4.8: The improved results in comparison between each other.

The last Figure 4.8, compares the methods with all of the improvements between each
other. Voxblox showcased poor results with uncertain pose in comparison to the other meth-
ods, as the improvements had little to no effect on the resulting map.
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Chapter 5

Conclusion

This thesis aimed to compare the mapping accuracy and robustness of three widely
used 3D mapping frameworks, namely OctoMap, UFOMap (with Fast discrete integrator),
and Voxblox. The comparison was performed in three distinct simulated environments with
an increasing pose uncertainty of the autonomous UAV equipped with 3D LiDAR. Three
different metrics were used to assess their performance. When subjected to the increasing
pose uncertainty, the methods proved sensitive to high error in the orientation of the UAV,
especially at longer mapping distances, and became practically unusable when combined with
a significant positional error. Three different improvements to mitigate this were proposed.

Throughout the experiments, it was observed that OctoMap and UFOMap consistently
outperformed Voxblox in voxel classification accuracy, whereas UFOMap also exhibited the
best results in mapping most of the obstacle volumes at the cost of the higher excessive
volume error and slightly lower classification accuracy. This behaviour can be attributed to
UFOMap’s more efficient algorithm, enabling it to integrate a larger number of points into
the map within a shorter timeframe. Consequently, it can also integrate more noisy points
and incorrectly classify more voxels, especially when using longer mapping distances and a
confident sensor model. As a result of this, UFOMap showcased a significant positive response
to the proposed improvements, having superior results in comparison to the other methods.
Voxblox, on the other hand, performed consistently well throughout the experiments, except
for the use of the proposed improvements, which had little to no effect. Although it did not
surpass OctoMap and UFOMap in terms of classification accuracy in most of the cases, it
served as a good middle ground between OctoMap and UFOmap in several instances.

In summary, OctoMap emerged as the top-performing mapping framework in this study
when none of the improvements were utilized, showcasing superior mapping accuracy com-
pared to UFOMap and Voxblox. However, UFOMap achieved the best results in mapping
of the obstacle volume, and exhibited potential for enhancement by responding the most
positively to the proposed improvements. Each of these methods presented their own advan-
tages and disadvantages. OctoMap proved to be the most reliable mapping algorithm, as it
achieved the best classification results in most scenarios, while UFOMap performed the best
when the improvements were applied and had the overall lowest error of incorrectly classified
free space. This makes UFOMap an ideal choice in scenarios where collision-free operations
are crucial. Although Voxblox did not surpass OctoMap and UFOMap in mapping accuracy,
it performed almost equally well, and is a suitable choice for path planning algorithms, as it
already provides ESDF layers as a resulting map.

Future works might focus on optimizing the proposed improvements for achieving the
best possible results when mapping under the effects of the pose uncertainty, for example by
minimizing the sum of the proposed metrics. The optimization of the improvements should
also be done in real time, as the pose uncertainty of the UAV can change over time, due to
unpredictable environmental effects or sensor malfunctions.
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Chapter A

Attachments

The folder create world contains python script that generates a Gazebo simulation
world with objects defined in xml files. The folder eval accuracy is a ROS node evaluating
accuracy of a running method, subscribing to topics containing whole maps of the environ-
ments. The folder noise node is a ROS node transforming a rosbag according to parameters of
the multivariate Gaussian, defined in params.yaml. The python script plot err.py was used
to generate graphs of the evaluated metrics. The file README.md contains a short description
of each script and how to use them.

create world
end.xml
main.py
start.xml
unit box.xml
unit cyl.xml

eval accuracy
src

eval accuracy.cpp
CMakeLists.txt
package.xml

noise node
config

params.yaml
launch

noise.launch
scripts

noise
noise offline
utils.py

CMakeLists.txt
package.xml

README.md
plot err.py
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