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Abstrakt / Abstract

Tato práce se zabývá kalibrováním
polohy průmyslového manipulátoru v
pracovní buňce. Systém bude využívat
kameru pevně připojenou k chapadlu
manipulátoru. V práci je zvolen vhodný
druh kalibračních značek a postup sní-
mání kalibračních dat. Jsou zvoleny
vhodné kalibrační algoritmy pro hle-
dání jednotlivých transformací. Tyto
algoritmy jsou naimplementovány a
popsány. Nakonec je provedeno ověření
funkčnosti na robotu A465 a měření
přesnosti. U naměřených dat je prove-
dena diskuze výsledků.

Klíčová slova: OpenCV, kalibrace
kamery, kalibrace oko-ruka, kalibrace z
báze robotu do světového souřadnico-
vého systému

This work deals with calibrating an
industrial manipulator position in a
work cell. The system will use a cam-
era attached to the manipulator end-
effector. The thesis selects a suitable
type of calibration marker and proposes
the procedure for collecting calibration
data. Appropriate calibration algo-
rithms are chosen for the estimation of
individual transformations. These algo-
rithms are implemented and described
in detail. The functionality is verified
on the A465 robot, and the accuracy
is evaluated. The obtained data are
discussed, and the results are analyzed.

Keywords: OpenCV, Camera cali-
bration, Hand-Eye calibration, Robot
base to world calibration
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Chapter 1
Introduction

Industrial manipulators are a standard part of production processes today, thanks to
their ability to perform repetitive tasks quickly and accurately. In order to achieve
high accuracy in the performed tasks, it is necessary to calibrate the robots during
their deployment and subsequent operation. One of the most popular approach to
robot calibration is calibration using cameras and calibration markers.

This work aims to design and test the calibration methods of a robotic manipulator
for the needs of the Rohde & Schwarz production plant. The first task is to propose a
method of calibrating the camera and the Hand-eye calibration when putting the robot
into operation. The second task is to design and test the Robot-World calibration
method for the periodic calibration of the robot position in the work cell and the
possibility of verifying the correctly entered production task by the production operator.

A camera mounted on the arm of the manipulator and calibration markers will be
used for these tasks. The OpenCV library’s tools will be used to search for markers
in images and subsequent calculations. The result of the work will be three separate
programs. The first program will calculate the camera’s internal parameters from the
captured data and the transformation from the camera to the robot gripper. The
second program calculates the transformation of the robot coordinate system to the
world coordinate system from the captured markers in the robot’s workspace. A third
program, according to a marker placed in the work cell, can check whether the correct
production task has been selected by the production operator.

1.1 Description of the problem
The Rohde & Schwarz Vimperk production plant focuses on the production of innova-
tive products in the field of measuring, broadcasting, and media technology [1]. These
products are manufactured using a hybrid production process that incorporates both
manual and automated techniques on a medium scale. Industrial manipulators are
rarely used due to high acquisition costs and lower workloads, which typically result in
long-term return on investment.

There are options for increasing the utilization of the industrial manipulator by mov-
ing it between multiple workstations. Rohde & Schwarz decided to place an industrial
manipulator on a mobile robot that would move between individual work cells. Moving
the robotic manipulator caused an error in its position relative to the work cell. For
this reason, it is necessary to find the exact position of the manipulator in relation to
the work cell after each relocation of the robot. An automatic method of finding the
manipulator’s position in the work cell must be created for this task. This bachelor’s
thesis will deal with this problem.
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Chapter 2
Proposed solution

This chapter focuses on the equipment, data collection, and algorithms used to solve
the given task. First, the individual transformations and coordinate systems used in
this work will be described. Then the markers’ types, strengths, and weaknesses will
be discussed. Subsequently, the principles of data collection and the conditions under
which it is carried out will be described. In the end, algorithms designed for calculating
individual transformations will be presented.

2.1 Description of transformations and coordinate
systems

This work uses several coordinate systems and transformation matrices to determine
the position and orientation of the robotic manipulator, camera, and other elements.
These coordinate systems are connected by transformation matrices that enable the
conversion between individual coordinate systems. This list contains all coordinate
systems used in this work:

. BRF: The base robot frame coordinate system is connected to the robot’s base, and
each robot manipulator defines it in its program.. BG: The gripper coordinate system is defined as a system connected to the flange at
the end of the robotic manipulator.. BC: The camera coordinate system is defined as a system located at the camera’s
position in space, with the z-axis pointing in the direction of the camera’s view.. BM: The marker base is defined as the coordinate system located at the position of
the marker in space. The position of the coordinate system is determined depending
on the specific type of marker.. BW: The world base coordinate system is defined as a coordinate system located at
some defined point. The work cell designer determines this coordinate system.

The following list shows all the transformations used in this work and how to obtain
a specific transformation:

. 𝑇𝐵𝑅𝐹
𝐵𝐺 : The transformation matrix from the gripper to the robot base is obtained by

calculating the forward kinematic task using known robot joint coordinates.. 𝑇𝐵𝐶
𝐵𝐺 : The transformation matrix from the griper to the camera is obtained by cal-

culating the hand-eye calibration using the Static-methods program.. 𝑇𝐵𝑀
𝐵𝐶 : The transformation matrix from the camera to the marker is obtained using

the solvePnP() function from the OpenCV library [2].. 𝑇𝐵𝑊
𝐵𝑀 : The transformation matrix from the marker coordinate system to the world

coordinate system is calculated using the known position of the marker in the world
coordinate system.. 𝑇𝐵𝑅𝐹

𝐵𝑊 : The transformation matrix from the world coordinate system to the robot
base will be calculated using the Robot-world program.

2



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.2 Used equipment

BRF

BC

BG

BM
BW

Figure 2.1. Schematic of the robot with coordinate systems and transformations.

2.2 Used equipment

2.2.1 A465 robotic manipulator

The A465 robotic manipulator is an industrial manipulator for handling light objects
manufactured by CRS. It is an industrial manipulator with six axes of freedom. This
manipulator is located in the CIRC CTU building and was used in this work to test the
functionality of individual programs. The manipulator is not controlled by the original
control unit but by the Mars 8 control unit [3]. Primary data about the robot are shown
in the Table 2.1[4].

Parameters Value

Repeatability ±0.05 mm
Reach 711 mm
Payload 2 kg

Table 2.1. A465 robotic manipulator parameters [4].

3



2. Proposed solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure 2.2. Photo of the A465 robotic manipulator in the work cell [5].

2.2.2 UR10 e robotic manipulator

The UR10e robotic manipulator is a collaborative industrial manipulator manufactured
by Universal Robots. It is an industrial manipulator with six degrees of freedom. This
robotic manipulator is used in the Rohde & Schwarz manufacturing plant, and this
work is designed to be deployed on this type of robot. Primary data about the robot
are listed in the Table 2.2[6].

Parameters Value

Repeatability ±0.05 mm
Reach 1 300 mm
Payload 12.5 kg

Table 2.2. UR10 e robotic manipulator parameters [6].

4



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.3 Calibration targets

Figure 2.3. Photo of the UR10 e robotic manipulator [7].

2.2.3 Camera and lens

A Basler camera and lens were used to collect calibration data at the Rohde & Schwarz
plant. Specifically, the daA3840-45um camera model and the Basler Lens C125-0618-
5M-P lens with a focal length of 6mm were used. The technical specifications of both
components can be found in the attached Table 2.3.

Parameters Value

Camera resolution 8.3 MP
Pixel Size 2 µm x 2 µm
Focal Length 6 mm

Table 2.3. Camera and lens parameters [8][9].

2.3 Calibration targets

Calibration markers intended for machine vision calibration are high-contrast black-
and-white markers. These markers are designed for easy recognition using machine
vision algorithms. Their primary purpose is to quickly and accurately determine the
position of the given marker in the image. Another task is to determine the reference
size for other objects in the image. Some markers also have a coded number in the
images, which allows automatic marker identification. We can divide these markers
into several types.

5



2. Proposed solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.3.1 Calibration marker

Calibration markers are circular or square marks containing one or more reference
points. There are many types of tags, such as ArUco tags, ApriTags, or CCTags.
The main difference between the markers is their accuracy during calibration and the
ability to store additional information. A typical representative of a marker that can
store information is the ArUco marker [10].

Figure 2.4. Example of ArUco markers [11].

2.3.2 Calibration boards

Calibration plates can be described as a pre-defined grid of markers. Its main advantage
is to provide multiple reference points for one image. The most commonly used calibra-
tion boards are Checkerboard, Circle board, Asymmetric circle board, and ChArUco
board. The Circle board and The Asymmetric circle board are grids made of dots. We
are looking for the calibration points in the middle of the dots. The circle board is
rotationally invariant when viewed from multiple cameras. Therefore an Asymmetric
circular board is used more often, which has already solved this problem. The main
disadvantage is that the entire grid has to be visible in the image. The Checkerboard
and ChArUco board make a checkerboard pattern. The sought calibration points are
on the vertices of the squares. The disadvantage of the Checkerboard grid, as with the
dot patterns, is that in order to use the pattern successfully, we need to see the entire
calibration pattern in the picture. This problem is solved by the ChArUco board, which
places smaller ArUco markers in the white fields, thanks to which calibration can be
carried out even with a partially visible board [12].

6



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.4 Calibration positions

Figure 2.5. Example of ChArUco board [13].

2.3.3 Used markers for this project

For the realization of this work, we chose two types of markers. Camera calibration and
Hand-Eye calibration will use the ChArUco board. The main reason for choosing this
solution is the need for at least six reference points for a robust Hand-Eye calibration
result [14]. For this reason, it is more appropriate to use calibration boards than
calibration markers. Another reason to use the ChArUco board is the fixed camera
parameters set by the client. The limiting parameter is the camera’s field of view,
which limits how many reference points can be seen at once. To choose the size of the
squares, choosing a short edge of the square for more markers per image is ideal, but
this edge is limited in recognizing ArUco markers. The ideal value for the specified
assembly is 2.5 cm.

We chose the ArUco markers for the Robot-World calibration. The main reason is the
limited space in the working area of the robot around the device, which does not allow
the use of calibration boards. Another reason is the pre-defined detection functions in
OpenCV for their detection and the possibility of loading a specific tag ID.

2.4 Calibration positions
Collecting calibration data is essential when using a camera attached to the end of a
robotic manipulator. We use calibration data to calculate the necessary transformations
to control the robotic manipulator. We will guide the robotic manipulator to predeter-
mined positions for collecting images containing calibration markers. Data collection

7



2. Proposed solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
must meet strict conditions for the successful and accurate execution of all necessary
calibrations.

2.4.1 External conditions for calibration
The primary condition determining the quality of captured data is light. A sufficiently
robust and consistent light source across the entire calibration board is ideal. The
reason for a powerful light source is the possibility of using a smaller aperture. Another
condition for correct marker detection is that the light does not reflect from the surface
of the calibration board so as not to limit the possibility of detecting markers. The
important condition for correctly captured data is that the position of the calibration
board must not be changed during data capture. The last rule is that the calibrated
camera must not be modified in any way between calibration positions [15].

2.4.2 Rules and Procedures for Accurate Calibration Data
Collection

For accurate and robust hand-eye and camera calibration, taking a sufficient number of
calibration images is crucial. We need at least ten images, although the exact number
can vary depending on the number of calibration points seen in individual images. To
ensure that the calibration data is evenly distributed, the individual positions must
differ from each other by at least 30 degrees in at least two axes of rotation. This rule
will help ensure that the calibration data is accurate across the full range of motion.
Another essential rule to follow is to use the position found from the data read from
the values of the individual joints of the robotic manipulator to obtain data about the
gripper’s position. However, to accurately read the values of the joints, it is necessary
first to wait for them to settle in the position of the robotic manipulator [15].

2.4.3 Collection of calibration data
Positions for camera and hand-eye calibration were chosen by collecting points on the
upper half of the sphere where the center of the sphere lies in the center of the calibration
board. We will intersect this sphere with three planes parallel to the calibration board’s
plane. These planes will be above each other, and the distance of the individual planes
from the calibration board is set so that the segment from the center of the calibration
board to the intersection of the sphere with the plane forms the following angles 30,
55, and 75 degrees. Subsequently, the camera is always turned towards the center of
the sphere. The side section of the plane and the sphere can be seen in the following
diagram Figure 2.6. We will divide the circle obtained by the intersection of the sphere
and the surface into eight segments of equal length on which we will perform individual
measurements. We perform the last measurement on the sphere directly above the
center of the sphere. In this way, we obtain 19 calibration positions. We calculate the
individual positions using the following equations:

𝑥 = ℎ cos(𝑎360
∘

𝑛
) + 𝑆𝑥, (1)

𝑦 = ℎ sin(𝑎360
∘

𝑛
) + 𝑆𝑦, (2)

𝑧 = ℎ sin (𝜃) + 𝑆𝑧, (3)

𝛼 = 90∘ − 𝜃, (4)

8



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.5 Calibration

𝛽 = −𝑎360
∘

𝑛
, (5)

𝛾 = 𝑎30∘. (6)

In these equations, 𝑎 is from {1, .., 8} and describes how many points we look for on
individual circles. The variable 𝑛 indicates the number of points on the circle, in our
case, eight positions. The variable ℎ indicates the sphere’s radius, and the variable 𝜃
indicates the angle between the calibration board and the segment with the center of
the calibration board to the camera position.

1.

2.

3.

Figure 2.6. Vertical cross-section of data collection positions.

For robot-world calibration, we will guide the robot to three calibration positions.
These positions will be placed above the marker at distances corresponding to the
maximum sharpness of the camera.

2.5 Calibration
The calibration of robotic manipulators is a critical task in robotics, as it ensures
accuracy and precision during their operation. The upcoming section will specifically
focus on calibrating the manipulator base position in the work cell using cameras.
There are two possible configurations for the relative location of the manipulator and
the camera: the camera can either be situated at the end of the manipulator or on a
separate platform attached to the world coordinate system. This work will only deal
with the camera located at the end effector of the manipulator.

2.5.1 Camera calibration
Camera calibration deals with finding the internal and external parameters of the cam-
era. These relationships are essential for connecting the two-dimensional world in the
image with the three-dimensional world in front of the camera. We will use the pinhole

9



2. Proposed solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
camera model to describe the camera and then construct the equations. This model is
shown in diagram Figure 2.7. This model linearly approximates the behavior of a real
camera. The following equation defines the relationship between points in the camera
[ 𝑢 𝑣 ]𝑇 and points in space [ 𝑥 𝑦 𝑧 ]𝑇 Equation (7)[14][16].

𝑠⎡⎢
⎣

𝑢
𝑣
1
⎤⎥
⎦

= 𝐾 [𝑅 𝑡 ] ⎡⎢
⎣

𝑥
𝑦
𝑧
⎤⎥
⎦

(7)

𝑅 denotes the rotation matrix from the world coordinate system to the camera coor-
dinate system, and 𝑡 is the translation vector from the world coordinate system to the
camera coordinate system. Furthermore, [ 𝑢 𝑣 ]𝑇 indicate the point position in the cam-
era, and [ 𝑥 𝑦 𝑧 ]𝑇 determine the point position in the world coordinate system. The
variable 𝑠 denotes the scaling factor, and the matrix 𝐾 denotes the camera’s internal
parameters.

The matrix K includes the internal parameters of the camera. These internal param-
eters are defined as follows:

. 𝑓𝑢, 𝑓𝑣: These parameters indicate the focal length in pixels.

. 𝑥0, 𝑦0: These parameters are the coordinates of the principal point.

. 𝑠: This parameter indicates the skew of the image.

𝐾 = ⎡⎢
⎣

𝑓𝑢 𝑠 𝑥0
0 𝑓𝑣 𝑦0
0 0 1

⎤⎥
⎦

(8)

This equation only works if the camera has a distortion-free lens. Real lenses have
distortion, which we can approximate by radial and tangential distortion. For this
reason, we also need to find the external camera parameters. The algorithm from the
article [17], which is implemented in the OpenCV library, was used to calculate these
parameters.

10



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.5 Calibration

Figure 2.7. Schematic of the image in the camera with the camera’s coordinate system
[18].

2.5.2 Hand-Eye calibration

Hand-eye calibration aims to find the transformation matrix from the camera coordi-
nates system to the gripper coordinates system. This transformation is used in a task
where a robotic manipulator lifts an object detected by a camera. To calculate this
transformation, it will need a transformation from the gripper coordinate system to the
robot base coordinate system. We will calculate this transformation using the results
of the forward kinematic task provided by the robot software. We will use the following
conversion to convert the rotation from the Euler angles in the zyx orientation to the
rotation Matrix (9). The second transformation that we will need for the calculation
is from the calibration board coordinate system to the camera coordinate system. We
get this transformation when calibrating the camera.

⎡⎢
⎣

cos(𝛼) cos(𝛽) cos(𝛼) sin(𝛽) sin(𝛾) − cos(𝛾) sin(𝛼) cos(𝛼) cos(𝛾) sin(𝛽) − sin(𝛼) sin(𝛾)
cos(𝛽) sin(𝛼) cos(𝛼) cos(𝛾) + sin(𝛼) sin(𝛽) sin(𝛾) cos(𝛾) sin(𝛼) sin(𝛽) − cos(𝛼) sin(𝛾)

− sin(𝛽) cos(𝛽) sin(𝛾) cos(𝛽) cos(𝛾)
⎤⎥
⎦

(9)
To calculate the hand-eye calibration, we will use the measured transformations from
which we will make the following Equation (10). These equations correspond to the
transformations marked in the following diagram Figure 2.1. Subsequently, we can
substitute this and obtain Equation (11), where 𝑖 denotes the i-th measured data. This
adjustment gives us a system of linear equations, which we can use to find the solution
with standards methods. The solution methods can be distinguished into several types:
with a iterative solution first of rotation and then translation, simultaneous estimation

11
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of both values, or optimized simultaneity solution of both. From the possible methods,
we chose the Dual quaternions method for this work due to the highest measured
accuracy in the articles [19][12].

(𝑇𝐵𝐺2
𝐵𝑅𝐹)−1𝑇𝐵𝐺1

𝐵𝑅𝐹𝑇𝐵𝐶
𝐵𝐺 = 𝑇𝐵𝐶

𝐵𝐺𝑇𝐵𝑀
𝐵𝐶2(𝑇𝐵𝑀

𝐵𝐶1)−1 (10)

𝐴𝑖𝑋 = 𝑋𝐵𝑖 (11)

Figure 2.8. Schematic of hand-eye calibration [16].

2.5.3 Robot-World calibration

The robot-world calibration deals with finding a transformation from the robot’s base
coordinate system to the world’s coordinate system of our choice. We use this trans-
formation to guide the manipulator to a given point specified in world coordinates. To
build an optimization task, we must first get the transformation from the robot base co-
ordinates to the gripper coordinates. We obtain this transformation matrix in the same
way as in hand-eye calibration task. Next, we will need the transformation from the
camera to the gripper, which we calculated using hand-eye calibration. Subsequently,
we must find a transformation between the world coordinate system and the camera
coordinate system.

To obtain the following transformation matrices, we will use Aruko markers, which
we will place around the perimeter of the device as marked on the diagram Figure
2.9. We find these markers in individual images and find the transformation from the
coordinate system of the marker to the camera’s coordinate system.

12
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Device

BW

BM1
BM2

BM3

Figure 2.9. Diagram of the placement of aruco markers on the device.

To calculate the given task, we will use a modified method used in the article [20].
We will optimize the distance of the points specified in the coordinate system of the
robot base. We get four corner points from each marker.

In OpenCV, the coordinate system of the marker is located in the middle of the
marker. The coordinates of the corners of the marker in the coordinate system of the
marker are [±0.5𝑙; ±0.5𝑙], where 𝑙 is the length of the edge of the marker. At the same
time, we know the coordinates of the edge of the marker in the world coordinate system.
Using these two pieces of information and the known transformation matrices, we can
convert these coordinates into the world coordinate system using the Equation (12) and
Equation (13). Subsequently, we will define an optimization task to find the optimal
value of the transformation from the robot’s base to the coordinate system of the world.

ℎ( ⃗𝑥𝑝𝑖𝑗
) = 𝑃𝐵𝑅𝐹𝑖𝑗

= 𝑇𝐵𝑅𝐹
𝐵𝑊 𝑃𝐵𝑊𝑖𝑗

(12)

ℎ( ⃗𝑥𝑐𝑖𝑗
) = 𝑃𝐵𝑅𝐹𝑖𝑗

= 𝑇𝐵𝑅𝐹
𝐵𝐺 (𝑇𝐵𝐶

𝐵𝐺 )−1(𝑇𝐵𝑀
𝐵𝐶 )−1𝑃𝐵𝑀𝑖𝑗

(13)

min
3

∑
𝑖=1

4
∑
𝑗=1

‖ ⃗𝑥𝑐𝑖𝑗
− ⃗𝑥𝑝𝑖𝑗

‖2 (14)

𝑃𝐵𝑊𝑖𝑗
denotes the corner of marker 𝑖 and the corner 𝑗 specified in the world coordinate

system. 𝑃𝐵𝑀𝑖𝑗
denotes the corner of marker 𝑖 and corner 𝑗 specified in the coordinate

system of marker 𝑖. The ℎ() function adds 1 to the end of a 3D vector and thus creates
a vector in 4D.

For calculating the optimal value, it is necessary to use the initial estimate of the
transformation from the robot’s base to the world’s coordinate system. We will calculate
the estimated transformation using the Equation (15). For this estimate, we will use
one of the images used for the optimization calculation. We obtain the transformation
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matrices from the robot base to the gripper, from the camera to the gripper, and from
the marker to the camera in the same way as for the optimization calculation. The
only missing transformation matrix is from the world coordinate system to the marker
coordinate system. We know about this transformation that it is only a translation in
the x-axis and y-axis. For the calculation, we will use the known coordinates of the
center of the marker in world coordinates and insert them into the following matrix.

⎡
⎢⎢
⎣

1 0 0 −𝑥
0 1 0 −𝑦
0 0 1 0
0 0 0 1

⎤
⎥⎥
⎦

𝑇𝐵𝑅𝐹
𝐵𝑊 = 𝑇𝐵𝑅𝐹

𝐵𝐺 (𝑇𝐵𝐶
𝐵𝐺 )−1(𝑇𝐵𝑀

𝐵𝐶 )−1(𝑇𝐵𝑊
𝐵𝑀 )−1 (15)

BRF

BC

BG

BW

BM

P1 P2

P4 P3

Figure 2.10. Schematic of the robot for calibration Robot-World.

14



Chapter 3
Implementation

The proposed solution must fulfill different required tasks at different times and with
different frequency. Therefore, we divide the problem we are solving into three pro-
grams, each performing the appropriate actions at the necessary moment.

The first program is called the Internal robot calibration program, which is used to
initialize the robot before deployment in production or after maintenance. It performs
camera and hand-eye calibration using a ChArUco board calibration board. The cam-
era calibration finds the camera’s internal parameters, and hand calibration Finds the
transformation from the camera coordinate system to the gripper coordinate system.

The second program, the External robot calibrations program, is responsible for
calibrating the transformation from the base of the robot manipulator to the world
coordinate system after moving to the work cell. This program contains an implemented
robot-world calibration algorithm described in Subsection 2.5.3. ArUco markers placed
on the work surface are used for position calibration.

The last program is called the Entry check program, which verifies if the work task
for the current cell is correctly set for the central control system. This program uses
the ArUco markers normally used for calibration in the External robot calibrations
program and other ArUco markers located in the given cell. The entry check program
takes information from these markers as input data and compares them to the expected
values for that cell.

This Table 3.1 clearly describes the context in which it should be used correctly.

Program When the program is used.

Internal robot calibration program This program is used before deploying the robot
in production or after performing camera mainte-
nance.

External robot calibrations program This program is used every time the robot is
brought to the workplace.

Entry check program This program is used every time a production
program is entered.

Table 3.1. Table describing the use of individual programs.
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Figure 3.1. Schematic of inputs and outputs of individual programs.

3.1 Internal robot calibration program

Internal robot calibration program is responsible for camera calibration and hand-eye
calibration. This module is used to initialize the parameters after the first start of the
robotic manipulator or after maintenance is performed on the camera. We first need
to place a calibration board in front of the robotic manipulator to use it.

Before starting the module, it is necessary to edit the file constanc.py. This file
contains all the constants used in the following module. The constants that must be set
before starting are those related to the selected calibration pattern and the file’s name
containing the calculated calibration data. The constants description is shown in the
Table 3.2.

The module needs two input parameters to run. The first input parameter is path-
to-images. The second input parameter is path-to-positions. In this parameter, we set
the path to the TXT file, which contains the individual calibration positions obtained
from the joint coordinates of the robot. These positions must be entered in the format,
one position per line. Furthermore, the data is compared one after the other: 𝑥 𝑦 𝑧
𝑌 𝑎𝑤 𝑃𝑖𝑡𝑐ℎ 𝑅𝑜𝑙𝑙. Positions are given in millimeters and angles in degrees, with only a
space between each data.

16
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Constant Description Default settings

CHARUCOBOARD_ROWCOUNT Number of charucoboard
rows.

14

CHARUCOBOARD_COLCOUNT Number of charucoboard
columns.

10

ARUCO_DICT Dictionary used to gener-
ate ArUco markers.

DICT_4X4_1000

SQUARE_LENGTH The size of the checker-
board square in meters.

0.025

MAKER_LENGTH The size of the marker in
meters.

0.015

NAME_STATIC_PARAMS The name of the file to
save the calibration results.

static_params.json

Table 3.2. Table containing default parameter settings and their description.

Figure 3.2. Example of output data from the robot in a format to use for calibration.

The output of Internal robot calibration program is a JSON file containing the cal-
culated calibrations. The data in this file is stored using a JSON object. This object is
defined in the format {key: data}, similar to a dictionary in Python [21]. The output
file contains four keys, thanks to which we can obtain camera calibration and hand-eye
calibration data. The list of keys and data formats is described in the Table 3.3.

Key Description Specifications

camera_mat Contains internal camera
parameters in matrix for-
mat.

3 × 3 matrix K

distortion_vec Contains external camera
parameters in vector for-
mat.

vector with six constants {𝑘1, ..., 𝑘6}

rotation_mat The rotation matrix of the
transformation from cam-
era to grip.

3 × 3 matrix R

translation_vec The translation vector
from camera to grip.

3 × 1 vector T

Table 3.3. A table containing the keys and description of the data.
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3.2 External robot calibrations program
This program expects four input arguments. The first argument is a file name of a
JSON file containing the results of the Internal robot calibration program. The
second argument is the filename of the calibration image file. The third parameter is
the filename of a TXT file containing the positions of the manipulator in 𝑥 𝑦 𝑧 𝑌 𝑎𝑤
𝑃𝑖𝑡𝑐ℎ 𝑅𝑜𝑙𝑙 orientation, just like in the first program. The last parameter is a JSON
dictionary containing the positions of the corners of individual markers in the world
coordinate system, while the order is clockwise from the upper left corner. The marker
ID is the key used to access individual markers.

For the correct functioning of the program, it is necessary to set the constants in
the constants.py file. The constants are described in the Table 3.4. Other possible
modifications in this module include changing the keywords for the file containing the
camera calibration and the hand-eye calibration results. These parameters are preset for
compatibility with the internal_robot_calibration program, and it is unnecessary
to change them if the program uses the basic settings. All these parameters are listed
in this Table 3.3.

Constant Description Default settings

ARUCO_DICT Dictionary used to gener-
ate ArUco markers.

DICT_4X4_1000

NUM_OF_POSE Number of markers used
for calibration.

3

MAKER_LENGTH The size of the marker in
meters.

0.04

Table 3.4. Table containing default parameter settings and their description.

The return value is a NumPy matrix [22] containing the transformation from the
robot base coordinate system to the world coordinate system. The program also in-
cludes implemented checks for user inputs, which are described in the Table 3.5.

Error Description

1 Wrong number of images or wrong path.
2 Wrong path to static parameters.
3 Wrong size of marker.
4 Wrong path to markers positions.
5 Wrong path to data.

Table 3.5. The table contains the error number and description of the error.

3.3 Entry check program
This program is a supporting module for the operator input control application in
manufacturing. Its job is to evaluate a camera image containing a tag, find that tag,
and return its ID. The program is run with one parameter: the path to the image. The
output of this function is the ArUco marker ID, or -1 if the marker was not found.
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Chapter 4
Experimental results

This chapter focuses on verifying the functionality of programs and the accuracy of
calibrating the robot base’s position in the work cell. The measured results will be
presented, and there will be discussions about the accuracy, potential causes, and ways
to improve the outcomes.

4.1 Camera calibration result

Reprojection error is the most important parameter for determining the quality of
camera calibration. This error tells us the difference in the object’s position in the
image, which we estimate based on the known size of the object compared to the
position of the object in the actual image of the calibrated camera. Another critical
parameter is error distribution in individual parts of the image and whether the error
is more significant in just one direction or is distributed evenly over the entire image.
We determine the reprojection error by calculating the root mean square error using
the Equation (1). 𝑝𝑝 is the position of the point calculated from the model, 𝑝𝑐 is the
position found in the image, and 𝑛 is the number of points in our case equal to four.
To evaluate the error distribution, we write the error value for a specific marker in the
calibration image. We draw the direction of the error as an arrow pointing from the
place where we expected the point to the place where the point is in the image. For
better visibility, we enlarged the arrow 400 times [23].

𝑒 = √∑𝑛
𝑗=1 ‖𝑝𝑝 − 𝑝𝑐‖2

𝑛
(1)

We created function test-camera-calib() to verify the calibration. The inputs to
this function are images intended for calibration and images intended for evaluation.
First, we calculate the camera parameters using the inner-param-calib() function.
This function is described in the calibration chapter. This calibration will give us the
camera parameters. Those parameters will be tested for accuracy. Subsequently, we
find ArUco markers on the validation images using the detectMarkers() function.
This function gives us their position in the image. Subsequently, a marker-to-camera
transformation is calculated for each marker using the estimatePoseSingleMarkers()
function. Thanks to the known dimensions of the ArUco markers and the location of
the coordinate system, we can calculate where these marks would be in the image if
the camera had the parameters we managed to calculate. We perform this calculation
using the projectPoints() function. Since we know the location of the points in the
real image and the points in the camera image that we calculated, we can calculate the
reprojection error.
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Figure 4.1. Image with reproduction error value and error directions.

4.1.1 Experiment

For testing, we take eight images in four different tilts of the manipulator, two images
each. The angle between the camera and the calibration board for image acquisition
is 0.6 rad, 0.8 rad, 1.39 rad, and 1.222 rad. Furthermore, we take the first image with
an 𝑥-axis tilt and the second with a 𝑦-axis tilt. We evaluated images with the test-
camera-calib() function. The maximum value, minimum value, median, and mean
can be found in Table 4.1. It can be seen from the table that the maximum error value
is not more than 1 pixel. From the averages, we can calculate the total average value
of the reprojection error of the measured data, which corresponds to 0.32 pix.

Image number Max RMS Min RMS Median RMS Mean RMS

1. 0.42 0.11 0.21 0.23
2. 0.98 0.12 0.34 0.44
3. 0.72 0.12 0.29 0.34
4. 0.67 0.08 0.36 0.35
5. 0.80 0.16 0.41 0.40
6. 0.48 0.13 0.24 0.29
7. 0.55 0.08 0.27 0.30
8. 0.74 0.06 0.25 0.23

Table 4.1. Table of RMS values from individual images. All values are in pixels.
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4.2 Hand-eye validation

In this section, we will focus on verifying the accuracy of the hand-eye calibration results
by comparing them to the expected values calculated using DH notation.

4.2.1 Estimation of hand-eye transformation

We estimate the hand-eye transformation value to compare the results of the hand-eye
transformation value computed by the program. We will use Denavit–Hartenberg nota-
tion to calculate the estimate. First, we must determine the gripper’s coordinate system
orientations and camera coordinate systems orientation. We obtain these coordinate
systems from the following Figure 4.2 and Figure 2.7. We will measure translations on
individual axes on a real robot. Thanks to these data, we can calculate the parameters
of the two DH notations listed in the Table 4.2. Value marked with ? is the optical cen-
ter position that cannot be measured with a ruler and is therefore marked as unknown in
this value estimate. Finally, we calculate the resulting hand-eye transformation Matrix
(2).

𝜃 𝑧 𝑥 𝛼

0∘ 0.045 ? −90∘

−90∘ 0.015 0 −90∘

Table 4.2. Table containing parameters of DH notations.

⎡
⎢⎢
⎣

0 0 1 ?
0 −1 0 0.015
1 0 0 0.045
0 0 0 1

⎤
⎥⎥
⎦

(2)

4.2.2 Experiment

As part of the experiment, images were captured. Subsequently, a computation of
transformation from the camera coordinate system to the gripper coordinate system
was performed using the function internal_robot_calibration(). The result of this
transformation is presented in the following Table (3):

⎡
⎢⎢
⎣

0.1028 0.1571 0.9822 0.0251
0.1918 −0.9720 0.1353 0.0161
0.9760 0.1744 −0.1301 0.0448

0 0 0 1

⎤
⎥⎥
⎦

(3)

Comparing the results, we found that the transformation estimate corresponds to the
calculated transformation. At the same time, we observed that the unknown value falls
within the possible interval of values.
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Figure 4.2. Robotic manipulator A465 with marked joint coordinate systems [24].

4.3 Robot-world result
In this section, we will deal with the execution of the robot-world calibration experiment
and evaluate the obtained results. First, the transformation estimation method for
checking the results will be described, followed by the experiment and its results.

4.3.1 Estimation of robot-world transformation
We estimate the value of this transformation to compare the obtained results of the
robot-world transformation. We will use Denavit–Hartenberg notation to calculate
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the estimate. For this calculation, we need to find out the orientation of the world
coordinate system. We get it from the diagram Figure 4.3, where the coordinate system
is marked in the lower left of the diagram. The red arrow indicates the orientation of
the x-axis, the green arrow the orientation of the y-axis, and the z-axis extends outward
from the board. Next, we need to get the orientation of the coordinate system of the
robot base, which is marked in the Figure 4.2. Subsequently, we will measure individual
translations in the real world. Thanks to these data, we can calculate the parameters
of the two DH notations, which are entered in this Table 4.3.

𝜃 𝑧 𝑥 𝛼

0∘ −0.05 0.35 0∘

−90∘ 0 −0.15 0∘

Table 4.3. Table containing parameters of DH notations.

From the parameters of the DH notation, we will construct the corresponding ma-
trices. By multiplying these matrices, we get the Matrix (4), which estimates the value
that the External robot calibrations program should calculate for us. We will then
measure the data to calculate the robot-world calibration and use the External robot
calibrations program to obtain the transformation Matrix (5).

⎡
⎢⎢
⎣

0 1 0 0.34
−1 0 0 0.16
0 0 1 −0.05
0 0 0 1

⎤
⎥⎥
⎦

(4)

⎡
⎢⎢
⎣

−0.0629 0.9980 −0.0041 0.3444
−0.9979 −0.0628 0.0065 0.1809
0.0062 0.0045 0.9999 −0.0088

0 0 0 1

⎤
⎥⎥
⎦

(5)

By comparing these two matrices, we see that the value obtained by the calibration
program is real. The most significant error is in the z-axis, where it is not very clear
from the picture where exactly this coordinate system is located. We will subsequently
use this matrix calculated by the program for testing.

4.3.2 Experiment
The following experiment was performed to evaluate the robot-world calibration. Four
points on the test board were selected, and their position in the world coordinate system
was measured. The position of these points can be seen in the Figure 4.3. Subsequently,
we multiply these points with the transformation from the robot base coordinate system
to the world coordinate system according to the Equation (6), where 𝑖 denotes the 𝑖-th
measured position. This way, we get those points in the coordinate system of the robot
base. We then let the robotic manipulator grasp the box and guide it to the calculated
coordinates. Now we measure the distance from the center of the box figure to the
point we determined and measure the error in the individual axes. Absolute errors in
individual axes and individual points are listed in the Table 4.4.

𝑃𝐵𝑅𝐹𝑖
= 𝑇𝐵𝑅𝐹

𝐵𝑊
⎡
⎢⎢
⎣

𝑥𝑖
𝑦𝑖
𝑧𝑖
1

⎤
⎥⎥
⎦

(6)
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Measurement position X-axis error Y-axis error Z-axis error

— mm mm mm

1. 6.5 8.5 7
2. 5.5 9.5 6
3. 7.5 11.5 8
4. 3.5 6.5 6

Table 4.4. Table of errors in absolute value in individual axes of robot-world calibration.

Figure 4.3. Diagram of test positions on the device.

4.3.3 Evaluation of results

The results show that the calibration process leads to meaningful results. At the same
time, it can be seen that the results are better in the middle of the workspace than
at the edges of the workspace. Unfortunately, the obtained calibration results do not
meet expectations, and there is still room for improvement in terms of accuracy.

I think that the error in the calibration is caused by the conditions under which the
experiment was carried out. This error could be influenced by two factors: the markers’
quality and factors associated with the manipulator. The main factors affecting the ma-
nipulator’s accuracy are the manipulator’s age, the handling of the given manipulator,
and the loss of calibration when using a different control unit. The second major factor
is the markers used, which were printed on the paper. A more accurate manipulator
and better manufactured marker quality should improve calibration accuracy.
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Figure 4.4. A robotic manipulator placing a cube on a test site to check the accuracy.

4.4 Entry check program validation

The Entry check program is used to verify that the production operator entered the
production task correctly. In order to verify its functionality, similar conditions were
created, like during regular operation in production plants. These tests aimed to deter-
mine whether the program works correctly and can be used in industrial production.

4.4.1 Experiment

To verify the functionality of the program. Scanning was performed with a robotic ma-
nipulator, during which 40 images were captured. These images consisted of 4 types,
with each type containing ten images. Specifically, these were images with ArUco ID
1, ArUco ID 2, ArUco ID 3, and images containing other objects for control measure-
ment purposes. Subsequently, these images were gradually marked by a program that
determined the identification of ArUco markers or the absence of these markers in the
images. The following images are an example of marking Figure 4.5 and Figure 4.6. Of
the 40 marked images, all were evaluated correctly, which leads us to conclude that this
function is suitable for checking the correct program entry by the production operator.
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Figure 4.5. Image with detected marker with ID 1.

Figure 4.6. Image with no detected marker.
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Chapter 5
Conclusions

As part of my bachelor’s thesis, I learned about the production cell and the UR10e
robotic manipulator in the Rohde & Schwarz production plant. The main goal of my
work was to propose an automatic calibration of the transformation from an industrial
manipulator base to a world coordinate system after moving to a robotic workplace.

I conducted thorough research on the available calibration markers and analyzed dif-
ferent solutions that correspond to the customer’s specific needs. During the research,
I learned in detail the algorithms used to calibrate the position of the industrial manip-
ulator in the production environment. I primarily focused on robot-world, hand-eye,
and camera calibration methods. These methods are tools for correctly finding the ma-
nipulator’s position in the work cell and achieving the required accuracy. Based on the
results of my research, I evaluated the most suitable solution that meets the customer’s
specific requirements. I have implemented this proposed method and added a program
correctness check function at Rohde & Schwarz’s request.

In order to verify the functionality, reliability, and ability to effectively manage the
required tasks in a real operating environment, I tested the proposed solution on the
A465 industrial manipulator from CRS. This testing confirmed that the proposed solu-
tion is able to work successfully in practical situations and achieve the desired results.
Testing also made it possible to identify shortcomings for future improvements and to
achieve optimal performance of the manipulator in real operation.

5.1 Possible improvements
This bachelor’s thesis focuses on creating programs for the automatic calibration of
industrial manipulators. The main goal of the work was to create these programs and
test their functionality. For future use, there are opportunities to improve the results
and operation of the programs. The main possibilities for improvement include using
better calibration targets and loading the positions of individual calibration markers
from the central database of the manufacturing plant for easy data maintenance and
modification.

5.1.1 Calibration targets improvements
In this bachelor’s thesis, we only use markers printed on office paper with a laser printer.
To increase accuracy, it is better to use markers made by other processes. Here are some
production method options:

. Markers printed on foil glued to a solid flat surface and foil overlaid to reduce light
reflections into the camera.. Markers are burned by laser into a metal or plastic plate.
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Appendix A
Used libraries

According to the addendum in the contract, I state a list of libraries.

. OpenCV [2]. NumPy [22]. SciPy [25]. glob [26]. json [27]. math [28]

31


	TITLE
	Specification
	Acknowledgement/Declaration
	Abstrakt/Abstract
	Contents
	Tables/Figures
	Introduction
	Description of the problem

	Proposed solution
	Description of transformations and coordinate systems
	Used equipment
	A465 robotic manipulator
	UR10 e robotic manipulator
	Camera and lens

	Calibration targets
	Calibration marker
	Calibration boards
	Used markers for this project

	Calibration positions
	External conditions for calibration
	Rules and Procedures for Accurate Calibration Data Collection
	Collection of calibration data

	Calibration
	Camera calibration
	Hand-Eye calibration
	\_xdef sec:introsec:intro\_ignorespaces Robot-World calibration


	Implementation
	Internal robot calibration program
	External robot calibrations program
	Entry check program

	Experimental results
	Camera calibration result
	Experiment

	Hand-eye validation
	Estimation of hand-eye transformation
	Experiment

	Robot-world result
	Estimation of robot-world transformation
	Experiment
	Evaluation of results

	Entry check program validation
	Experiment


	Conclusions
	Possible improvements
	Calibration targets improvements


	References
	Used libraries

