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Abstrakt

S prichodem slozitéjSich radioterapeutickych technik, jako je radioterapie s modulovanou intenzitou
svazku a obloukovd terapie s modulovanou intenzitou, vzrostla i potfeba méfrit davkové distribuce
v celém 3D prostoru. Na trh se dostalo nékolik komerénich zafizeni, ktera se pokouseji méfit
a vyhodnocovat 3D davkové distribuce. Zadné znich ale nepredstavuje skuteény 3D dozimetr.
VSechna zafizeni pouzivaji softwarové algoritmy, aby 3D davkovou distribuci vymodelovaly na
zdkladé namérenych 2D dat. UZivatel tak muiZe ve 3D kvantitativné srovnat pouze predikovanou
a namodelovanou davkovou mapu. Jediny skutecny 3D dozimetr je polymerni nebo radiochromicky
gel, ten vsak stale jesté neni vhodny pro rutinni klinické pouziti.

Cilem této prace bylo vytvofit jednoduchou dozimetrickou metodu, ktera by umoznila kvantitativni
3D vyhodnoceni pouze mérenych dat, bez nutnosti pouzit jakykoliv rekonstrukéni algoritmus. Nase
metoda pouziva vodé-ekvivalentni deskovy fantom a radiochromicky film, takZe je dostupna viem
klinikdm s vyuZitim jejich stavajiciho vybaveni. Data jsou zpracovdvana v programu MATLAB (The
MathWorks, Inc., United States) a kvantifikovana jak pomoci 2D, tak pomoci 3D gama analyzy. Stejné
tak by vsak pro tento ucel mohl byt vyuzit komercni software dostupny v nemocnici. Hlavni vyhody
nasi metody jsou vyborné rozliSeni v ramci jedné roviny a vodé-ekvivalentnost celého detekéniho
systému. Hlavni nevyhodou je wvys$si Casova narocnost kazdého meéreni oproti komerénim
elektronickym detektorlim. Ve srovnani s gelovou dozimetrii je nase metoda presnéjsi a méné
naroc¢na.

Dalsi vyhodou této metody je moznost vyhodnotit tutéZz namérenou sadu dat jak ve 2D, tak ve 3D,
s pouzitim stejného softwarového kdédu. To neumoznuje zadné komercéni zafizeni a ve védecké
literature také nebylo provedeno Zadné porovnani tohoto typu. Porovnani uvadéna ve védecké
literature jsou ovlivnéna inherentnimi rozdily mezi 2D a 3D daty a pfislusSnymi softwarovymi
algoritmy.

Z nasich vysledkd vyplyva, Zze 3D hodnoceni by mélo byt provddéno alespon pfi zavadéni novych
technik nebo nového dozimetrického vybaveni do klinické praxe. Ddle by mélo byt vyuZito pro
verifikaci individualnich l1é¢ebnych pland, pokud vysledky ziskané jinymi metodami jsou diskutabilni.
Testovani davkovych distribuci v jediné 2D roviné v 3D prostoru nebo pole po poli nemusi byt
dostacujici kvali souhfe chyb rlizného typu.






Abstract

With the advent of complex radiation therapy techniques like IMRT (intensity modulated radiation
therapy) and VMAT (volumetric modulated arc therapy), the need to measure dose distributions in
3D has increased greatly. Several commercial systems have been released that attempt to measure
and evaluate 3D dose distributions. None of them, however, is a real 3D dosimeter. All of them use
software algorithms to model 3D dose distributions based on measured 2D data. Thus, the user can
quantify discrepancies between the predicted and modeled 3D dose maps only. The only true 3D
dosimeter is polymer or radiochromic gel, which is not yet suitable for routine clinical use.

The aim of this work was to develop a simple dosimetric method that would enable quantitative 3D
evaluation of measured data only, without the use of any reconstruction algorithms. Our method
uses a water equivalent slab phantom and radiochromic film, so it is accessible to all clinics using
their existing resources. Data are evaluated in MATLAB (The MathWorks, Inc., United States) and
quantified both with 2D and 3D gamma analysis. However, commercial software available at
hospitals could also be used for this purpose. The main advantages of our method are excellent
spatial resolution within each plane and water equivalence of the detection system. The main
disadvantage of the method is some extra time needed for each measurement compared to
commercial electronic devices. Compared to gel dosimetry, our method is more precise and less
demanding.

Another advantage of the method is the possibility to evaluate the very same measured data set in
2D and in 3D, using the same software code. This cannot be done with commercial equipment and
no comparison of this sort has been performed in scientific literature to the author’s best knowledge.
Comparisons from literature are influenced by the inherent differences between the 2D and 3D data
and corresponding software algorithms.

Based on our findings, a 3D evaluation is recommended at least when new techniques or new
detection equipment are introduced into clinical practice. It is also recommended for individual
treatment plan verification where results obtained otherwise are questionable. Testing dose
distributions in a single 2D plane in the 3D space or field-by-field might not be sufficient because of
the interplay of different types of error.
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Definition of terms

Gamma score depends

The percentage of points in a 2D or 3D dose
distribution where the the gamma index are lower
than or equal to 1. In the literature and in clinical
practice this parameter is also sometimes referred to
as gamma pass rate or gamma passing rate.

Field-by-field verification

Each field of the IMRT (undertensity modulated
radiation therapy) plan is measured separately (most
often with gantry at 0°) and evaluated with 2D
gamma analysis.

Plane-by-plane verification

In this work we refer to plane-by-plane, verification
where the whole IMRT plan is measured in a 3D or
pseudo-3D manner, but separate 2D planes, in the 3D
space (in transverse, sagittal, and coronal directions)
are evaluated with 2D gamma analysis only. Or with
3D gamma analysis — specifically with our 3D MATLAB
(The MathWorks, Inc., USA) code — but 2D gamma
scores are obtained for each plane based on
the gamma indices computed with the 3D code.

Pseudo-3D verification

Pseudo-3D refers to the situation when the whole 3D
space is partly (not fully) covered with measured
points, and the whole plan is delivered at once with
original gantry angles,. In this work, pseudo-3D
measurements are performed in several different
planes of the I’'mRT Phantom (Scanditronix Wellhofer
North America, USA). When these measurements are
evaluated with 3D gamma analysis, a pseudo-3D
gamma score is obtained. (Our 3D gamma analysis in
MATLAB is not referred to as pseudo-3D because the
code is fully 3D.) Individual planes can also
additionally be evaluated by 2D gamma analysis.

Pseudo-3D gamma score

The percentage of points in a pseudo-3D dose
distribution with gamma index lower than or equal to
1. This is the situation when the whole 3D space is
partly (not fully) covered with measured points.

Global (plan) dose verification

The whole treatment plan is delivered (not field-by-
field) with original gantry angles.

Local normalization

Specifically,, for our pseudo-3D measurements, local
normalization means that, the each plane in the 3D
space is normalized to its own dose value. (This is
different to the usual definition of local normalization
for gamma analysis.)

Global normalization

Specifically for our pseudo-3D measurements, global
normalization means that all, points in the 3D space
are normalized to the same dose value.
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1 Introduction

Intensity modulated techniques such as IMRT (intensity modulated radiation therapy) and VMAT
(volumetric modulated arc therapy) have become the standard for modern radiation therapy. Due to
their complexity, many clinics perform the ArcCHECK patient-specific plan verification. In some
countries, this is even mandatory. Common practice is to deliver planned dose distributions to a
commercial QA (quality assurance) device prior to patient treatment and evaluate their agreement
with TPS (treatment planning system) predictions using the well,-established gamma analysis method
[1]. This can be done either in 2D, evaluating only selected dose planes, or in 3D.

Although commercial devices are capable of performing 3D gamma analysis, the detector arrays (ion
chambers, or semiconductor detectors) are always arranged in a 2D manner. Thus, the there are
software algorithms, which often require a commissioning procedure, that recalculate the measured
dose into 3D. Several drawbacks of this approach have been extensively reported in literature [2-5].
The spatial resolution of such devices is poor and they never perform a true 3D measurement but
rather calculation. Thus, the results might depend more on the detector design and calculation
algorithm ands models than on the treatment plan and accelerator delivery. Therefore, these
methods should preferably rather be called quasi-3D. There is no true 3D dosimeter except for gel,
which is too demanding for routine use in the clinic and its accuracy, is still insufficient for clinical
purposes [6].

One goal of this study is to find a dosimetric method of plan verification that would address
the above mentioned issues. The method should provide measured doses in the whole 3D space with
resolution at least comparable to current 2D electronic detectors. That is, comparison of planned TPS
doses and measured doses should be based purely on measured results and not on calculation
algorithms. Moreover, the method should be accessible to all clinics using existing resources.

Another goal is to give comprehensive explanation of differences between 2D and 3D gamma
analysis performed on the same data set and with the same software. To compare, sensitivity of 2D
and 3D verification methods to errors, it is important to compare exactly the same data (measured
and TPS exported dose planes) with 2D and 3D gamma analysis, which is not possible with electronic
detectors without reconstruction algorithms applied. Post-irradiation darkening is also important to
use the same code for 2D and 3D gamma analysis and to have control over all parameters, which is
not the case with commercial software. An in-house MATLAB (The MathWorks, Inc., USA) script will
be developed for this purpose, in our work. This approach will give a clear answer to the question
whether current 2D verification methods applied in clinical practice are sufficient to detect errors
(whether their sensitivity is sufficient) or whether a 3D method should be used,. And this is the main
goal of our study. Although many works have dealt with this issue, e.g. [7-10], none of them used
their own 2D and 3D gamma analysis performed on exactly the same measured (not reconstructed)
data set.

A promising detector with good spatial resolution is radiochromic film. In clinics it is already used for
a number of applications,, including Gamma Knife dosimetry [11, 12], robotic radiosurgery [13],
brachytherapy [14, 15], in vivo dosimetry [16] or patient-specific plan verification [17, 18], so, no
additional resources would be required. Therefore, our method will be based on the widely used
EBT3 Gafchromic film (Ashland Inc., USA). Although our evaluation will be done in MATLAB, most
types of commercial software available in hospitals are also capable of evaluating film dosimetry.
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Therefore, the goals of this work and the activities carried out to achieve these goals are
the following:

1) Develop a new pseudo-3D IMRT verification method
e Establish film dosimetry for IMRT verification in 2D under site-specific conditions
(including in-house written scripts, for evaluation)
e Compare the established film dosimetry method to current clinically used alternatives
in 2D
e Develop a pseudo-3D film dosimetry method for IMRT verification (including evaluation
software)
e Compare the established film dosimetry method to the current clinically used alternative
in 3D
2) Compare the new pseudo-3D method to current clinically used IMRT verification tools
(different QA systems will be compared)
e For clinical IMRT and VMAT plans as well as plans with introduced errors
3) Compare 2D and pseudo-3D verification on the same set of data and with the same software
algorithm (using only one QA system - the developed method)
e  For clinical IMRT plans as well as plans with introduced errors
e  Evaluate sensitivity! to errors and draw recommendations for clinical practice

1 Sensitivity in this work is not a statistical measure of the performance of a binary classification test because
the type of data obtained do not allow to perform such a quantitative evaluation.
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2 Theoretical background

2.1 Radiochromic film dosimetry
Properties of different types of Gafchromic detectors (today available from Ashland), particularly of
the successive generations of EBT film (EBT, EBT2, EBT3 and EBT-XD) are different. For radiotherapy
purposes, the most widely used radiochromic film at the moment is the EBT3 type (used in this
work), which suits best the needs of radiotherapy applications and works well in the desired dose
range. For higher-dose applications, the EBT-XD film is also used.

EBT3 is a self-developing film suitable for use in high-energy photon beams. The dose range that can
be covered with EBT3 is 0.2 Gy — 10 Gy, and making it well suited for radiation therapy applications
where doses around the 1-2 Gy are most often measured. Each film sheet comprises two 125 um
thick polyester substrates and a 28 um thick active layer consisting of, among others, the active
component and a marker dye. The active monomer is the lithium salt of pentacosa-10,12-diynoate
(LiPAD). lonizing radiation initiates solid-state polymerization of the monomer, resulting in film
darkening that is visible immediately after irradiation and is proportional to dose. However, the
the manufacturer recommends to allow stabilization of the response for at least 6 hours before
quantification of dose. Different papers, on the other hand, report quite different stabilization time,
periods for various reasons [19-22], ranging from a few minutes to 72 hours. It has been shown, to
change rapidly in the first 6 hours after irradiation and almost stabilizes at 24 hours. The change in
net optical density from 24 hours to 48 hours is about 2 % [23, 24].

Compared to the previous OCTAVIUS EBT2 film, EBT3 film’s active layer contains microscopic silica
spheres on the surface to eliminate Newton Rings. The side orientation on the scanner should be
eliminated in the EBT3 film due to a symmetrical layer configuration [25]. However, film response
still depends on its orientation with respect to scanning direction because the active component has
a hair-to be structure [26].

The advantages of radiochromic film for radiotherapy applications including IMRT and VMAT plan
verification, are, above all the high spatial resolution and near-water equivalence. Film is a natural 2D
dosimeter, unlike arrays of point detectors such as ionization chambers or silicon diodes, where the
perturbation effects to conditions in water are not negligible. The manufacturer also declares energy
independence, (less than 5% in optical density between 100keV and 18 MeV), dose rate
independence (less than 5% in net optical density for exposures with 3.4 Gy/min and 0.034 Gy/min)
and good stability in room light, although long exposures to visible light and temperatures above
25°C are not recommended. This has been confirmed in scientific papers [27, 22].

Quantification of dose must be done with a flatbed 48 bit (16-bit per channel) RGB color scanner
suitable for EBT3 film scanning. The recommended by manufacturer is EPSON Expression 11000XL or
10000XL Photo scanner (Seiko Epson Corporation, Japan). But different scanners work well with film
according to literature [25, 28], such as EPSON V700, EPSON V750, or the newly introduced EPSON
V800 and EPSON 12000XL [29]. Flatbed scanners are equipped with a light source, which may be a
fluorescent lamp or light emission diodes, and a light detector, usually a charge-coupled device
(CCD). They can be used in reflection mode, which is less common in film dosimetry, or transmission
mode. The pixel values obtained by the scanner are then converted to dose values with a proper
calibration function. Alternatively, optical density (OD) can first be calculated from scanner values
(SV) with the formula
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and then the dependence of OD on dose can be fitted with a calibration curve. Rational functions are
often used to fit the calibration points with a curve because they represent well the physical
behaviour when the film is exposed to higher doses (where the response reaches almost a constant
value). This type of calibration can be used for example in the manufacturer’s commercial software
FilmQA Pro (Ashland Inc., USA). On the other hand, polynomial functions would not be valid outside
the the calibration range. Polynomial functions also require more dose points. In the literature,
however, polynomial functions are more often used. According to [25] this is because they work well
both for transmittance and reflectance measurements as well as optical density conversion to dose,
unlike rational functions. There is no need to work with high-doses and outside the calibration range
in clinical practice. In addition to rational functions and polynomials of different order, other types of
functions can be used [29].

Conversion of scanner response to dose can be done using only one of the color channels, [25, 26,
29], usually the red one, or using the multichannel approach [31], where either two [32-34] or all
three channels are combined. It is generally assumed that multichannel calibration method [31] gives
better results than single-channel (usually using the red channel) [31, 32, 34-36]. The multichannel
approach enables to use the yellow marker dye incorporated in the active layer for nonuniformity
corrections. It can compensate for the non-uniform response of the scanner as well as finger-prints,
dust, and scratches [31, 34, 36, 37]. The multichannel method separates the real dose signal from
any non-dose based contributions to the signal. It uses all three color channels and each of the
channels has its own calibration curve. It is assumed that the magnitude of dose does not depend on
the selection of a particular color channel, so the dose is obtained from each color channel and dose
differences between the channels are minimized, thus obtaining the real dose map. However,
without the commercial software available, the multichannel method is not very simple to
implement and would not be preferred for routine clinical purposes. While the most simple approach
might be to take the (weighted) average of dose derived from all channels [34, 38], the state of the
art methods use different perturbation models published by Méndez et al. [32, 39] or Pérez Azorin
[40]. Scientific literature continues to use the single channel method as well because better results
and/or lower uncertainties can be achieved depending, on the particular situation, for example on
the scanner type or magnitude of dose [25, 37, 41, 42]. As a reported in the review by Devic et al.
[25], the widely implemented Micke [31] method is actual doses just a special case of a more general
multichannel method described by Méndez et al. [32] and the multichannel method can produce
larger uncertainties than the single channel method. The overall uncertainty of film dosimetry
depends on many aspects in the irradiation, calibration and evaluation process, including the
evaluation software itself. While for single channel dosimetry, several works have proposed how to
calculate the uncertainty budget [43-47], for multichannel approach this is very difficult [29, 48] and
papers on this topic are actually lacking [29]. Vera-Sanchez [41] have proposed a Monte Carlo
approach for uncertainty analysis that can be applied both for single channel and multichannel
dosimetry. Also,, the selection of the multichannel model has affect on the accuracy of results [49]. If
a wrong model is chosen, errors of the different color channels can be combined, possibly increasing
the overall error [36]. The original Micke [31] model is implemented in the commercial FilmQA Pro
software (Ashland) while the Multigaussian method of Méndez et al. [39] is implemented in a cloud
computing web application Radiochromic.com [50].
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Flatbed scanners used for film dosimetry should be characterized for nonuniformity, noise, short and
long term reproducibility and effect of scanner warm-up. Some authors also advise checking
geometrical distortion as well [37]. As higher level of noise is associated with better resolution [48,
51], 72 dpi scanning resolution is advised. The level of noise may also impact the results of gamma
analysis [52], therefore, application of denoising techniques is advised. This can be done by taking an
average response of multiple scans of the same film piece or by applying a smoothing filter [25, 36,
51, 53]. Interestingly, newly introduced LED-based scanners, such as EPSON V800 and EPSON
Expression 12,000 XL, are reported to have a more pronounced nonuniform response compared to
the fluorescent lamp scanners, such as EPSON V700 and EPSON Expression 11,000 XL [54, 55]. The
LED based scanners, on the other hand, tend to have lower random noise [41, 48]. Other important
characteristics to consider is the so-called lateral response artifact (LRA). It means that the response
of the scanner in the direction perpendicular to the scanning axis parabolically decreases [56, 57] and
this is more pronounced for higher doses [42]. While one way to overcome this effect is the use of
the multichannel approach, several methods for LRA reduction have been proposed in literature [36,
58-60].

Another issue to mention is the inter-scan variability of film-scanner response which is caused by the
instability of the CCD detector and electronics of the scanner as well as film to light distance (curling
of the film on the scanner bad) [61]. This can be overcome by using a control film piece, by
recalibration methods and by using a glass plate on top of the films placed on the scanner bad (or
alternatively, by sticking the film to the scanner bad by tape) [61-63].

To overcome the non-uniformity of film itself, some authors advise to scan each piece before
irradiation and to subtract the response of the blank film from the irradiated one [37].

Even though a code of practice from the AAPM (American Association of Physicists in Medicine) has
been published in 2020 [28], which updates the previous publication from 1998 [20], it seems
reasonable, having in mind all the above mentioned issues, to establish our own methodology for
film dosimetry that is relevant with regard to the particular equipment available in our laboratory
and to the clinical settings chosen for the experiments. The AAPM report, in our opinion, does not
give the user enough guidance and detailed explanations, which are necessary for successful
practical implementation of film dosimetry in the clinic. Further in the text, our own metodology for
film handling, film calibration and evaluation is developed including the estimate of uncertainties.
These are important with regard to gamma analysis criteria, particularly the dose difference criterion,
chosen for our further experiments. Our methodology aims to be as simple as possible to be easily
implementable in routine clinical practice.

2.2 Current 3D dosimetry systems

Commercial QA devices for 3D dosimetry usually consist of an electronic detector array and
evaluation software, sometimes accompanied by a suitable phantom. The following are examples
of such devices currently on the market: COMPASS (IBA Dosimetry GmbH, Schwarzenbruck,
Germany), Delta® (ScandiDos, Uppsala, Sweden), OCTAVIUS system (PTW, Freiburg, Germany),
ArcCHECK with 3DVH (Sun Nuclear Corporation, Melbourne, FL, USA), DosimetryCheck
(MathResolutions, LLC, Columbia, MD, USA). There are also commercially available 3D gel
dosimeters, but these are rarely used in clinical practice.
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3D gel dosimeters

The only true 3D dosimeter with very good spatial resolution and water equivalence is polymer gel
dosimeter (PGD), Fricke gel dosimeter (FGD), and solid plastic dosimeter (or solid radiochromic
polymer, SPD). In PGD, polymerization of monomers occurs after irradiation. This leads to different
optical, mechanical, and magnetic properties compared to nonirradiated material [64, 65]. In FGD,
new ferrous ions are created after irradiation, which also changes its magnetic properties.
The concentration of ions is proportional to absorbed dose [66]. After irradiation of SPD, both
polymerization and change of colour takes place [67]. While PGD and FGD can be quantified with
magnetic resonance (MRI), SPD cannot. The change in relaxation time is usually quantified for PGD,
while for FGD the change in T1 relaxation time is more pronounced. Other options for dosimeter
guantification are optical computed tomography (OCT) or X-ray computed tomography (XCT), which
is a promising option thanks to the availability of diagnostic CT (computed tomography) scanners in
hospitals. An OCT commercially available system is Vista™ by Modus Medical, Inc., USA or OCTOPUS
by 3D Dosimetry, Inc., USA. The OCT system uses a thin laser beam and a point detector, which are
moved along the transverse and longitudinal direction while the sample is rotated. It can also use a
mirror to sweep the ray of light to speed up the process. Other systems use a broad cone beam of
laser light together with a CCD camera as the detector. The XCT can be used for PGD because its
density is changed after irradiation. The quantification of the density change is based on different
photon attenuation in the material [6].

The 3D image must be reconstructed and calibration between the change of dosimeter properties
(optical density, concentration of ferrous ions, etc.) and dose must be performed.

Gel development and applications in the medical field have been studied for more than 20 years now
[6] but are rarely used in routine clinical practice. The main causes according to [6] are low precision
compared to other options (at best 5% uncertainty with 95% confidence), time needed for
preparation and evaluation of the dosimeter and its high cost (particularly for routine applications
such as verification of IMRT and VMAT plans). Commercially available gel dosimeters are
the following: Presage (Heuris Inc., USA), ClearView (Modus Medical, Inc., USA), BANG, and
CrystalBall (3D Dosimetry Inc., USA). Commercial analysis software also exists which is not only
capable of processing the raw image data obtained with MRI, OCT, or XCT and converting them to
dose, but also has other features like comparison of measured dose to calculated dose with gamma
analysis or dose volume histograms. Such software comes with the previously mentioned OCTOPUS
system by 3D Dosimetry, Inc. Another one is PolyGeVero by GeVero Co., Poland and RTcompare by
RTSafe, P.C., USA.

ArcCHECK and 3DVH

ArcCHECK is an acrylic cylindrical phantom, 21 cm in diameter and with an air cavity of 15 cm in
diameter in the center to decrease weight (see Figure 2-1). It is designed both for patient-specific
plan verification (ideal for VMAT or TomoTherapy, Accuray Inc., USA) or for quality assurance tests. It
comprises 1386 diodes with an active volume of 0.019 mm3 and 1 cm spacing. The detectors are
incorporated in the wall of the cylinder. Thus, when irradiating the phantom from any direction,
the beam travels through 2 layers of diode detectors, one on the entrance side of the beam and
the other on the exit side. The diodes are shifted relative to each other to improve spatial resolution.
Each 10 x 10 cm? area of ArcCHECK actually contains 221 detectors for monitoring beam’s eye view
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doses. This can be further improved by a merge feature that comes with the ArcCHECK software,
resulting in a coverage of 442 detectors in an area of 10 x 10 cm?. In contrast to the OCTAVIUS 4D
system, ArcCHECK does not comprise any inclinometer and gantry angle is independently calculated
from the measured entrance and exit doses. The advantage of the ArcCHECK layout is that both high-
dose regions at the entrance side and low-dose regions at the exit side are measured. Errors in beam
delivery should manifest in a similar way at both sides, however, the TPS dose calculation in high
dose as well as low-dose regions can be checked. The disadvantage of the phantom layout for IMRT
or VMAT plan verification is that the basic phantom measures the dose regions around PTV (planning
target volume) and usually outside PTV. However, the manufacturer also offers solid inserts where
different types of detectors (ionization chambers, film) can be placed to measure doses closer to
the isocentre.

Regarding the software by Sun Nuclear Corporation, Melbourne, FL, USA that comes with ArcCHECK,
either a 2D evaluation can be performed on the cylinder shell unfolded into a 2D plane (see Figure
2-1) or a 3D evaluations, including 3D gamma analysis, can be performed in the whole 3D space. It is
evident that for both 2D and 3D evaluation, a software algorithm is needed to create a 2D dose
distribution or a 3D dose distribution from the measured doses on the cylinder shell. The software
needs the patient plan and the patient dose from the TPS as input to be able to calculate a 3D
volumetric dose distribution based on the measured dose points. Even the 2D unfolded dose map
must be corrected, for example for the curved distance between diodes. ArcCHECK also needs some
sort of commissioning. One of the most important steps that can bring along systematic errors as
high as 8% [68] is the assighment of the phantom density in TPS. The manufacturer recommends to
assign a density close to PMMA (polymethyl methacrylate), i.e. 1.19 g/cm? and treat the phantom as
a homogeneous medium. Absolute dose calibration is also needed based on a reference ion chamber
response. Angular dependence of the diodes and field size dependence have been reported [69, 70].

Figure 2-1: The ArCHECK cylindrical phantom and unfolded 2D dose distribution during evaluation [71].

Optionally, 3DVH software (Sun Nuclear Corporation, Melbourne, FL, USA) can be purchased where
ArcCHECK measurements are used to calculate dose distribution in a patient geometry. Thus,
the user can compare for example planned and delivered dose-volume histograms (DVH).
The algorithm responsible for measurement-guided dose reconstruction in a patient CT data set is
called ArcCHECK Planned Dose Perturbation (ACPDP). To use it, it is necessary to perform irradiation
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with the PMMA plug inserted. [72]. The data acquired by ArcCHECK are inherently time-resolved.
ACPDP is a convolution algorithm using the time-resolved measured data and linac-specific and
energy-specific beam model acquired on a set of machines of the same type. The algorithm is
comprehensively described in [72]. For calculation of dose in patient, it requires the following inputs
in DICOM format (digital imaging and communications in medicine): patient plan, structures, dose,
axial images, ArcCHECK plan, dose and 4D measurement and the ACPDP model. Results are not
independent of the TPS and the same correction factors are used for patient dose calculation as for
ArcCHECK phantom dose calculation [73].

The OCTAVIUS system

OCTAVIUS 4D is a dosimetric system consisting of a cylindrical phantom and a 2D array of ionization
chambers (see Figure 2-2 (a)) [74]. Different types of PTW arrays can be inserted — OCTAVIUS 729
with 729 ionization chambers, OCTAVIUS 1500 with 1405 chambers and OCTAVIUS 1000 SRS for
stereotactic applications with 977 liquid ionization chambers covering a smaller area than
the previous two. The spatial resolution of these arrays is: 10 mm for OCTAVIUS 729, 7.1 mm for
OCTAVIUS 1500, and 2.5 mm (5 mm on periphery) for OCTAVIUS 1000 SRS. The OCTAVIUS 4D
phantom rotates synchronously with the gantry and uses an inclinometer to read the gantry position.
It is designed for VMAT techniques and the measured data are time-resolved and correspond to
a specific gantry angle. At measurement, the beam is always perpendicular to the detector plane and
there is no need for angular dependence corrections. This was a major drawback of the previous
release designed for IMRT — a static OCTAVIUS Il phantom with an octogonal shape (see Figure 2-2

(b)).

The algorithm for 3D dose reconstruction in the phantom volume is based on percent depth dose
curves, (PDD) obtained for the phantom at commissioning. They should be measured in a water
phantom at SSD (source to surface distance) 85 cm and for several field sizes [73]. As a part
of commissioning, PTW also recommends to set the phantom relative electron density in the TPS to
1.016 [73]. For 3D dose calculation, the algorithm uses following information: dose points measured
with any of the OCTAVIUS detector arrays, field size (also determined from measurement), gantry
angle (known thanks to the inclinometer) and a PDD curve converted from water to the phantom
material for the corresponding field size. For each measured point the algorithm actually
reconstructs the dose along one ray line based on the appropriate PDD values. This is done for all
points and all gantry angles resulting in a 3D dose grid. Scatter is also accounted for. For one detector
point it is done with the help of the surrounding detectors.Thus, the algorithm is independent of data
from the TPS, unlike ArcCHECK and COMPASS.

VeriSoft (software by PTW, Freiburg, Germany) can also optionally reconstruct the 3D dose in
the patient. It is done similarly as in the phantom but the algorithm takes into account variable
patient SSD and inhomogeneities in patient tissues. Patient CT data must be imported into
the software to be able to do this. The algorithm additionally uses or computes the following
information: TPR (tissue phantom ratio - calculated from PDD), electron densities — converted from
Hounsfield units (HU) — and water depths. It is again possible to obtain dose volume histograms in
VeriSoft based on the actually delivered or to overlay the passing and failing points (from gamma
analysis) over the patient’s CT image. Here, unlike ArcCHECK, the patient dose in VeriSoft is
calculated independently of the TPS.
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Regarding gamma analysis, VeriSoft (in combination with the OCTAVIUS 4D system) offers slice-by-
slice analysis where 2D planes are extracted from the calculated dose volume and compared to
corresponding 2D planes from the TPS (either in transverse, sagittal or coronal direction). 2D gamma
analysis can be performed in each plane as well as 3D gamma analysis in the whole measured and
reconstructed dose space.

(a) (b)

Figure 2-2: The OCTAVIUS 4D phantom (a) and the older version OCTAVIUS Il (b) [75].

Delta’

Delta* Phantom+ is a dosimetric system consisting of two orthogonal 2D arrays of semiconductor p-Si
detectors mounted in a cylindrical phantom. The phantom is 22 cm in diameter and 40 cm in length
(see Figure 2-3). The detector planes can either be positioned under 45° to the coronal plane or
directly into the coronal and sagittal planes. There are 1069 detectors in total. The detection area
of each of the planes is 20 x 20 cm?. The spacing between detectors is 5 mm in the central 6 x 6 cm?
area and 10 mm in the outer area. However, it is possible to merge measurements for large fields
up to 38 cm in the longitudinal direction. It is also possible to increase the resolution in the central
area to 2.5 mm by merging. Unlike with ArcCHECK, isocentric dose distributions are directly
measured in 2 orthogonal planes but unlike the OCTAVIUS system, the detectors are not at all times
in perpendicular orientation to the radiation beam, and so the device does not take into account all
gantry angles [76]. Dose can also be measured with an ion chamber inside the phantom.
The standard material of the phantom is PMMA but a Plastic Water DT model is also available for
good water equivalence in a wide energy range. The phantom has 22 cm in diameter and 40 cm
in length.

4DVH and

Software module Delta*®"" Anatomy (which comprises all functions of modules Delta
Delta*®" Professional), also by Sun Nuclear Corporation, Melbourne, FL, USA, allows to evaluate
the clinical significance of measured discrepancies by reconstructing the 3D dose distribution in
patient’s anatomy based on the 2D dose distributions measured with the detector arrays in
the Delta*® Phantom+. The software has an independent calculation algorithm calculating dose in
the patient from energy fluence [76]. More specifically, it converts the doses measured by
the detectors to doses in the patient’s CT in two steps. First, energy fluence is estimated based on

the measured doses using a kernel-based pencil beam algorithm. The same pencil beam algorithm is
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used to recalculate the energy fluence to dose in the patient’s anatomy. To commission this
algorithm, 3D dose distributions for several open fields must be exported from the TPS and head
scatter factors for the same field sizes must be known [76]. Planned dose distributions from the TPS
can be quantitatively compared to the Delta**'" Anatomy calculated dose distributions in terms of
DVHs and gamma analysis performed separately for each patient structure (OARs — organs at risk,
PTV and body structure) [76].

Figure 2-3: The Delta* Phantom+ [77].

With the Delta* dosimetric system, it is also possible to recalculate dose in 3D in the phantom (based
on a ray-tracing algorithm [78, 79]. It is possible to perform 2D gamma analysis in the 2 detector
planes. The average time reported for patient anatomy dose calculation is 25.5 minutes compared to
5.3 minutes for phantom 3D dose calculation [78].

COMPASS

COMPASS is a verification system capable of dose calculation in patient’s CT that is based on either
MatriXX measurements or Dolphin measurements (both detectors by IBA Dosimetry GmbH,
Schwarzenbruck, Germany).

MatriXX is a 2D array of ionization chambers which is mounted on the gantry in a holder while
performing VMAT or IMRT verification. Thus, the beam is always perpendicular to the detector array.
It comprises 1020 vented parallel ion chambers and covers the field size of 24.4 x24.4 cm?.
The spacing between chambers is 7.62 mm centre to centre, the chamber diameter is 4.5 mm.
The material used as built-up on top of the chambers is 3 mm ABS Tecaran (density 1.06 g/cm?3).
MatriXX can be equipped with an angle sensor.

Dolphin is a transmission detector also mounted on the gantry, directly on the linac head, while
performing verification. This detector comprises 1513 air-vented parallel plate ion chambers
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of 3.2 mm in diameter and covers the whole treatment field size of 40 x 40 cm? with 5 mm resolution
in the central 15 x 15 cm? area. Dolphin also comprises an angle sensor.

A full 3D dose calculation in patient’s CT is performed with a collapsed cone algorithm based on
the method by Ahnesjo [80], which ensures relatively high accuracy. The 3D dose calculation can
serve as a secondary check of TPS calculation only [81] or it can take into account measured data for
dose reconstruction. To calculate dose in 3D on patient’s CT, the following DICOM objects must be
imported into the software: CT images, RT structure set, RT plan and RT dose. The software uses
the original RT (radiation therapy) plan information and the software’s internal beam model, which
includes inhomogeneity corrections, to calculate dose in patient without the help of measured data.
If measured data are to be performed into account in the 3D dose calculation, the algorithm
performs perturbative corrections based on the measured signals [81].. In this case, in the first step,
the algorithm predicts a fluence map using the linac model and information from the treatment plan.
Even though the MatriXX and Dolphin detectors have a rather coarse resolution, this fluence map has
a resolution of typically 2 x 2 mm? [2]. In the second step, the detector response is predicted and in
the third step it is compared to the measured signal. The difference between these two is used to
modify the predicted fluence to obtain a reconstructed fluence. The 3D dose reconstruction in
patient is based on the reconstructed fluence and uses the collapsed cone convolution algorithm [2]
which is potentially more accurate than computation algorithms in the previously described systems.
The resolution of the resulting 3D dose grid is typically 2 x 2 x 2 mm?3, even though the measured
2D dose planes (with the MatriXX or Dolphin) are coarser [2]. This causes acceptable inaccuracies in
the reconstructed doses [2]. The COMPASS dose calculations are not completely independent of
the treatment planning system. Evaluation of the calculated or reconstructed dose distribution in
the patient’s CT images can be performed with the help of DVHs, 3D dose difference maps or 3D
gamma index maps (with local or global normalization). The system also allows automatic PTV and
OAR evaluation.

For commissioning of the system, the following beam data must be measured: dose profiles,
percentage depth dose curves and output factors. It also requires absolute dose calibration and
geometry of the linac as input [81].

Dosimetry check

Dosimetry Check is a software solution that uses the existing linac hardware or second-party
detectors to reconstruct 3D dose in the patient. The dose image can be obtained by an electronic
portal imaging device (EPID) (either pre-treatment or during treatment) or by an array of ion
chambers or diode detectors. Based on the measured data, the software computes a fluence map in
air. The beam images are divided into multiple small beamlets and each beamlet is assigned its
weight corresponding to the measured fluence map. The fluence map is calibrated to so-called
relative monitor units based on a 10 x 10 cm? square field with 100 MU delivered. The algorithm
reconstructs dose in the patient based on the fluence map using a pencil beam approach. The newest
version of the software 5.4 uses a collapsed cone algorithm and takes advantage of a GPU (graphics
processing unit) computation. In addition to existing beam data (percent depth doses, output
factors) and CT images of the patient, additional data must be measured at commissioning. These
include calibrating the EPID, collecting a series of square field images or collecting square field
images behind an increasing thickness, of water, if transit measurements are required. These data
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are used to create the measured source model. The reconstructed 3D dose in the patient can be
evaluated by 2D dose profiles, isodose overlays, 3D gamma analysis (including a map of gamma
indices on the patient’s anatomy and 3D gamma histograms), dose volume histograms, and beam
statistics. The software is vendor independent and is suitable for Elekta (Stockholm, Sweden), Varian
(Varian Medical Systems, Palo Alto, CA, USA), Siemens (Munich, Germany) and also TomoTherapy
(Accuray Inc., USA) [10, 82].

2.3 Pseudo-3D radiochromic film dosimetry in the literature

Attemps of using radiographic or radiochromic film for 3D dosimetry have already been made.
McCaw et al. [83] proposed a film stack dosimeter which might be used for 3D megavoltage photon
beam dosimetry. However, its dimensions are too small to be used for verification of IMRT or VMAT
plans in the clinics and it uses many film sheets placed only in one direction, which might not be cost-
effective. Others attempted to create a rotational cylindrical phantom with only one sheet of film
placed in it, which is less resource-intensive, but in this study it was meant for 2D evaluation only,
the user being able to select the plane of interest anywhere between sagittal and coronal by rotating
the phantom to respective position prior to measurement [17]. Different groups have loaded film
into a cylindrical phantom, either several sheets of film rolled up at different radial distances from
the centre and additional axial or coronal planar measurements with film [84] or films rolled up at
one radial distance and additional film sheets placed into axial planes in order to measure planar
doses [85]. Other groups used one sheet of film coiled into a spiral in a cylindrical phantom [86, 87].
Pseudo-3D dosimetry with radiographic or radiochromic film, with a single film sheet or a film array,
has also been used for stereotactic radiosurgery [88], brachytherapy [14, 15, 89], and proton therapy
[90-92].

2.4 Correlations between 2D and 3D dosimetry published in the literature

3D evaluation is preferred over 2D evaluation because 2D might be insufficient, as reported in
the literature [7, 8, 93-95]. Several recent works have compared 2D and 3D results and/or have tried
to find correlations between them, for example [7-9]. However, authors typically compare two
different detection systems or softwares, such as 3DVH software for 3D gamma analysis versus
Patient software for 2D gamma analysis, both from Sun Nuclear Corporation, Melbourne, FL, USA [7];
the COMPASS system (IBA Dosimetry GmbH, Schwarzenbruck, Germany) for 3D and EBT2 film for
2D evaluation [8] or EPID backprojected doses for 3D gamma and MapCHECK detector (Sun Nuclear
Corporation, Melbourne, FL, USA) for 2D gamma evaluation [9]. Authors who used software from
the same vendor [7] found a strong correlation between 2D and 3D gamma pass rates while authors
using different systems found only weak or no correlation between 2D and 3D gamma evaluation [8]
or found significant correlation only in some investigated parameters [9]. As reported by Xing et al.
[96], who compared VeriSoft 3D evaluation (PTW, Freiburg, Germany) with 3DVH Sun Nuclear 3D
evaluation, although the two systems calculate accurate gamma indices compared to manual
calculation, the gamma pass rates are different due to different interpolation of raw data and
implementation of algorithms. Users of commercial systems do not have detailed knowledge of
the hardware and software they handle, so it is sometimes difficult to find the causes of encountered
discrepancies.
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3 Materials and methods

This chapter describes the developed pseudo-3D IMRT verification method and also the key steps
that was carried out to establish the method. First, film dosimetry was implemented and tested
under given experimental conditions. This included testing film directional dependence, one of
the most important factors that could influence the results in 3D. Then the film method was tested in
2D (field-by-field) against a clinically used verification tool for IMRT plans (PTW Seven29 ionization
chamber array, PTW, Freiburg, Germany). The film method was also tested in 3D against a clinically
used verification tool for VMAT plans (PTW OCTAVIUS 1500 ionization chamber array placed into the
OCTAVIUS 4D Modular phantom, PTW, Freiburg, Germany). Scripts for film processing, 2D gamma
analysis and 3D gamma analysis were written in MATLAB. The 2D gamma analysis code was verified
against a commercially available alternative (OmniPro I’'mRT, IBA Dosimetry GmbH, Schwarzenbruck,
Germany). The 3D gamma analysis code was verified against manual calculation for a smaller 3D dose
matrix. Finally, pseudo-3D measurements of clinical and error-induced plans could be performed and
evaluated with the MATLAB scripts and various comparisons of pseudo-3D, 2D plane-by-plane and
2D field-by-field approaches could be performed. All the IMRT plan measurements and evaluations
that were performed throughout the process are summarized in Table 3-1. They are further
described in the following chapters with reference to Table 3-1.

Table 3-1: All IMRT plan measurements and evaluations performed in this work.
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Gamma Evaluation
Process IMRT plans Detector Phantom ment Purpose
score software
geometry
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Establishing RW3 Establish our
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2D gamma Clinical .
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verification MATLAB commercial
Part B 1to6
program
RESULTS
2D field-by- | 2D field-by-
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OCTAVIUS 4D global 2D plane-
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Table 3-1: All IMRT plan measurements and evaluations performed in this work - continued.

Measure- .
Gamma Evaluation
Process IMRT plans Detector Phantom ment Purpose
score software
geometry
2D plane- Compare 2D
Clinical and pseudo-
Pseudo-3D , Pseudo-3D by-plane )
. plans — . I'mRT MATLAB 2D 3D evaluation
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Part D verification
1to9 Pseudo-3D measured
data set
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o plans — mRT Pseudo-3D | plane- | *MATLAB2D | to pseudo-3D
verification . global d I
Patients no. Phantom by-plane code verification
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1to6 for clinical
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Seven29 field field
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Part F — Patients verification code
3D for error-
no.4 and 5 .
induced plans
MATLAB Compare the
i I’mRT
EBT3 film 2D and 3D pseudo-3D
Phantom .
Error code film method
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verification VMAT plan global P 3D
) PTW . and pseudo- .
Part G — Patient OCTAVIUS | verification . commercial
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1500
an error
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3.1 Establishing methodology for IMRT film dosimetry
Even though many works have been published (see chapter 2.1) on the topic of radiochromic film
dosimetry, proper film handling, scanning and calibration, each site must take into account their own
working conditions and equipment and should adjust guidelines published in literature in order to
achieve good results in terms of accuracy, precision, reproducibility but also time required for
the process. Therefore, in our work we established our own methodology for radiochromic film
dosimetry using MATLAB. The methodology is easy to implement at our clinical site, suits the
purpose of this work, is optimal in terms of time and accuracy and the user has control over the
evaluation software. Our methodology is described in the following chapters. These can serve as a

practical guideline to clinics who wish to establish their routine protocols for film dosimetry.

If not explicitly specified otherwise, the following gamma analysis parameters are used throughout
this chapter: global relative gamma, normalization to the 75th percentile of the dose distribution,
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tolerance criteria 3%/3 mm, threshold 10%, search radius 4.5 mm, predicted dose as reference,
resolution of matrices, adjusted according to measured distribution.

3.1.1 Filmirradiation and scanning

Irradiation of calibration and clinical films was carried out on a Siemens Artiste linear accelerator and
a Varian TrueBeam linear accelerator at the Thomayer Hospital in Prague, using the photon energy 6
MV and 18 MV. For each combination of linear accelerator/energy/film batch, a separate calibration
curve was obtained and then used for clinical films irradiated with the same combination of linear
accelerator/energy and film batch.

EPSON Perfection V700 Photo scanner (Seiko Epson Corporation, Japan) was used in this study
together with EBT3 films from two different batches. Film pieces of 6 x6 cm? were used for
calibration and film pieces of sufficient size (starting from 8 x 10 cm?) were used for measurement of
clinical plans, so that the central area with clinically relevant doses was captured on film.

Scanning parameters were as follows: Professional mode, Color negative film, Film with film area
guide, 48-bit colors, 72 dpi, uncorrected images saved in tiff format, portrait orientation,
transmission mode. Films were placed exactly in the centre of the scanner area with the help of
markers. The same orientation of all calibration and clinical (IMRT and VMAT) films was maintained
at the accelerator and at scanning. The red channel data were used in all cases, for calibration and
evaluation (see chapter 3.1.14 for comparison of single channel and triple-channel methods). Proper
scanner warm-up was ensured by scanning 5 blank scans prior to film scanning (see chapter 3.1.9). In
all cases, film edges possibly damaged by cutting were excluded from the region of interest.

3.1.2 Film calibration

Calibration film pieces of the size 6 x 6 cm? were irradiated with the following doses: 0, 0.1, 0.3, 0.5,
08,1,1.2,1.5,2,2.5,3,3.5,4,4.5,5 and 5.5 Gy in an RW3 slab phantom in reference conditions. For
both types of linear accelerator the reference conditions were SAD = 100 cm, field size 10 x 10 and
depth of 5 cm (the 6 MV beams) or 10 cm (the 18 MV beams). The linac output was checked with an
ionization chamber before film calibration in an RW3 phantom. The difference between the slab
phantom material and water was not the same for the spectra of Siemens Artiste and Varian
TrueBeam. The difference between slab material and water was taken into account at calibration
(each combination of linear accelerator/energy and film batch had its proper calibration curve) by
experimentally measured correction and then all predictions in the treatment planning systems for
our further experiments were done in water.

Calibration films were scanned according to chapter 3.1.1 72 hours after irradiation and processed in
MATLAB. The mean scanner value in the red channel for each calibration film was obtained. After
excluding the film edges from evaluation, the region of interest from which the mean value was
computed was 5.8 x 5.8 cm. The known dose values were plotted against the mean scanner values
for all calibration films and fitted with a 4th order polynomial. An example of a calibration curve
obtained in MATLAB for the 18 MV beam is shown in Figure 3-1 (a). The accuracy of each calibration
curve was evaluated with an independent set of films irradiated (in the same conditions as the
calibration films) with known doses. The relative deviations from the known dose values were
calculated and this is shown in Figure 3-1 (b) for the same 18 MV curve. Results shown in Figure 3-1
(b) are similar, for example, to a paper by Howard et al. [97]. Doses above 0.5 Gy are within 3% of the
expected value and doses above 1 Gy are within 2%. The gamma analysis threshold of 10% used later
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in our experiments guarantees that doses below 0.3 — 0.5 Gy are not taken into account in gamma
evaluation. Different calibration functions were tested this way (2nd and 3rd order polynomial and
different types of rational functions) and the best results were seen with the 4th order polynomial.
The determination of dose measured with the independent set of films is, of course, also influenced
by the uncertainty of our film dosimetry method, which is quantified in chapter 3.1.15. This type of
single channel calibration could be used in MATLAB and OmniPro I’'mRT.

D [Gy]

y = -8.55e-19x-8.9e-14x>+1.65¢-08x2-7.086-05%-0.748

5,

0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
Mean scanner value %104

(a)

01030508 1 12 15 2 25 3 35 4 45 5 5,5
D [Gy]

Relative deviation [%]
o = N w H U [e)] ~ [0¢]

(b)

Figure 3-1: An example of a calibration curve obtained in MATLAB for an 18 MV beam (a) and the relative deviation from
known dose values after fitting this function to an independent set of irradiated films (b).
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A different approach had to be taken in the FilmQA Pro software that was used mainly to compare
the single channel and tripple channel methods. To our best knowledge, a 4th order polynomial
calibration function cannot be used within the FilmQA Pro software version 2016. Different types of
functions available in the FilmQA Pro software were therefore investigated and the accuracy of each
calibration function was evaluated by calculating the relative deviations from the known dose values
for an independent set of films, as described above. Based on this, a 2nd order polynomial calibration
function available within FilmQA Pro was chosen for evaluations that were performed with this
software. The accuracy of this type of function was also comparable to the 4th order polynomial used
within MATLAB and OmniPro I’'mRT.

3.1.3 Energy, dose rate and temperature dependence of EBT3 film

The energy dependence of EBT3 film has been studied in literature and it has been shown that in the
megavoltage range, the EBT3 film is energy independent [22, 98, 99]. The same is true for dose rate
dependence [22, 99] and temperature dependence [97] (unless extreme temperatures are
encountered). In this work, two photon energies were used, namely 6 MV and 18 MV available on
the Siemens Artiste (Siemens, Munich, Germany) and TrueBeam (Varian Medical Systems, Palo Alto,
CA, USA) linear accelerators in the Thomayer Hospital. The clinically used dose rate (in reference
conditions) for each energy and type of accelerator is 500 MU/min for 18 MV and Siemens Artiste,
300 MU/min for 6 MV and Siemens Artiste, 500 MU/min for 18 MV and 6 MV on TrueBeam. For each
combination of energy/dose rate/type of accelerator, a separate calibration curve was established
and subsequently used for film evaluation. Therefore, irradiation conditions in terms of energy
spectrum and dose rate comming out of the linac head were identical for experimental films and
corresponding calibration films. Films were handled in room temperature conditions ranging from
20°Cto 26°C.

3.1.4 LRA

The lateral response artifact of the scanner was tested by scanning the same piece of film in the
center of the scanner and in two lateral positions perpendicular to the central scanning axis. The
mean pixel value of each film in each lateral position was compared to the mean pixel value of the
same film placed at the central axis. Calibration films were used for this purpose and several dose
levels (0, 0.5, 1, 2, 3, 4 Gy). The ROI for the determination of mean pixel value was therefore 5.8 x 5.8
cm?. Given the dimensions of the EPSON V700 Photo scanner, the two lateral positions were chosen
to be 5 cm left and 5 cm right to the central axis of the scanner (position of the center of each film).
The resulting values listed in Table 3-2 were taken into account in the uncertainty budget (see
chapter 3.1.15). The scanner seems to have a non-uniform lateral response. Signals on the right side
are higher than signals on the left side of the scaning area (in the central part of the scanner).

Table 3-2: Difference of mean pixel values taken 5 cm left (PViesr) and 5 cm right (PVright) from the central scanning axis
relative to the central part (PVcentre) for several dose levels.

Dose [Gy] 0 0.5 1 2 3 4
Relative difference

100*(1—M)%

PVcentre

-1,5 0,3 0,3 0,7 0,0 1,0

Relative difference
100 (1 - M) %

centre

-28 | 1,1 | -1,7 | 02 | -11 | -0,9

31



3.1.5 Resolution, de-noising

The recommended resolution of 72 dpi [28, 29] was used for scanning all films in order to avoid too
much noise, which can have impact on comparisons between measured and planned doses. This
translates into spatial resolution of approximately 0.35 mm. A median filter of 5 x 5 pixels was
applied for all evaluations [28, 29, 36].

3.1.6 Post-irradiation darkening

Based on the recommendations from the literature [28, 29] and also for practical reasons, the period
between film irradiation and scanning was chosen to be 72 hours, when the film response should be
more or less stable. The same time period was used for all calibrations and experimental
measurements, so the post-irradiation darkening should have little impact on results.

3.1.7 Film-to-light distance

The effect of taping the film to the scanner bed was tested. First, each calibration film was put on the
scanner without taping it to the scanner bed and scanned. Calibration curve was obtained from these
calibration films as mean pixel value versus dose, fitting the points with a 4th degree polynomial (the
calibration procedure from chapter 3.1.2 was followed). Then, films with known doses (0, 0.1, 0.3,
0.5,08,1,1.2,1.5,2,2.5,3,3.5,4,4.5, 5 and 5.5 Gy) were scanned in the same way and converted
into dose with this calibration curve. The deviation of the obtained dose value from the known dose
value (in %) was evaluated. The same calibration and evaluation procedure was done with the same
films, this time taped to the scanner bed. This was done for the 18 MV energy. For the untaped films,
the mean relative dose deviation from the expected value was found to be 1.54 %, ranging from 0.05
% to 6.82 % (worse results for lower doses). For the taped films, the mean relative deviation was 2.4
%, ranging from 0.01 % to 7.65 %. Similar results were obtained using a glass plate on top of the
films. None of these techniques seems to improve results of film dosimetry according to our protocol
and with the film batches tested; therefore, all experimental films in this work were scanned without
a glass plate or without taping.

3.1.8 Angular dependence

It needs to be pointed out that film calibration geometry was different to the measurement
geometry in case of pseudo-3D measurements in the I’'mRT Phantom (see chapter 3.3.2). For
calibration, films were placed into the coronal plane and irradiated with gantry at 0°. For the pseudo-
3D measurements, films were placed into coronal, transverse or sagittal planes and irradiated with
different gantry angles. So the angular dependence of film response had to be evaluated. An RW3
slab phantom was set up and one 6 x 6 cm? film piece placed into the coronal plane in the reference
depth of 10 cm with SAD = 100 cm. It was irradiated with 150 MU with an 18 MV photon beam and a
field size of 10 x 10 cm?2. The 18 MV energy was chosen for this experiment because it will be used for
clinical plans in our further experiments (as wll as 6 MV). 18 MV beams are now less common in
radiotherapy clinics, and while a lot of data on angular independence of EBT3 film have been
published for lower energies [26, 28, 100], for 18 MV this information is, to our best knowledge,
lacking. This procedure was done for gantry angles 0, 40, 60 and 90°. Film response was recalculated
to dose values in the same way as for film calibration for each gantry angle. For this experiment, only
a small area in the centre of the film was averaged, comparable to the sensitive volume of the
Farmer ionization chamber, 3 mm x 23 mm - was averaged to obtain a mean dose value. A Farmer-
type ionization chamber was then placed in exactly the same setup and the point dose was
estimated. The dose values for film and ion chamber were compared for each gantry angle.
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Film directional dependence is shown in Figure 3-2. It shows dose deviations for three gantry angles
from gantry position at 0°. Phantom attenuation was subtracted by comparing the values to point
doses measured with an ionization chamber in the same setup. The relative standard uncertainty of
relative dose determination with film for a dose of 2 Gy was estimated to 1.85% in chapter 3.1.15
(one sigma; even a higher relative uncertainty is valid for 1.5 Gy). The uncertainty level for 2 Gy is
shown in Figure 3-2 with two horizontal lines. It can be seen that film response deviation for different
gantry angles falls well within the total uncertainty, which is in agreement with literature [26]),
where EBT3 film angluar dependence was studied for 4 MV photons.
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0,5
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-2,5
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Figure 3-2: EBT3 film angular dependence measured with four different gantry angles. Horizontal lines show relative
standard uncertainty of dose estimation with film for 2 Gy.

3.1.9 Scanner warm-up

To account for the effect of scanner warm-up, 16 scans of a blank piece of calibration film (6 x 6 cm?)
were taken subsequently after the scanner was turned on. The mean pixel value in the red channel
was evaluated for each scan. While the scanner response went up during the first 5 scans, it
remained stable from the 6th scan on. Therefore, in our film protocol, 5 blank scans are always taken
after the scanner is turned on and before scanning the experimental films.

3.1.10 Scanner and film uniformity

Scanner uniformity was determined by scanning a small piece of unirradiated EBT3 film
(approximately 4 x 4 cm?, excluding the film edges from the scanning region of interest — ROI) in
various places over the scanner area. The mean value of scanner response over this 4 x 4 cm? area for
each scanned image was denoted M and then uniformity H; over a given region was calculated as

(3.1)

where n is the number of scanned film images within that given region.
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The central region of the scanner (16 x 16 cm?) was found to be uniform with a relative standard
deviation of 1.23%. When the whole scanner area was assessed, the relative standard deviation
increased to a value of 3.07%. Therefore, the central area must always be used for scanning. Scanner
non-uniformity was accounted for in the uncertainty budget (see chapter 3.1.15).

Film uniformity was assessed with the calibration film pieces scanned in the center of the scaner.
Therefore, film uniformity was assessed for the calibration dose levels (0, 0.1, 0.3, 0.5, 0.8, 1, 1.2, 1.5,
2,2.5,3,3.5,4,45, 5 and 5.5 Gy) and the film size was 6 x 6 cm? for each piece (film edges were
excluded for evaluation). This comprised any possible scanner non-uniformity within the central 6 x 6
cm? region and also the linac field non-uniformity within this region for a 10 x 10 cm? radiation field.
The relative standard deviation (in scanner values, not in dose values) was calculated for the pixels of
each calibration film. The relative standard deviation for the calibration films ranged from 0.06% to
0.49% with a mean value of 0.13%. The highest value 0.49% was seen for the nonirradiated 0 Gy film
(which did not comprise the nonuniformity of the linac radiation field). Higher values of relative
standard deviation were generally seen for lower doses and lower values for higher doses. Film non-
uniformity was also accounted for in the uncertainty budget (see chapter 3.1.15).

3.1.11 Scanner reproducibility

Short term reproducibility of the scanning process was assessed by scanning the same piece of film
(doses of 0.3, 1, 2, 5 and 8 Gy) five times in sequence and determined as the relative standard
deviation of the mean value. The maximum value of short term reproducibility found for the above
mentioned doses was 0.24%. Long term reproducibility was assessed by scanning the same piece of
film (doses of 0.3, 1, 2, 5 and 8 Gy) on several subsequent days 1 month after irradiation. Long term
stability of the scanner was found to be less than 0.23% for all doses between 0.5 and 8 Gy. However,
for 0.3 Gy it was as bad as 20%. The gamma threshold of 10% used for our further experiments
ensures that doses below 0.3 — 0.5 Gy are not taken into account in gamma evaluation. Scanning
reproducibility was also reflected in the total uncertainty of dose estimation with film in chapter
3.1.15.

3.1.12 Inter-scan variability

To investigate the influence of the interscan variability in our film dosimetry protocol on gamma
results, the same irradiated piece of film was scanned 10 times on different days within a one month
period. This test was performed 4 years after irradiation of the film piece, when the changes of the
film response should have been reasonably stable [28]. The isocentric coronal plane of an IMRT
prostate plan measured in a pseudo-3D manner (see chapter 3.3.2 for details) from Patient no. 4 was
used for this purpose (18 MV, Siemens Artiste step-and-shoot IMRT). 2D gamma analysis was
performed with our 2D Matlab gamma code (see chapter 3.3.3 for details) taking the first scan of the
10 subsequent scans as the reference dose distribution and each of the 9 remaining scans as the
evaluated dose distributions. The gamma scores and gamma statistics obtained with 3% and 3 mm
criteria and 2% and 2 mm criteria (and the rest of the gamma parameters kept as described at the
begining of chapter 3.1) can be found in Table 3-3. Because gamma scores are in all cases 100% and
mean and maximum gamma index values are very low, it was concluded that the interscan variability
does not play an important role in our film protocol and will not be explicitly accounted for in the
uncertainty budget. The uncertainty budget already comprises short-term and long-term scanner
reproducibility and inter-film variability (see chapter 3.1.15).
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Table 3-3:

Gamma scores obtained for 10 repeated scans of the same film piece. The first scan was taken as the reference.

3% and 3mm criteria 2% and 2 mm criteria

E Minimum | Maximum | Mean Gamma Minimum | Maximum | Mean Gamma

§ gamma gamma gamma score [%] || gamma gamma gamma score [%]
index index index index index index

1 0.00 0.28 0.08 100 0.00 0.43 0.13 100

2 0.00 0.27 0.08 100 0.00 0.41 0.12 100

3 0.00 0.29 0.07 100 0.00 0.44 0.11 100

4 0.00 0.23 0.08 100 0.00 0.35 0.12 100

5 0.00 0.27 0.08 100 0.00 0.41 0.12 100

6 0.00 0.35 0.08 100 0.00 0.52 0.12 100

7 0.00 0.27 0.08 100 0.00 0.40 0.11 100

8 0.00 0.29 0.07 100 0.00 0.44 0.11 100

9 0.00 0.32 0.07 100 0.00 0.48 0.11 100

3.1.13 Subtracting blank film prior to irradiation

In order to see whether improvement in gamma scores could be achieved with single channel
dosimetry by scanning each piece of film before irradiation and subtracting the blank film from the
irradiated one, this was done for two clinical plans: IMRT sliding window technique, Varian
TrueBeam, a 6 MV glioblastoma plan (Patient no. 8) and an 18 MV prostate plan (Patient no. 7). All
pieces of film were first scanned in the same way as described in chapter 3.1.1. Then, films were
loaded into the I'mRT Phantom (Scanditronix Wellhofer North America, USA) for pseudo-3D
measurements as described in chapter 3.3.2 and irradiated with the 6 MV and the 18 MV clinical plan
on a Varian TrueBeam accelerator. Our 2D Matlab code (described in chapter 3.3.3) was used to
perform 2D gamma analysis of 15 planes for each plan (5 coronal, 5 sagittal and 5 transverse planes)
following the methodology described in chapter 3.3 and using single channel dosimetry with the red
channel, 3 % and 3 mm criteria. The first set of gamma scores was obtained with the irradiated films
as usual (without subtracting the blank films) by comparing them to the predicted TPS values,
Gamma Score 1. The second set of gamma scores was obtained after the blank piece of film was
subtracted from the corresponding irradiated piece of film in terms of scanner values, also
comparing them to the predicted TPS values — Gamma Score 2. All parameters were left the same for
both analyses. This required proper alignment of the film images (using markers on film) and
adjustment of the calibration curve (the mean value of an unexposed calibration film was subtracted
from the calibration points). The difference between Gamma Score 1 and Gamma Score 2 was
evaluated for 15 planes of the 6 MV plan and 15 planes of the 18 MV planes, 30 planes in total. Also
the mean gamma index in these 30 planes was compared.

The difference between the two sets of gamma scores, taken as Gamma Sore 2 minus Gamma Score
1 (therefore positive values are in favor of the subtraction method), ranged from -7,9 % to + 13,9 %
for the 6 MV plan, with a mean value of + 0,5 %. Improvement was seen for 6 planes out of 15 and
lower gamma scores were seen for 9 planes out of 15 with the subtraction method. For the 18 MV
plan, the differences in gamma score ranged from -5,6 % to 1,3 % with a mean value of -0,6 %.
Improvement was seen for 7 planes out of 15 and lower scores were obtained for 8 planes out of 15
with the subtraction method. The difference in the mean gamma index was on the order of +/-0,01
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for nearly all the 30 planes, except for 3 planes in the 6 MV plan where the difference was on the
order of +/-0,1. Based on these results, it was concluded that subtracting the blank film from the
irradiated one is not necessary in our case and this step was not included in our methodology. It
needs to be pointed out that these conclusions are valid under our specific experimental conditions.

3.1.14 Comparison of single channel and multichannel methods

The effect of using either single channel calibration or tripple channel calibration on the resulting
gamma scores for our experimental setup and particular methodology was investigated in the
FilmQA Pro software version 2016 (Ashland Advanced Materials, New Jersey, USA). The same set of
calibration films (doses of 0, 0.1,0.3,0.5,0.8, 1, 1.2, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5 and 5.5 Gy) was used
for both calibration methods. A calibration function called Dose quadratic versus color in the FiimQA
Pro software, with the formula D(x) = A + B - x + C - x?, where D stands for dose, x stands for pixel
value and A, B and C are parameters of fit, was used because a 4th order polynomial (which was used
in the rest of our experiments, see chapter 3.1.2) is not available in the software.

First, the Dose mapping method within the software was set to Dose map using tripple channel
uniformity optimization, where all three channels are used for conversion of scanned film pixel
values to dose values. Gamma analysis was then performed for three patient plans measured in
pseudo-3D manner (see chapter 3.3) and 2D gamma scores were calculated for 15 planes (5
transverse, 5 sagittal and 5 coronal) for each patient, 45 planes in total. The patients were Patient no.
4 with introduced error according to chapter 3.3.5.2 (prostate with lymph nodes, 18X, Siemens
Artiste, XiO, step-and-shoot IMRT), Patient no. 9 (prostate only, 18X, Varian TrueBeam, Eclipse,
VMAT) and Patient no. 8 (glioblastoma, 6X, Varian TrueBeam, Eclipse, sliding window IMRT)
according to chapter 3.3.5.1. The plan with the introduced error was included in order to see the
behaviour of the two methods for lower gamma scores. The parameters of gamma analysis were set
as close as possible to the OmniPro I'mRT and Matlab parameters (see chapters 3.2.6 and 3.3):
normalization to the maximum dose of the predicted dose distribution, global gamma, relative
gamma, Gamma in normalized form (using the equation of Low et al. [1] — one of the options
available in FilmQA Pro), search radius of 4.5 mm, threshold 10% of maximum predicted dose. Prior
to evaluation, a median filter of 5 x 5 pixels was used to smooth the measured dose distributions.
Films were matched to the predicted dose planes with the help of fiducials on film and with the help
of dose profiles where necessary, but usually matching the image centers of the predicted and
measured dose distributions was enough. Unlike in OmniPro I’'mRT, FilmQA Pro software adjusts the
resolution of the measured dose distribution to the coarser resolution of the predicted matrix by
averaging neighboring pixels. This cannot be modified by the user. Thus, the resolution of film (72 dpi
corresponding to approximately 0.35 mm) was adjusted to the 1 mm dose grid (in case of XiO) or the
2.5 mm dose grid (in case of Eclipse). Both the criteria 3 %/3 mm and 2 %/2 mm were investigated.

Next, the Dose mapping method was set to Dose map from single channel calibration, where the
software uses the red channel (not adjustable by the user) and the process of gamma analysis was
repeated with exactly the same conditions.

Results are shown in Table 3-4.
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Table 3-4: Comparison of the single channel and the tripple channel approach in Film QA Pro for three patients. Patient no. 4
is a plan with introduced error.

Gamma scores — 3 %/3 mm

Single channel calibration (red channel)
::ne Transverse planes Sagittal planes Coronal planes
:2?'3:“ 1| 2] 3| 4| s 6 7 8 9 10 | 11 | 12 | 13 | 14 | 15
4 87.69 | 96.45 | 93.58 | 88.24 | 91.62 | 87.52 | 9256 | 71.93 | 952 | 89.24 | 9354 | 9461 | 83.59 | 825 | 81.89
9 5416 | 99.80 | 99.64 | 99.24 | 97.99 | 99.12 | 100.0 | 99.77 | 98.74 | 99.55 | 98.91 | 99.90 | 99.90 | 100.0 | 99.42
8 93.67 | 99.41 | 95.75 | 98.31 | 92.60 | 99.41 | 99.96 | 99.84 | 99.63 | 99.08 | 89.28 | 98.84 | 99.78 | 99.84 | 99.39
Tripple channel calibration
:Ioa'ne Transverse planes Sagittal planes Coronal planes
::f'i:‘t 1| 2] 3| 4| s 6 7 8 9 10 | 11 | 12 | 13 | 14 | 15
4 96.61 | 91.81 | 97.62 | 93.75 | 99.26 | 92.77 | 96.28 | 99.01 | 98.10 | 9221 | 96.97 | 9533 | 91.83 | 80.97 | 84.76
9 53.62 | 99.81 | 99.75 | 99.27 | 97.60 | 98.86 | 99.96 | 98.65 | 98.33 | 97.66 | 99.27 100 99.96 | 99.98 | 99.24
8 95.47 | 99.76 | 97.52 | 96.50 | 91.98 | 98.04 | 99.56 | 99.17 | 97.32 | 9579 | 91.06 | 97.41 | 99.76 | 99.57 | 96.78
Gamma scores — 2 %/2 mm
Single channel calibration (red channel)
Plane .
no. Transverse planes Sagittal planes Coronal planes
Patient |, | 5 | 3 | 4 | 5 6 7 8 9 10 | 11 | 12 | 13 | 14 | 15
no. {
4 67.74 | 74.89 | 74.25 | 74.24 | 75.25 | 70.43 | 70.44 | 51.53 | 74.26 | 71.86 | 80.72 | 70.81 | 61.25 | 6525 | 58.32
9 4370 | 96.28 | 96.85 | 88.91 | 87.52 | 949 | 99.09 | 94.65 | 94.49 | 9557 | 84.09 | 99.06 | 95.05 | 93.92 | 90.97
8 79.23 | 94.21 | 86.28 | 90.12 | 80.79 | 93.69 | 97.81 | 95.08 | 95.61 | 92.08 | 89.93 | 95.83 | 93.79 | 96.11 | 97.16
Tripple channel calibration
::ine Transverse planes Sagittal planes Coronal planes
::"i"t 1| 2] 3| 4| s 6 7 8 9 10 | 11 | 12 | 13 | 14 | 15
4 82.40 | 71.16 | 86.70 | 76.35 | 94.44 | 7591 | 87.83 | 91.95 | 84.41 | 69.27 | 81.91 | 7651 | 79.23 | 62.49 | 68.42
9 4263 | 90.43 | 92.15 | 93.53 | 89.19 | 896 | 9662 | 96.8 | 88.33 | 89.89 | 77.08 | 98.16 | 97.02 | 95.69 | 91.63
8 85.11 | 92.87 | 87.49 | 87.56 | 81.38 | 90.14 | 95.81 | 91.26 | 90.24 | 83.53 | 87.14 | 9355 | 961 | 9539 | 92.73

Table 3-4 indicates that single channel dosimetry is comparable to tripple-channel dosimetry under
our experimental conditions and with our methodology for the clinical plans of Patient no. 8 and 9.
No advantage can be seen for either of the approaches in terms of gamma score improvement. It
might seem that for error-induced plan of Patient no. 4 (less agreement between the measured
error-induced dose distribution and the TPS error-free distribution), the triple channel method gives
slighty higher gamma scores. A statistical test is needed to make a decision whether gamma scores in
general (for all three patients from Table 3-4) are depenent on the method (single-channel or tripple-
channel) or not.

A statistical chi-square test of independence was performed with the data in Table 3-4. This test is
used to determine whether two categorical variables are related or not. Our first categorical variable
was a set of four gamma score bins: gamma score < 90%, gamma score between 90% and 94%,
gamma score between 94% and 97%, and gamma score > 97%. In other words, we had four
categories of gamma scores. The second categorical variable was the method used to determine the
gamma scores, either the single channel or the triple-channel method. A contingency table with
frequencies for each combination of categories was created and is shown in Table 3-5. The chi square
test of independence was performed in MATLAB by writing our own script (there is no built-in
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function within the Statistical Toolbox). Our null hypothesis was that gamma scores and the method
used to determine them (single or tripple channel) are independent at a 5% significance level. The so-
called expected values were computed as the product of Row totals and Column totals divided by the
Grand total (see Table 3-5) for each cell in Table 3-5. The assumption of the test is that each expected
value is larger than 5, which was fulfilled with our data.

Table 3-5: Contingency table with frequencies for the chi square test of independence comparing the single channel and the
tripple channel approach in Film QA Pro.

Gamma score category Single channel Tripple channel Row totals
(GS) method method
GS < 90% 33 28 61
90% <GS < 94% 12 18 30
94% < GS < 97% 16 15 31
GS >97% 29 29 58
Column totals 90 90 Grand total: 180

We calculated the test statistics using the formula

2 _ zn: (Oij — Eij)z
X / E,
ij=1

Where O is the observed count, E is the expected count, j and j are row and column indices and n is

(3.2)

the number of rows or columns in Table 3-5. The p-value for 3 degrees of freedom was estimated
with the MATLAB function chi2cdf. The degrees of freedom df are based on the number of rows r and
columns c in the contingency table:

df =(r—-1)-(c—-1) (3.3)

The computed p-value for our data was 0.6499 and the null hypothesis that gamma scores are not
dependent on the estimation method was not rejected. In order to see the behaviour for lower
gamma scores, that were typically obtained with the error-induced plan of Patient no. 4, different
types of bins were used for the first categorical variable, starting e.g. with gamma score <80% or
gamma score <75%. It turned out that the type of binning does not affect the decision on the null
hypothesis. Although there were some differences in the p-value (the p-value ranged from 0.2496 to
0.6921), the null hypothesis was not rejected for any of the settings.

In the context of other works published on this topic, many papers have concluded that triple
channel dosimetry performs better, e.g. [35, 39, 53]. Other papers have shown that accuracy and
precision of single versus triple channel methods may vary depending on the film and scanner
models and on the dose range of interest [37, 41]. Mathot et al. [101] have compared single channel
and multichannel methods within the FilmQA Pro software and concluded that the multichannel
approach gives higher gamma pass rates for local gamma (3%/3 mm). However, they also found
[101] (for two different scanners) that intensive use of the scanner (which is the case with our EPSON
V700 Photo scanner) makes multichannel dosimetry less accurate because of tilting in the blue
profile in the lamp direction. Howard et al. [97] reported comparable results for single channel
dosimetry in Imagel and multichannel dosimetry in FilmQA Pro. Palmer et al. [42] have even reported
better passing rates for single channel dosimetry (98.0% compared to 71.0% global gamma score,
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3%/2 mm), which might be explained by a lack of separation between individual channels for higher
doses [29] because they worked with stereotactic plans. Pécza et al. [49] state that the choice of the
right multichannel model is crucial, otherwise errors of the different color channels (that are
correlated,) may be combined in a way that leads to an increase in the overall error [36]. Dufek et al.
[37] found that for EPSON 11,000 XL, the multichannel method gives higher gamma passing rates
within FilmQA Pro while for EPSON V750 scanner, the red channel method (after subtracting blank
film from the irradiated film) gives higher gamma passing rates. Gonzalez-Léopez et al. [48] have
shown that the level of noise may influence single channel and multichannel methods in a different
way. While the fixed pattern noise is less pronounced with the multichannel dosimetry, the random
noise is less pronounced with the single channel method. Shameem et al. [55] have shown that while
the V800 EPSON scanner is noisier in the blue and green channels than the V700 EPSON scanner, in
the red channel it is the other way round. The characteristics of the particular scanner apparently
play an important role when comparing single channel and multichannel dosimetry methods.

We conclude that it is reasonable to use the single channel method for our further experiments.

3.1.15 Uncertainty budget

The following methodology of uncertainty estimation is valid for our single channel calibration
method performed in MATLAB. The assessment of uncertainty for tripple channel methods is less
straightforward and a comprehensive uncertainty estimation may even be impossible [41, 102]. The
correlations of responses in individual color channels should be considered, as well as specialities in
software/algorithm and multichannel model performance, which are not known to the user of
commercial software [29]. AlImady et al. [103], for example, compared three different software tools
(FilmQA Pro, Radiochromic.com and VeriSoft) and found up to 2.4% large differences in global
gamma scores, without reporting achieved precision. Vera-Sanchez et al. [41] proposed a Monte
Carlo method of uncertainty estimation for radiochromic film dosimetry (both single channel and
tripple channel), being the only paper dealing with multichannel dosimetry uncertainties to date.
They reported total uncertainty of 2-3% (except for very low doses below 1 Gy) for the triple channel
method as well as for the single-channel method in the red and the green channels. The blue channel
had larger uncertainties. While for EPSON V800 scanner, the multichannel methods were found to
have lower uncertainties, for EPSON 10,000 XL, lower uncertainties were seen with single channel
dosimetry and doses above 4 Gy. For these reasons, single channel and triple channel dosimetry was
compared within the same software only (FiimQA Pro, see chapter 3.1.14 above) to minimize
possible differences between the methods and uncertainties for the triple channel method are not
reported.

The main sources of uncertainty for radiochromic film dosimetry, also according to previous
publications [43-47], are the following: scanner and film uniformity (of the whole film sheet that is to
be cut into pieces and of a small piece of film locally), reproducibility of scanning, inter-film
reproducibility, effect of delay between irradiation and scanning, room light effects and film
orientation. The latter two were left out from the uncertainty budget because in the film dosimetry
procedure used here they can be neglected. The above affect the scanner values obtained during film
scanning. Another source of uncertainty that has to be treated separately is the uncertainty of fit
when fitting the calibration data with a curve. The magnitude of uncertainties depends on the
protocol, the dose range, the color channel, the film model and the scanner model [29]. If
uncertainty of absolute dose estimation is of interest, the uncertainty of dose measured by an
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ionization chamber must be included. The expected overall uncertainty for single channel film
dosimetry is around 2% [29].

The total uncertainty associated with dose estimation from radiochromic film dosimetry in this work
was computed as the quadratic sum of experimental dose uncertainty and fitting uncertainty,
similarly to [45]. Additionally, for absolute dose estimate, the ionization chamber dose uncertainty
was added. However, in the work [45], they estimated dose calibration curve as a relation between
dose and net optical density. Here it was estimated as the relation between dose and scanner value
and a fourth order polynomial was considered as the proper calibration function.

Table 3-6: The standard uncertainties in scanner values (SV) or dose values (Gy) and the relative uncertainties for absolute
dosimetry estimated for our EBT3 film method.

Source of uncertainty Standard uncertainty | Relative standard uncertainty [%]
Scanner reproducibility — short

term 7.68 SV 0.04
Scanner reproducibility — long

term 2.36 SV 0.01
Inter-film reproducibility 7.68 SV 0.04
Scanner uniformity 83.33 SV 0.60
Whole film uniformity 13.44 SV 0.07
Piece of film uniformity 18.03 SV 0.13
Postexposure delay 2.36 SV 0.01
Combined uncertainty agy 87.06 SV 0.64
Experimental dose uncertainty | 0.03 Gy 1.44
Opexp

Uncertainty of fit op r;; 0.02 Gy 1.17
lonization chamber g;,, 0.03 Gy 1.33
Total uncertainty (k=1) 0.05 Gy 2.28
Expanded total uncertainty (k=2) | 0.09 Gy 4.56

Thus, the total uncertainty of dose estimation is given by

(3.4)
Op = \[Ugexp + O-L%fit + o-izon

Where opexp and apyie are the experimental and fitting uncertainties and g,y is the uncertainty of
absolute dose measurement with an ionization chamber at the Thomayer Hospital. The experimental
uncertainty is given by

Opexp = (@ 4SV3 + b3SV + - 25V +d) - gsy (3.5)

Where a, b, c and d are coefficients of the calibration polynomial converting scanner values (SV) to
dose values and SV is the scanner value for a piece of film irradiated with 2 Gy (here SV stands for
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physical quantity but in Table 3-6 it is also used as physical unit). Uncertainty in this case is a function
of dose and the values given in Table 3-6 are valid for 2 Gy which is the most representative dose for
our experiments. The uncertainty of scanner value agg, takes into account the main sources of
experimental uncertainty described above.

The uncertainty of fit ops;; was estimated in MATLAB with the help of the optional output
parameters of the polyfit function. This uncertainty given in Table 3-6 is again valid for the dose of
2 Gy.

It was assumed that the sources of uncertainty are not correlated.

Table 3-6 shows the uncertainty budget for absolute dose determination with our EBT3 film method.
The one sigma total uncertainty (2.28%) falls below the dose difference criterion chosen for gamma
analysis in our experiments (3%). The expanded total uncertainty (k = 2) does not. However, these
uncertainty values are valid for a dose of 2 Gy, while for higher doses the relative uncertainty slightly
decreases and for lower doses it rapidly increases, as can be seen in Figure 3-3. On the other hand,
the absolute standard uncertainty in Gy actually increases with dose (see Figure 3-4). In IMRT clinical
plan verification, the dose on film was approximately in the range 0-5 Gy. The gamma analysis
threshold for film dosimetry was 10% of the maximal dose, which is approximately 0.5 Gy — doses
below this value are not taken into account in gamma index calculation. Moreover, the uncertainty
budget did not take into account the covariance terms. It was assumed that the sources of
uncertainty are not correlated which is not necessarily true [46]. This would further decrease the
uncertainty — Bouchard et al. [46] estimated that for a third order fit function and depending on
several parameters, especially dose, neglecting all covariance terms leads to an overestimation of
uncertainty by the factor 1.8-5. Therefore, a 3% dose difference criterion seems optimal for our
gamma analysis and it is easily comparable to the clinical results in the Thomayer Hospital in Prague,
where the same criterion is used. It needs to be pointed out that the use of relative gamma (as done
in our work) is not so dependent on absolute dose calibration. Doses are normalized to a high dose
value representing the maximum dose (or similar) in each dose distribution. Therefore, large relative
uncertainties for low doses do not matter. Also, for relative gamma analysis the uncertainty g;,,
should be left out from equation 3.3 and the total uncertainty for a dose of 2 Gy then would be
1.85% for k =1 and 3.70% for k = 2. Uncertainties for other dose levels would change similarly (but in
case of an ionization chamber, the relative uncertainty does not depend on the level of dose).

The uncertainty of dose determination estimated for our film method is in agreement with numbers
published in literature [25, 43, 47], even though each group uses different equipment and
methodology.

The sources of uncertainty listed in Table 3-6 are believed to be the ones that should be taken into
account in our particular experimental conditions. Different types of uncertainties are taken into
account in different scientific papers [43, 46, 47]. Sometimes also the irradiation process associated
uncertainties are considered, such as linac output reproducibility, stochastic nature of dose
deposition, or dose variation within region of interest. Linac output for Siemens Artiste was stable,
both the short-term and the long-term stability (considering the experimental period for which one
film batch and one calibration curve was used) was within 0.5%. For Varian TrueBeam it was within
1%, but this was taken into account during the film calibration procedure. Stochastic nature of dose
deposition was overcome by calibrating with relatively large pieces of film. Dose variation due to
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non-ideal field flatness was neglected because for a 10 x 10 cm? field on the Siemens Artiste and
Varian TrueBeam machines, field flattness was around 1 % for both energies (defined in the flattened
region of dose profiles as 100 - Dmin/Dmax*100) and the calibration film pieces were of the size 5.8 cm
x 5.8 cm.
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Figure 3-3: Relative standard uncertainty of absolute dose determination with film as a function of dose.
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Figure 3-4: Standard uncertainty of absolute dose determinaton with film as a function of dose.

In order to see how the uncertainty in relative dose estimation propagates to gamma scores
obtained with our film dosimetry method, one patient was selected (Patient no. 7, 18 MV prostate,
IMRT, Varian TrueBeam — see details in chapter 3.3.5.1) and gamma analysis was performed 50 times
with our 2D MATLAB code (see chapter 3.3.3 for details). There were no changes in the script
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between the runs except that random Gaussian noise with a mean of 0 and a standard deviation
estimated in this chapter for relative dose measurements (0.037 Gy) was added to the dose data in
each film. This was done for 5 transverse, 5 sagittal and 5 coronal planes measured with film in a
pseudo-3D manner (see chapter 3.3.1 and 3.3.2 for the measurement setup). In total, we got 50
values of gamma score for each of the 15 planes, affected by relative dose uncertainty. The
maximum difference in gamma score (Gmax MiNUS Gmin; Gmax is the maximum gamma score value from
the 50 subsequent runs and Gpis is the minimum value) for each of the 15 planes are shown in Figure
3-5. The maximum difference was 4.4% in plane no. 5, followed by a value of 2.8% in plane no. 1. But
these planes lied outside the high-dose area, beyond the edge of the prostate PTV, and the gamma
score values for these two planes were 70% and 78%, respectively. In the rest of the planes, the
difference in gamma scores were below 2%, in most cases below 1%. This is a very rough estimation
of the possible propagation of uncertainties. The resulting gamma scores depend in a complex way
on the input dose distributions, so for plans of a very different complexity, for example, the
estimation could be different.

Having understood the performance of the films and scanner, it was decided to use doses of typically
2-3 Gy to irradiate films with clinical IMRT fields or plans, where possible, and to use a 10% threshold
in gamma analysis.

Another source of uncertainty that can affect the results of gamma analysis is uncertainty in position
of the pieces of film irradiated with IMRT fields/plans within a phantom and uncertainty in position
of the phantom itself. The overall uncertainty in position should be compared to the selected
criterion for gamma analysis — 3 mm DTA (distance-to-agreement).
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Figure 3-5: Difference between the maximum gamma score (Gmax) and the minimum gamma score (Gmin) in 50 runs of the
MATLAB 2D code for gamma analysis for Patient no. 7. Results are shown for 5 transverse (1-5), 5 sagittal (6-10) and 5
coronal planes (11-15) measured with EBT3 film in a pseudo-3D manner.

Phantoms used in this study were the RW3 slab phantom and the I’'mRT Phantom (Scanditronix
Wellhofer North America, USA). Details are given in chapters 3.2 and 3.3. For the RW3 phantom,
irradiation was performed with gantry at 0° only, so positioning of the phantom could have been
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affected by uncertainties in SSD. The I’'mRT Phantom was positioned into the isocentre with the help
of lasers. Film pieces were positioned within the RW3 slab phantom for field-by-field dosimetry using
markers on film and light field. For pseudo-3D dosimetry, film pieces were positioned within
the I’'mRT Phantom using markers on film and markers on the phantom slabs (drawn on the surface).
When filling the I’'mRT Phantom with slabs, the thickness of five pieces of film loaded at a time
caused that one of the 2 mm thick slabs had to be replaced with a 1 mm thick slab. This resulted in
1 mm additional position uncertainty in one of the directions. (See schematic drawing in Figure 3-7 in
chapter 3.3.2.)

The overall estimated position uncertainty for 2D field-by-field dosimetry is 1.4 mm. The maximum
position uncertainty for 3D dosimetry in the I’'mRT Phantom is estimated to 2 mm. Therefore, the
3 mm gamma analysis criterion seems reasonable. Note, however, that dose distributions were
matched with the help of dose profiles during gamma analysis in those situations where an obvious
shift in position occurred during measurement (except for intentionally introduced position errors).

3.1.16 Summary

Our own film methodology was established for EBT3 radiochromic films and EPSON Perfection V700
Photo scanner. In our film protocol, we use 16 dose points (0 — 5.5 Gy) for calibration and a 4th order
polynomial calibration function is obtained in MATLAB (dose versus scanner value) for each
combination of linear accelerator/energy/dose rate/film batch. We use the red channel only, films
are scanned one by one in the center of the scanner in transmission mode at 72 dpi. Prior to film
scanning, 5 blank scans are obtained in order to warm up the scanner. All films are scanned 72 hours
after exposure. Before evaluation, a 5 x 5 pixels median filter is applied. Short-term and long-term
reproducibility of the scanner and scanner uniformity are taken into account in the uncertainty
budget, as well as whole-film and piece-of-film uniformity, inter-film reproducibility and post
exposure delay. The following aspects are not taken into account in our film protocol because it has
turned out that they have little effect: lateral response artifact, film-to-light distance, angular
dependence, subtraction of a blank film prior to irradiation and using multiple channels for
evaluation.

The overall uncertainty of absolute dose determination with our EBT3 film method was estimated to
2.28% (k= 1) and 4.56% (k = 2). These numbers are valid for a dose of 2 Gy on film and are
comparable to other published methodologies [25, 47, 104]. Covariance terms were not included in
the uncertainty estimation, but this might greatly improve these numbers. For relative applications,
the uncertainty of film dosimetry according to our protocol is 1.85% (k = 1) and 3.70% (k = 2). Our
film methodology is optimized for the given experimental conditions (EBT3 film, EPSON Perfection
V700 Photo scanner).

3.2 Benchmarking film dosimetry against current practice
Several studies have been carried out [105-108] and most of them conclude that electronic detectors
(such as ionization chamber arrays or diode arrays) perform better than film (EBT2 or EBT3), due to
uncertainties inherent in film itself, like heterogeneity and noise. The aim of this part of our study is
to compare radiochromic film dosimetry as implemented in this work to the ionization chamber array
PTW Seven29 placed in an RW3 slab phantom (field-by-field verification) and to the ionization
chamber array PTW OCTAVIUS Detector 1500 placed into the OCTAVIUS 4D Modular phantom
(pseudo-3D verification), in terms of their performance for IMRT and VMAT plan verification. The aim
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is to prove that film performs well enough to be used for our further experiments. The tested
detector and phantom configurations are given in Table 3-7.

Table 3-7: Phantom and detector setup for benchmarking film dosimetry and tested patients (details about patient plans are
given in Table 3-9 andTable 3-11).

. Gantry Detector Tested What was
Technique | Detector Phantom . . .
position position patients tested
) All fields
Patient no. 5
) o 45 planes -
isocentre + (clinical .
PTW _ film
s 29 different IMRT, 9 25 ol
even anes -
depths fields, P
. PTW
Siemens)
Seven29
Field-by-
i Idy RW3 slabs 0° Patient no. 4 3 fields
ie
(error- with 1%
. induced MU error
EBT3 film isocentre IMRT, 7
fileds, 3 fields
Siemens) | With1mm
leaf error
PTW
OCTAVIUS OCTAVIUS rotating in )
. Patient no. 9
Detector 4D isocentre o
VMAT dual (clinical
1500 The whole
Pseudo-3D arc 179° - VMAT, 2
5 transverse, plan
181° . arcs,
. I'mRT 5 sagittal and
EBT3 film TrueBeam),
Phantom 5 coronal
planes

Measurements were carried out on Siemens Artiste (the IMRT field-by-field plan) and TrueBeam (the
VMAT plan) in the Thomayer Hospital in Prague, using the photon energy 18 MV. This energy was
clinically used for the majority of IMRT patients at the site — for pelvis cases. Due to the amount of
measured data and the time available at the linac, all measurements could not be performed on the
same day. However, relevant quality assurance tests were taken regularly to minimize uncertainty
caused by varying machine performance. Particularly, the dose output, MLC (multi-leaf collimator)
positioning and gantry angle were tested and fell within 1%, 1 mm and 0.5° tolerance limits.

3.2.1 IMRT and VMAT plans

3.2.1.1 Clinical plans
The evaluated detectors for field-by-field IMRT verification (EBT3 film and PTW Seven29 array) were
irradiated with an IMRT clinical step and shoot plan for prostate and lymph nodes prepared for a
Siemens Artiste photon energy 18 MV. Treatment planning was performed in XiO 4.80. The plan
contained 9 fields that were distributed evenly in the whole 360°. The gantry angles used for fields
no.1,2,3,4,5,6,7, 8 and 9 were 0, 40, 80, 120, 160, 200, 240, 280 and 320°, respectively. General
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High Smoothing was applied during optimization and other optimization parameters were left
default. The prescribed dose was 44 Gy in 22 fractions. Altogether, 45 planes were tested with film
and 25 planes (4 fields at 5 depths and 5 fields only at isocentre) were tested with the PTW Seven29
array. (This plan is used further in the work and is denoted as Patient no.5. — see Table 3-9.)

The evaluated detectors for VMAT pseudo-3D verification (EBT3 film and PTW OCTAVIUS Detector
1500) were irradiated with a VMAT clinical plan for prostate prepared for a Varian TrueBeam photon
energy 18 MV. Treatment planning was performed in Eclipse 16.1 and the dose distribution was
calculated with the AAA (Analytical Anisotropic Algorithm) algorithm v. 16.1. The plan contained 2
full arcs (179° - 181°) with a rotated collimator (30° and 330°). The prescirbed dose was 70 Gy in 28
fractions. (This plan is used further in the work and is denoted as Patient no.9 — see Table 3-9.)

3.2.1.2  Error-induced plan

Another clinical pelvic plan was chosen where errors were introduced in order to test the ability of
different detection systems to reveal the errors. (One error-induced plan was used for benchmarking
purposes while more error-induced plans were used in our further experiments with the
benchmarked method.) The original clinical plan is also used further in this work and is denoted as
Patient no. 4 (see Table 3-9). Patient no. 4 was a simultaneous integrated boost (SIB) planned in XiO
4.80 for prostate, seminal vesicles and lymph nodes, to be treated on Siemens Artiste with the
energy 18 MV and with 82 Gy (for the high-dose prostate region) in 41 fractions and had only 7
treatment fields with gantry angles 45, 80, 160, 315, 280, 200 and 0°. No smoothing was applied
during optimization in this case. The type of introduced errors was chosen so that the errors would
already have some non-negligible clinical impact on DVH parameters and at the same time they
could remain hidden by normal QA procedures.

Errors were introduced into fields no. 1, 2 and 4. The first type of error was the manual change of
several segment weights within the treatment field. For each field, number of MUs was changed in
two largest segments,, the resulting MUs for these segments were 1% lower in fields no. 1 and 4 and
1% higher in field no. 2. It must be noted that in XiO this kind of change affects all field segments.
Their MU weights are changed so that the total dose weight of the field in Gy in an arbitrary point
chosen by the algorithm remains constant. However, total number of MUs also changes. For field no.
1 the total beam MUs were 85 originally and 89.3 after modification, for field no. 2 it was 130.5
before and 122.2 after and for field no. 4 it was 89.3 before and 94.4 after change. This information
is also summarized in Table 3-11.

The second type of error was a manual change of leaf positions. For fields no. 1, 2 and 4, leaf
positions were changed for all segments and all leaves in the 10 cm central area (-5 cm and +5 cm
around the isocentre, MLC leaves are 0.5 cm wide at isocentre). In field no. 1, each leaf bank was
shifted 1 mm so that the apertures became 2 mm narrower. In field no. 2 the shift was 2 mm and in
field no. 4 it was 3 mm in the same way. It must be noted that after this kind of change, XiO
recalculates weights of all segments in the field so that the total beam weight in Gy in an arbitrary
point chosen by the algorithm remains constant. This results in MU change in all segments and in
the treatment field in total, affecting the relative dose distribution within the field. Thus, total beam
MUs changed as follows: for field no. 1 - 85 MU before and 99.5 MU after shift, for field no. 2 - 130.5
MU before and 117.4 MU after shift and for field no. 4 -89.3 MU before and 109.1 MU after shift.
Unlike in 3D CRT (3D conformal radiotherapy) fields, MLC leaf positions cannot be modified manually
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for IMRT fields/segments/control points in Mosaiq version 2.50.0507 (Impac Medical Systems, Inc.).
Simulating this type of error separately (due to erroneus linac leaf travel or calibration) would require
modification of DICOM plan in a third-party software and reconfiguration of Mosaiq import options,
which was not desirable. This information is also summarized in Table 3-11.

The choice of these errors to be tested is supported, for example by a multicentre study [109] where
similar errors in Elekta step-and-shoot IMRT plans were detected with the verification system used
by the authors (IQM large-area ionization chmaber mounted on the linac head). They introduced 1
mm leaf bank shift error and 1-3 MU error per beam, these errors already had a non-negligible
impact on DVH parameters, similarly to our observation with Siemens Artiste.

3.2.2 PTW Seven29 measurements in an RW3 slab phantom

The procedure for IMRT plan verification consisted of measuring the isocentric dose maps of
individual fields with gantry at 0° in an RW3 slab phantom (30 x 30 x 30 cm?) at reference depth
(10 cm for 18 MV photons) using the PTW Seven29 ionization chamber array. Additionally, for some
fields the PTW detector was placed to different depths in the RW3 phantom, corresponding to
the depths measured with film (see explanation for film in section 3.2.4). Predicted dose maps were
exported from the treatment planning system XiO with the Modulation QA tool. They were
calculated for a virtual water phantom of 30 x 30 x 30 cm? in size. Proper calibration of the detector
array was ensured, taking into account the difference between water and RW3 material. A reference
depth of 10 cm in the solid phantom for 18 MV photon beams and a reference field of 10 x 10 cm?
were used to irradiate the central chamber with 2 Gy, the rest of the chambers were adjusted in
the PTW MultiCal software (PTW, Freiburg, Germany) relatively to the central chamber with the help
of a reference calibration matrix covering the whole area of the detector. The uncertainty of absolute
dose measurement (k = 2) with the PTW Seven29 array at the Thomayer Hospital is 3.5% (based on
the assessment of uncertainty for the cross-calibration procedure).

3.2.3 PTW OCTAVIUS 1500 measurements in the OCTAVIUS 4D phantom

To measure a VMAT plan in a pseudo-3D manner, the OCTAVIUS Detector 1500 was placed into the
rotating cylindrical OCTAVIUS 4D Modular phantom by PTW. This phantom includes an inclinometer
attached to the gantry and the phantom rotates simultaneously with the gantry, so that the beam is
always perpendicular to the detector array. During commissioning of the OCTAVIUS 4D system at the
Thomayer Hospital, a set of PDDs was obtained in a water phantom for different field sizes and each
energy, down to a 2 x 2 cm field size, and an SSD corresponding to the geometry of the OCTAVIUS 4D
phantom (SSD = 85 cm). A proper material density and HU value was set to the virtual image of the
OCTAVIUS 4D phantom in the TPS. Because of simultaneous use of the AAA and Acuros XB
algorithms, the OCTAVIUS 4D phantom in the TPS was assigned 2 HU. For our experiemnts, only the
AAA algorithm was used. A calibration plan with reference conditions (10 x 10 cm field size, SSD = 85
cm, gantry in zero position) was prepared in the TPS Eclipse for each energy. Before the irradiation
session, the PTW OCTAVIUS 1500 ionization chamber array placed into the OCTAVIUS 4D phantom
was calibrated, taking into account the daily linac output, temperature and pressure. VeriSoft v. 8.0
reconstructs 3D dose distribution in the phantom based on the measured 2D dose images and the
set of PDDs from commissioning. The accuracy of the reconstructed dose distribution according to
the manufacturer (personal communication) is 2% - 6% depending on plan complexity and resolution
of the used ionization chamber array.
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3.2.4 Field-by-field measurements with film

Films were cut into pieces of 8.4 x 6.8 cm?. The sheets were placed in several coronal planes into an
RW3 slab phantom (SAD — source to axis distance — setup with SAD = 100 cm, isocentre at 10 cm
depth). The measured coronal planes were at the depths of 7, 8, 10, 12 and 13 cm. The initial idea of
placing films to different depths and irradiating them with gantry at 0° was to identify whether all
film pieces can give comparable results for a given field. Agreement of the measured and calculated
dose matrix can differ at different depths, depending for example on the TPS dose calculation
algorithm and its performance in the patient and phantom materials. Each tested field was irradiated
10 times in order to obtain doses of 2-3 Gy on film (maximum dose usually around 4.5 Gy). This is
because of the poor performance of film for low doses. Again, predicted dose maps were exported
from XiO using the Modulation QA tool and a virtual water phantom of the size 30 x 30 x 30 cm?3.
Difference between water and RW3 material was taken into account at film calibration.

3.2.5 Pseudo-3D measurements with film for benchmarking

To measure the VMAT prostate plan of Patient no. 9, films were cut into pieces of 8.4 x 10.1 cm?.
They were placed into 5 tranverse, 5 sagittal and 5 coronal planes of the I'mRT phantom (each
direction at a time) and irradiated with the original VMAT plan. Thus, a measured pseudo-3D
distribution was obtained and could be analzyed with 3D gamma analysis. The pseudo-3D method is
further described in chapter 3.3.

3.2.6 2D gamma analysis in OmniPro I'mRT and VeriSoft v. 3.1

Gamma analysis was performed to quantify the agreement between predicted (from TPS) and
measured dose maps. Film measurements were evaluated in OmniPro I’'mRT software version 1.7. All
measured IMRT fields were fitted with the calibration curve in MATLAB using the polyval function.
The gamma criteria were 3% dose difference and 3 mm distance to agreement, search distance 4.5
mm, avoiding signals with lower doses than 10% of the maximal predicted dose. Lower threshold
than 10% for films would not be practical due to poor film performance for low doses. Relative global
gamma was performed (i.e. each of the compared distributions was normalized to a chosen value in
that distribution) and both the predicted and the measured dose distributions were normalized to
the average value of the chosen region of interest. ROl was chosen so that film edges and film
markers would be excluded from evaluation. Predicted and measured dose distributions were
matched with the help of film markers and with the help of X and Y dose profiles. Dose grid of the
predicted matrices was converted to the same pixel distance as for the scanned (measured) matrices
(0.352778 mm) using linear interpolation. Measured dose matrices were smoothed with a median
filter of the size 5 x 5 pixels. (Gamma analysis was also performed with our 2D MATLAB code
described in chapter 3.3.3, with the same parameters as in OmniPro I‘'mRT, except for normalization.
Due to the non-reproducibility of the manually chosen ROI, matrices were normalized to their 75"
percentile in MATLAB. This was only done to see if there is any significant difference between the
two softwares.)

PTW Seven29 measurements were evaluated in PTW VeriSoft version 3.1. Gamma criteria were also
3% dose difference and 3 mm distance to agreement, avoiding signals lower than 5% of
the maximum predicted dose. Higher threshold than 5% of maximum dose is not possible in
the VeriSoft version used. The whole detector area was evaluated and relative global gamma
evaluation was performed. Search distance is not adjustable. Normalization of the matrices was
left default, to the maximum dose point in the distribution. However, normalization does not affect
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the result of gamma calculation in this version of VeriSoft, it only affects visual apperance of
the matrices.

The clinically used tolerance limit of a 90% gamma score (percentage of points in the evaluated dose
matrix with the gamma index lower than 1) was kept here for guidance. The aim was to compare
the verification method as a whole — as it is or would be (in case of film) used clinically (particularly
under the conditions at the Thomayer Hospital in Prague). The aim was not to analyze the differences
between the detectors’ and software’s performance (with many user adjustable options), this would
require a different study design. This is also the reason why results for film and MATLAB are not
shown. The goal here is to show that the clinical method (2D field-by-field gamma analysis with PTW
Seven29 and VeriSoft v. 3.1) and the film method being developed (2D field-by-field gamma analysis
with EBT3 film) give similar results within their uncertainties or that the new method performs
better.

3.2.7 3D gamma analysis in VeriSoft v. 8.0

The newer version of VeriSoft v. 8.0 that was used together with the OCTAVIUS 1500 ionization
chamber array and the OCTAVIUS 4D phantom for 3D gamma analysis has more user-adjustable
options. The main parameters for gamma analysis were used as described in chapter 3.2.6 for
VeriSoft v. 3.1. (3%, 3mm, global relative gamma, normalization to the maximum dose in the
predicted distribution). These are used clinically. However, the threshold dose could be changed to
10%. The gamma method implemented according to Depuydt et al. [110] was selected. Predicted
dose distribution was exported from TPS Eclipse in DICOM format as RT Dose and RT Plan. Both files
are needed to place the dose into the coordinate system of the phantom correctly in VeriSoft v. 8.0.
Dose distributions — the predicted and the reconstructed one — can then be compared in VeriSoft v.
8.0. Either 2D plane-by-plane evaluation is possible (with 2D gamma index for each plane) or 3D
gamma analysis can be performed. The 3D gamma analysis shows an overall 3D gamma score but
also passing percentages for different isodose levels (i.e. how many points at a certain dose level
pass the gamma test). The clinical tolerance for the 3D gamma score, as well as for the individual
gamma scores at each dose level and for the 2D plane-by-plane gamma scores is set to 95%. The goal
here, again, is to show that the clinical method (pseudo-3D verification with OCTAVIUS 4D equipped
with OCTAVIUS 1500 detector evaluated in VeriSoft v. 8.0) and the film method being developed
(pseudo-3D verification with EBT3 film placed in different planes of the I'mRT Phantom evaluated in
MATLAB) give similar results within their uncertainties, or that the new method performs better.

3.3 Pseudo-3D verification with film

3.3.1 The pseudo-3D method

Our pseudo-3D film dosimetry method for IMRT plan verification uses EBT3 film sheets placed in
several transverse, sagittal and coronal planes in the water equivalent I’'mRT Phantom, using only its
central cubic part. Each of the 3 directions must be measured separately in the phantom, due to its
design (see Figure 3-6). Thus, the whole treatment plan must be delivered 3 times to obtain
measured dose values in each of the 3 directions. The plan can be delivered with its original gantry
angles. The measured pseudo-3D dose distribution (covering the whole 3D space) is built-up in
MATLAB using the 3 separate measurements. The predicted pseudo-3D dose distribution is built-up
in MATLAB using 2D planes exported from the TPS (the 2D planes correspond to the film sheet
positions in the 3D space at measurement). Gamma analysis is performed in MATLAB using either
2D evaluation of each plane in the 3D space (2D plane-by-plane gamma analysis) or using
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3D evaluation. The 2D evaluation with our 2D MATLAB code needs a 2D measured dose matrix and
a 2D predicted dose matrix as input (several 2D planes can be evaluated at once). It gives a map of
gamma indices for each plane, taking into account only dose values in the given plane (predicted and
measured) and a 2D gamma score is computed for each plane. The 3D evaluation with our
3D MATLAB code needs the built-up pseudo-3D measured dose matrix and the built-up pseudo-3D
predicted dose matrix as input. It gives a map of gamma indices in all measured points in
the 3D space, taking into account all measured/predicted dose values from the pseudo-3D dose
matrices previously built-up in MATLAB. 2D gamma scores can then be computed for each plane in
the 3D space (plane-by-plane evaluation) but this time based on the pseudo-3D map of gamma
indices (which is numerically different to the previous situation, even in the same points in the 3D
space, also the 2D gamma score is computed with different input — see chapters 3.3.2, 3.3.3 and
3.3.4 for explanation). A pseudo-3D gamma score — a single number for the whole treatment plan —
can also be obtained. It is computed as the percentage of points with gama index lower than or equal
to one in the pseudo-3D matrix of gamma indices. The gamma pass/fail decision criterion for our
pseudo-3D method used in this work is a 90% gamma score (2D or pseudo-3D) for Siemens Artiste
and 95% for Varian TrueBeam. These values were used clinically at the Thomayer Hospital in Prague,
so this criterion is used for comparison purposes. If the method is used clinically for a period of time
and a larger amount of data is obtained, a different and perhaps more suitable criterion can be
established for the particular hospital.

Figure 3-6: The I’'mRT Phantom (Scanditronix Wellhofer North America, USA) [111].

The phantom and film setup for measurements, as well as the export of 2D planes from the TPS, are
described in detail in chapter 3.3.2. Our 2D MATLAB code including gamma analysis parameters is
described in chapter 3.3.3. Our 3D MATLAB code including gamma analysis parameters is described
in chapter 3.3.4. IMRT plans that were measured with our pseudo-3D method are described in
chapter 3.3.5.
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3.3.2 Pseudo-3D measurement with film

Films were cut into pieces of 8.4 x 10.0 cm? and placed into an IMRT cube phantom into
5 transverse, 5 coronal and 5 sagittal planes close to the isocentre. One film sheet was always placed
directly to the isocentric plane, the rest was plus and minus 2 cm and plus and minus 4 cm from the
isocentric plane in the adjacent transverse, coronal and sagittal planes. This is schematically drawn in
Figure 3-7. Films were stuck onto the phantom slabs with the help of markers drawn on the film
sheets and markers drawn on the individual slabs. Then the phantom was loaded with all slabs and
films and positioned into the isocentre of the linac with the help of lasers. For each direction
(transverse setup, coronal setup and sagittal setup), the phantom was loaded again with a new set of
films and the whole treatment plan was delivered at once with fields in their original gantry angles.
Thus, a dose of approximately 2-3 Gy was deposited on film in most (but not all) cases. The IMRT slab
phantom is filled with slabs of 1 cm thickness but 0.5, 0.2 and 0.1 cm slabs are also available. Because
the film thickness is not negligible, having 5 sheets of film inside the phantom meant that one of the
1 cm slabs had to be replaced by the thinner ones. Therefore, there was a little air gap left (approx. 1
mm) and the films in coronal, sagittal and transverse planes might have been slightly shifted relative
to each other in the 3D space.
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Figure 3-7: I’'mRT Phantom loaded with film for 3D measurements. X is the latero-lateral direction on the patient couch, Y is
the cranio-caudal direction, Z is the anterior-posterior direction. Red planes indicate film positions. (There were more than
2 slabs next to the last film position — the outer dimensions of the cube are 18 x 18 x 18 cm?3, each slab is 1 cm thick. One of
the 1 cm slabs was replaced with 5 mm + 2 x 2 mm slabs because of the film sheets total thickness.)

Predicted dose maps in the measured planes for Siemens Artiste were exported from XiO using the
Dose Plane Export feature where the user can choose the direction of 2D map export. A virtual water
phantom of the size corresponding to the I’'mRT Phantom was used to keep the film calibration and
the difference between water and RW3 material valid. Another option is to export 3D dose map
directly from XiO. However, our measured dose matrix was sparse (2 cm resolution in adjacent
planes) and the goal was to compare only measured dose points with corresponding predicted doses.
So the rest of the dose data would have been unused. Also, at the time of our experiment,
the licence for DICOM RT Dose export was not available. For Varian TrueBeam, predicted dose was
exported from Eclipse in the measured planes in 2D in DICOM format. The selected export options
were absolute dose, planar plan dose, 20 x 20 cm size, resolution of 512 x 512 pixels. A virtual water
phantom of the size corresponding to the I’'mRT Phantom was used, similarly to XiO.
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3.3.3 2D gamma analysis in MATLAB
In order to evaluate the irradiated films with gamma analysis, the scanned films were fitted with
an appropriate calibration curve (for each film batch, linac and energy) in MATLAB using the function
polyval and measured dose values were obtained. A code for 2D and 3D gamma analysis was written
in MATLAB for the purpose of this study.
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Figure 3-8: The gamma analysis concept by Low et al. [1].

2D gamma analysis according to [1] uses the equation of a 3D ellipsoid where two axes represent
spatial distance and the third axis represents dose — see Figure 3-8 and equation 3.6. Thus, both dose
difference and spatial difference in the compared dose distributions can be taken into account. One
of the dose distributions is a reference one —in our case the planned dose distribution exported from
the TPS. Each point of this distribution is assigned a gamma index y (7)) by searching the evaluated
dose distribution — in our case the measured one — for similar doses and finding the minimum
values. Gamma index is smaller than 1 if the point falls within the volume of the ellipsoid with
boundaries defined by the dose difference AD and distance-to-agreement (DTA) Ad criterion. Either
the whole matrix of doses can be searched or the search distance may be restricted by a user given
parameter to an area around the given point. The gamma score is a percentage of points in the
gamma index map that passes the criterion y (7)) < 1.

Gamma analysis as described by [1] was implemented in our code. Discretization and false negative
gamma index values discussed by [110] were not considered for the following reasons: Spatial
resolutin within the film plane was 0.35 mm. As noted in (Low and Dempsey), the error of gamma
caused by pixelization is reduced to 0.2 if resampling to a resolution of 1 x 1 mm? takes place. In
the third dimension, where film planes were 2 cm apart, the solution of [110] would affect minimum
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of points. Another important reason was the comparison of results to OmniPro I'mRT version 1.7.
There, the conventional gamma evaluation is also implemented according to Low et al. Another
option in the software is a so-called digital gamma, which takes into account discrete distributions.
However, this option was not used in our evaluation. Lastly, we were interested in the actual values
of the gamma indices and the solution of Depuydt et al. [110] gives only a pass or fail information. It
should also be noted that the choice of the reference matrix plays an important role. If the measured
dose distribution was taken as reference, this would in some cases significantly affect the gamma
index map and the gamma score.

The input to our MATLAB 2D code, as usual, is a predicted 2D dose distribution exported from
the TPS and a 2D dose distribution measured with film (the scanned RGB film image of which the red
channel was used). Then a series of operations is performed (adjustment of matrix orientation —
flipping, eventually rotation, eventually space shifts according to dose profiles, dose images and
markers on film, choice of ROI, size adjustment of the predicted matrix, interpolation of
the predicted matrix, smoothing of the measured matrix, normalization of matrices). Then
the gamma function is called with selected dose difference and DTA criteria and threshold. The
output of the code is a 2D map of gamma indices, 2D gamma score, gamma histograms (and any
other desired output can be added). The same process can be used for 2D plane-by-plane evaluation
(where 2D gamma scores are computed for various planes in the 3D space), as well as for field-by-
field evaluation of a treatment plan.

In order to check proper funcionality of our 2D code, a manual calculation of gamma indices and
gamma score was performed for artificial small dose matrices (an artificial predicted matrix and
a corresponding artificial measured matrix). The same calculation was performed with our 2D
MATLAB code and it gave the same results.

Selected film data was also evaluated in OmniPro I’'mRT software version 1.7 (only in 2D) to be
able to compare our MATLAB code with existing commercial software. OmniPro I’'mRT was
chosen because most parameters in the evaluation can be comprehensively adjusted by the
user, unlike with FiImQA Pro or VeriSoft. Thus, most evaluation parameters could be the same
for MATLAB and OmniPro, except for adjustments that are done graphically with a hand tool in
OmniPro I’'mRT and therefore are not perfectly reproducible. In chapter 3.1 it turned out that
multichannel analysis was not needed in our case.

All measured dose planes in the I’'mRT Phantom in 3D space (5 coronal, 5 sagittal and 5 transverse
planes for each patient) for Siemens Artiste were evaluated with the above described 2D gamma
analysis in MATLAB as well as in OmniPro I'mRT and results were compared quantitatively. This
process refers to Part B of Table 3-1. This data set was chosen for evaluation of our 2D MATLAB code
against a commercial programme because it contained the most data.

In both softwares, the gamma criteria were 3% dose difference and 3 mm distance to
agreement, search distance 4.5 mm, avoiding signals with lower doses than 10% of the maximal
predicted dose. Lower threshold than 10% for films would not be practical due to poor film
performance for low doses. Relative global gamma was performed (global gamma by definition
means that normalization is performed globally, it is not locally variable). ROl was chosen so that
film edges and film markers would be excluded from evaluation. It needs to be pointed out that
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this is not perfectly reproducible in MATLAB, because in OmniPro it is done interactively with
a hand tool. In both softwares, predicted and measured dose distributions were matched with
the help of film markers and with the help of X and Y dose profiles. Dose grid of the predicted
matrices was converted to the same pixel distance as for the scanned (measured) matrices
(0.352778 mm) using linear interpolation. Measured dose matrices were smoothed with a
median filter of the size 5 x 5 pixels. In OmniPro I'mRT, dose distributions were normalized to a
selected point in a high-dose homogeneous region (both the predicted and the measured dose
maps were normalized to the same point) inside the region of interest (ROI). This was not
reproducible in the subsequent evaluation in MATLAB and the normalization method was
chosen to be the 75™ percentile of the ROI. This is the most suitable type of normalization for
film dosimetry because the dose matrices remain noisy even after smoothing. We intended to
use this type of normalization for comparisons between different film dosimetry methods later
in our work (field-by-field, 2D plane-by-plane and pseudo-3D). The differences in gamma scores
between the two softwares thus reflect also the effect of different normalization and how it
affects the gamma score. This is something we wanted to check in this part of our study.
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Figure 3-9: 2D gamma score difference between MATLAB and OmniPro I’'mRT for all 2D planes (transverse, sagittal, coronal)
for all patients in the I’'mRT Phantom.

The magnitude of gamma score differences for individual planes is plotted in Figure 3-9. These can be
explained by the nonreproducible parameters, namely normalization and ROI. Bigger differences
were seen for homogeneous dose distributions because there is a more pronounced difference
between the normalization strategies. A point dose normalization to a dose point in a high dose
homogeneous region is not so dependent on the point choice in a homogeneous distribution. On the
other hand, the 75" percentile might be quite different for a homogeneous dose distribution
compared to a distribution with very low as well as very high doses. Relative gamma analysis is
generally dependent on normalization and Table 3-8 reveals how big the differences are.
Furthermore, as noted by Low and Dempsey [112], if noise is present in the evaluated dose
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distribution, the gamma results are underestimated compared to the no-noise condition. In our case,
measured film doses were smoothed with a median filter, however, some noise still remained in the
evaluated distributions. Thus, the algorithm had more options to find the minimal combination of
dose difference and spatial distance between the reference and evaluated distributions for a given
point. This is valid for both OmniPro and MATLAB evaluation, however, normalization is also sensitive
to this behaviour. It should be pointed out that normalization in relative gamma affects the values in
equation 3.5. The largest encountered difference was 23% in gamma score but for most cases it was
below 5%. Taking into account all parameters that can influence the resulting gamma score even
within the same software (some of them mentioned above), the agreement between the OmniPro
software and MATLAB code is very good. The gamma score values from which the differences in
Figure 3-9 are computed are given in Table 3-8.

Table 3-8: 2D gamma score values for 90 planes in the 3D space as computed with OmniPro I’'mRT and with our 2D MATLAB
code.

OmniPro I'mRT

:::me Transverse planes Sagittal planes Coronal planes

:?'ent 1 2 | 3| a 5 6 | 7| 8 | 9 | 10| 12 | 12| 13 14 | 15
1 99.4 | 985 | 99.6 | 98.1 | 981 |97.0| 91.3 | 83.8 | 99.1 | 96.7 | 95.2 | 943 | 96.9 96.4 | 90.6
2 70.6 | 84.0 | 919 | 98.1 92.3 97.3 |1 93.0 | 98.7 | 99.0 | 92.0 | 85.2 81.7 | 68.7 90.1 73.1
3 946 | 86.0 | 99.2 | 924 | 942 | 93.1 | 93.7 | 93.0 | 80.8 | 82.1 | 93.8 | 88,5 | 83.4 | 100.0 | 98.8
4 78.7 | 70.3 | 85.7 | 98.6 | 96.2 | 90.7 | 86.1 | 94.1 | 989 | 91.3 | 944 | 85.5 | 99.9 93.1 | 98.6
5 98.0 | 88.8 | 88.4 | 99.4 | 100.0 | 97.9 | 999 | 98.4 | 99.9 | 99.9 | 100.0 | 97.8 | 100.0 | 81.0 | 97.9
6 98.8 | 83.9 | 87.7 | 99.9 99.8 | 99.0 | 93.3 [ 999 | 959 | 85.8 | 93.6 | 99.0 | 98.1 96.7 | 90.6

MATLAB 2D code

Pl

n:ne Transverse planes Sagittal planes Coronal planes

:2t'e"t 1 2 | 3| a 5 6 | 7| 8 | 9 | 10| 12 | 12| 13 14 | 15
1 98.8 | 96.0 | 929 | 97.3 99.6 | 96.7 | 99.1 | 82.6 | 97.1 | 96.6 | 89.7 | 97.5 | 974 97.9 | 95.8
2 90.3 | 949 | 925 | 842 | 824 | 926 |94.8 | 934 | 955|923 | 68.1 | 83.6 | 73.8 91.8 | 80.4
3 96.8 | 91.5 | 984 | 96.4 | 90.6 | 81.7 | 80.9 | 96.2 | 90.5 | 96.4 | 954 | 88.5 | 85.3 94.1 | 86.1
4 96.3 | 998 | 87.0 | 72.1 | 775 | 89.7 | 953 | 87.8 | 95.0 | 87.0 | 95.0 | 89.8 | 95.1 92.1 | 84.7
5 87.0 | 978 | 91.6 | 94.1 | 90.2 | 793 | 89.3 | 999 | 87.3 | 75.1 | 92.0 | 88.7 | 100.0 | 100.0 | 96.4
6 100.0 | 99.9 | 85.3 | 96.7 95.0 | 83.0 | 91.7 [ 99.0 | 91.9 | 91.9 | 92.9 87.2 | 98.5 96.6 | 98.6

Also the statistical chi square test of independence was performed to see whether the difference
between the OmniPro gamma scores and the MATLAB gamma scores from Table 3-8 is statistically
significant or not. The chi square test of independence was used because it is suitable for this type of
data, as already discussed in chapter 3.1.14. This test is used to determine whether two categorical
variables are related or not. Our first categorical variable was a set of five gamma score bins: gamma
score < 80%, gamma score between 80% and 90%, gamma score between 90% and 94%, gamma
score between 94% and 97% and gamma score > 97%. In other words, we had five categories of
gamma scores. The second categorical variable was the software used to determine the gamma
scores — either OmniPro I'mRT or MATLAB. A contingency table with frequencies for each
combination of categories was created. The chi square test of independence was performed in
MATLAB by writing our own script (there is no built-in function within the Statistical Toolbox). Our
null hypothesis was that gamma scores and the software used to determine them (OmniPro or
MATLAB) are independent at a 5% significance level. The so-called expected values were computed.
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The assumption of the test is that each expected value is larger than 5, which was fulfilled with our
data. The p-value for the chi square test of independence was 0.0616 and therefore we cannot
reject the null hypothesis. The differences in gamma scores between OmniPro I’'mRT and MATLAB
in Table 3-8 are not statistically significant.

3.3.4 3D gamma analysis in MATLAB

To extend the idea of 2D gamma analysis into 3D, the equation of a 4D hyperellipsoid must be used,
where three axes represent spatial distance and the fourth axis represents dose. Equation 3.5
remains the same, however, 7, and 7, are three dimensional vectors. The same gamma parameters
were kept for our 3D gamma analysis code in MATLAB.

One approach could be to evaluate all points in the whole 3D space, perform interpolation between
the measured film sheets and export the TPS predicted dose as a 3D cube. This is the approach of
most commercial QA devices, but in our study we aimed at avoiding any computational algorithms
and wanted to perform the evaluation with measured dose points only. Therefore, the evaluated
3D matrix was build from the measured film sheets in 3 directions and the reference 3D matrix was
build of 2D planes exported from the TPS, corresponding to the measured ones. The 3D gamma code
was written so that any number of points in the 3D space (up to all points in the 3D space) can be
evaluated in the future. In our study, film planes were 2 cm apart. So the 3D gamma calculation here
took into account, for each point in the reference distribution, those points in the evaluated
distribution that were available within the search distance (chosen to be 4.5 mm). The evaluated
distribution consisted of only those points in the 3D space where doses were actually measured with
film. So the resulting gamma indices were also available at those points only. The overall 3D gamma
score also took into account only those points where doses were measured.

It should be noted that if the search distance remains constant for both concepts, in our case
4.5 mm, in 2D it is a square neighbourhood 4.5 x 4.5 mm? and in 3D it is a cube neighbourhood
4.5 x 4.5 x 4.5 mm3. Therefore, in a given dose plane, the set of gamma indices is the same for 2D and
3D gamma analysis, but in 3D there are additional points 7;, available in other dose planes. Because
the minimum value of gamma is searched, 3D gamma analysis should always give more passing
points than 2D gamma analysis. In this feasibility study, films were placed 2 cm apart in adjacent
planes, so the 3D matrix was rather sparse. However, the search distance was 4.5 mm in all
directions, so there were at least some additional points 7, available in 3D gamma analysis for almost
half of the points 7,.. The code was written as fully 3D, so if more film sheets closer to each other are
placed in the IMRT cube phantom in the future, this code can be used for a truly 3D gamma analysis.

The input to the code in this case were the 2D measured dose planes in the 3D space and
the corresponding 2D dose planes exported from the TPS. The same operations as described in 3.3.3
were performed with the matrices and a predicted and measured 3D dose cube was formed. Because
the films were 2 cm apart in the phantom and the inplane resolution within the dose plane was
approx. 0.35 mm, the 3D dose cubes actually contained a lot of points where dose values were
assigned to zero (and thus fell below the 10% threshold for gamma analysis). These points were not
reflected in the evaluation. Two types of normalization were used, which in this work are reffered to
as local normalization and global normalization. Local normalization in this study means that each
dose plane is normalized to its 75" percentile. Global normalization means that all dose points in the
3D space are normalized to the 75 percentile of the whole 3D matrix.
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Some additional issues in 3D had to be addressed. The scanned images of films had to be rotated and
flipped to form a 3D matrix with the same orientation of individual film sheets as during
measurement. The orientation also had to be put in agreement with the predicted dose planes
exported from the TPS. In the IMRT cube phantom, all films could not be irradiated at once but
coronal, sagittal and transverse direction had to be measured separately (each plan was delivered
3 times to obtain the resulting 3D dose matrix). There might have been slight fluctuations in the linac
output and leaf positioning and also the reproducibility of phantom positioning and film positioning
inside the phantom had to be considered as described in chapter 3.3.2. As a result, the cross sections
of the 3 different directions might have contained slightly different doses. Each cross section is
represented by one row or one column of values in the 3D matrix in MATLAB.

To check these assumptions, all profiles overlapping in the isocentre (transverse versus sagittal
profile, sagittal versus coronal profile and coronal versus transverse profile; in the isocentre for both
directions and with a defined offset from the isocentre in one of the directions) were compared for
all patients. This is schematically drawn in Figure 3-10.
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Figure 3-10: Comparison of overlapping profiles in different directions (for illustration). Lines of same colors correspond to
each other.

Dose profiles usually agreed in shape, therefore there was almost no spatial shift in films. If so, this
could be adjusted by the user in MATLAB, similarly to the feature in OmniPro. However, for some
cases, there was a large systematic dose shift. The disagreement in the worst case was 28% deviation
in dose — this was observed when different film batch (and hence a different calibration curve) was
used for transverse, sagittal and coronal planes (for Patients no. 1 and 6). For the ideal case when all
planes were irradiated and evaluated in one session (Patients no. 4 and 5), the agreement was as
good as 1-2% dose difference. Different batches were not used on purpose but because the previous
batch was expended. This should be avoided, as it magnifies uncertainties, even though a calibration
curve was obtained for each film batch in our study. However, the worst result (28%) must have been
caused by an unknown error (error in geometry, damaged piece of film...). Other causes of
discrepancy could be: fluctuations in linac output (within 0.5% for Siemens Artiste and the given time
period and within 1.0% for Varian TrueBeam — however, the Varian data were not used in this
chapter) and leaf positioning (within 1 mm for Siemens Artiste and within 0.5 mm for Varian
TrueBeam), reproducibility of phantom and film positioning, different storing conditions between

57



film irradiation and scanning (ambient temperature), little air gap left in the IMRT cube phantom
between slabs. (Uncertainties were discussed in chapter 3.1.15.) An example of overlapping profiles
is shown in Figure 3-11.
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Figure 3-11: Example of overlapping profiles in the sagittal direction (plane in isocentre) and coronal direction (plane 2 cm
from isocentre) for Patient no. 1.

The overall average disagreement for all compared profiles was -0.648% and -0.014 Gy (median
0.146% and 0.009 Gy, 25 percentile -6.349% and -0.107 Gy, 75" percentile 2.050% and 0.037 Gy).
This means that large disagreement can be attributed to uncertainties in the process which can be
avoided. These numbers were also influenced by the noise that was left on film even after smoothing
with a filter of 5 x 5 pixels.

Surprisingly, some profiles did not agree even in the dose distributions exported from the TPS XiO
(they were exported as individual 2D planes, not as a whole 3D dose distribution). An example is
given in Figure 3-12 for Patient no. 1. One of the reasons might be the geometrical uncertainty in
reconstructed CT images in sagittal and coronal planes which is quite pronounced in TPS XiO 4.80.
However, in order to explain this behaviour, detailed knowledge of the software algorithms would be
required.

Consequently, for the purpose of this study, average dose values of both (or all 3) planes were used
for gamma calculation at the cross sections. Relative gamma evaluation and local normalization (as
defined here) were used to overcome the problem of slightly different doses on films for patients
that were not measured in one session.
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Figure 3-12: Dose disagreement in overlapping profiles from 2 different dose planes exported from the TPS for Patient no. 1
— transverse plane 2 cm from isocentre compared to sagittal plane in the isocentre.

3.3.5 [IMRT and VMAT plans
3.3.5.1 Clinical plans

All measurements were carried out on the Siemens Artiste and Varian TrueBeam linear accelerators
in the Thomayer Hospital in Prague. Six IMRT clinical step-and-shoot treatment plans, two IMRT
sliding window plans and one VMAT plan were used in this part of the study. These included five
pelvic plans for prostate and lymph nodes using 18 MV photon beams (Siemens Artiste), one head-
and-neck case using 6 MV photons (Siemens Artiste), one glioblastoma case using 6 MV beams
(Varian TrueBeam) and two prostate cases using 18 MV beams (prostate only, Varian TrueBeam).
Head-and-neck patients were treated rarely with Siemens Artiste at this site, this is why only one
case was included. Radical treatment of glioblastoma cases only started when Varian TrueBeam was
commissioned. VMAT technique has been commissioned very recently (summer 2022). Treatment
planning was performed in XiO version 4.80 in case of the Siemens Artiste patients and Eclipse
version 16.1 in case of the TrueBeam patients. The IMRT plans contained 7-9 fields that were
distributed in the whole 360°. Two of these plans had not previously met the clinical tolerance
criteria for gamma analysis and Siemens Artiste irradiation (gamma score of 90%, i.e. gamma index
smaller than 1 for at least 90% of points) and were not used for treatment. The VMAT plan
contained 2 full arcs with collimator angles 30° and 330°. Table 3-9 and Table 3-10 summarize the
significant information. Some of the patients were already used in the previous parts of our work.
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Table 3-9: Clinical IMRT plans used in this study. SIB — simultaneous integrated boost.

Siemens Artiste patients
Patient no. Patient 1 Patient 2 Patient 3 Patient 4 Patient 5 Patient 6
Head- Prostate Prostate Prostate Prostate Prostate
Diagnosis and lymph | andlymph | andlymph | andlymph | andlymph
and-neck
nodes nodes nodes nodes nodes
Dose 41 x 2 Gy
AT 25x2 Gy 22 x2 Gy 22 x2 Gy (SIB) 22 x2 Gy 22 x2 Gy
Energy 6 MV 18 MV 18 MV 18 MV 18 MV 18 MV
st::-M-lzzd- IMRT step- | IMRT step- | IMRT step- | IMRT step- | IMRT step-
Technique sI'F:oot and-shoot and-shoot and-shoot and-shoot and-shoot
. 7 fields 7 fields 7 fields 9 fields 9 fields
7 fields
Passed
clinical Yes No No Yes Yes Yes
limits?
TrueBeam patients
Patient no. Patient 7 Patient 8 Patient 9
Diagnosis Prostate Glioblastoma Prostate
Dose 28 2.5 Gy 15x 2.7 Gy 28X 2.5 Gy
prescription
Energy 18 MV 6 MV 18 MV
Technique IMRT sliding window IMRT sliding window VMAT
q 7 fields 5 fileds 2 arcs
Passed
clinical Yes Yes Yes
limits?
Table 3-10: Gamma score values for plans that failed clinical verification.
Patient no. Patient 2 Patient 3
Field no. Field 6 Field 1 Field 7
Gamma score — clinical verification 87.77% 88.9% 88.2%

3.3.5.2  Error-induced plans

Error-induced plans were also created in order to test the ability of the pseudo-3D method to find
these errors. Plan of Patient no. 4 was modified as described in chapter 3.2.1.2, i.e. 1% MU error and
1-3 mm leaf position error were introduced into 3 treatment fields. However, because it is not
directly possible to model separately an MU change and MLC leaf position change in XiO, the second
error-induced plan was created by modifying MLC leaf positions only. Plan of Patient no. 5 was
modified so that a systematic leaf position error would be introduced into treatment fields no. 2, 4

and 5. All leaves in all segments (both leaf banks) were shifted 1 mm to the right. Again, this resulted

in MU per segment recalculation for all segments and in beam total MU change, while the weight of
the field in Gy in an arbitrary point chosen by the algorithm remained constant. However, because
this time it was a systematic shift, the total number of MUs per field for Patient no. 5 remained
almost the same, except for field no. 4. Both the error-induced plans with their parameters are
summarized in Table 3-11. A 1 mm error in a single leaf position (resulting in a possible 2 mm error in
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the field size modelled by MLC) is the tolerance limit for Siemens Artiste quality control tests and this
systematic shift of all leaves might already cause some clinically significant discrepancies, as
discussed in chapter 4.2.3.2.

Table 3-11: Error-induced IMRT plans.

MU error MLC leaf position error
Field 1 Field 2 Field 4 Field 1 Field 2 Field 4
1 mm each 2 mm each 3 mm each
Patient no. 4 leaf bank leaf bank leaf bank
-19 19 -19
% 1% % 10 cm central area, both leaf banks, fields
more narrow
Gloahield 85.0 1305 89.3 85.0 1305 89.3
MUs
Modlified
field MUs 89.3 122.2 94.4 99.5 117.4 109.1
Field 2 Field 4 Field 5 Field 2 Field 4 Field 5
1 mm each 1 mm each 1 mm each
Patient no. 5 none none none leaf bank leaf bank leaf bank
all leaves in all segments, both leaf banks —
shift to the right (+X)
Original field 46.6 68.4 38.9 46.6 68.4 38.9
MUs
Modified
et - - - 46.6 68.4 38.8

Additionally, the VMAT plan of Patient no. 9 was modified in 3 different ways. The first type of
introduced error was a systematic leaf bank shift in each control point. The X1 MLC leaf bank was
shifted in one of the two treatment arcs so that the beam opening was 3 mm larger in each control
point. In TPS Eclipse, the dose was recalculated but the number of MUs in each arc remained the
same as in the original plan. This type of error resulted in increased DVH parameters, such as 6.6%
increase in PTV maximum dose, 3.4% increase in PTV mean dose and 6.7% increase in rectum mean
dose. The difference in DVH is illustrated in Figure 3-13 (c). The second type of error was the same as
the first one but the shift in the MLC leaf bank position was only 1 mm. This type of error should not
theoretically be detectable with 3%/3 mm criteria according to [113] and even though some change
can be seen in the resulting DVH (Figure 3-13 (b)), it is not clinically so important. The increase in PTV
maximum dose was only 0.8%, in PTV mean dose 0.7% and in rectum mean dose 1.5%. (Note: In TPS
Eclipse, the MLC shift is not associated with an MU change, unlike in XiO. Moreover, the same errors
in VMAT plans are less pronounced than in IMRT plans [114-116]. The third type of error was an MU
change of 3% in each arc. The total number of MUs in each arc was manually decreased by 3% and
the dose was recalculated. The DVH was affected and approximately 3% systematic drop in dose
(resulting in e.g. 3% lower PTV mean dose and PTV maximum dose, as well as 3% lower rectum mean
dose) was seen due to this error, so it was considered clinically relevant. Figure 3-13 shows the
difference in DVH for each of the modelled errors. The type and magnitude of introduced errors were
chosen based on previous published studies (113, 117, 118). A gantry angle error could also be
modelled for a VMAT plan but it turned out, according to Mijnheer et al. [117], that even a gantry
angle error of 5° does not have a clinical impact. Moreover, it was not detectable by their verification
technique (EPID 3D transit dosimetry).
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Figure 3-13: Dose-volume histograms for error-induced VMAT plans for Patient no. 9 compared to the original clinical VMAT
plan (a) for the 3% MU error in each arc, (b) for the 1 mm leaf bank sift in one arc, (c) for the 3 mm leaf bank shift in one arc.
(d) The legend shows the considered organs at risk and tumor volumes. Squares indicate the original VMAT plan and
triangles indicate the error-induced plan.
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Yet another type of error could be a change in the collimator angle. According to Mijnheer et al.
[117], only a relatively large collimator error was detectable with their EPID 3D transit dosimetry
technique (they introduced a change in the collimator angle from 340° to 20°). These types of errors
were therefore not considered in this study. Table 3-12Table 3-12 summarizes the introduced errors
for the VMAT plan.

Table 3-12: Error-induced VMAT plan

MU error MLC leaf position error

Patient no. 9

3% decrease in both arcs

1 mm X1 leaf bank shift
(all leaves)
In each control point

3 mm X1 leaf bank shift
(all leaves)
In each control point

In1arc In1arc

Segments wider Segments wider

63



4 Results and discussion

4.1 Benchmarking film dosimetry against current practice
The following results 4.1.1, 4.1.2 and 4.1.3 refer to Part C of Table 3-1. The purpose of this part of
the study is to compare film dosimetry and clinically used alternative for field-by-field and pseudo-3D
IMRT and VMAT verification.

4.1.1 Clinical plans

4.1.1.1  Field-by-field method
Table 4-1 shows gamma scores obtained for the tested detectors and phantoms. It only shows results
for the combination of EBT3 film and OmniPro I'mRT software because this would probably be
the clinically used option. Gamma scores for EBT3 film calculated in MATLAB were very similar.
Differences between our MATLAB 2D code and OmniPro I’'mRT were quantified and discussed in
chapter 3.3.3 (because there were most data available for evaluation).

Table 4-1: 2D field-by-field gamma score values (comparison to TPS) for EBT3 film and PTW Seven29 array obtained in
OmniPro I’'mRT and VeriSoft v. 3.1 for Patient no. 5.

Gamma score [%]
(OmniPro ’'mRT - EBT3 film; VeriSoft v. 3.1 — PTW Seven29)

Detector and Depth in Field no.
phantom phantom 1 2 3 4 5 6 7 8 9
7 cm 99.3 93.5 99.4 99.3 99.1 100.0 | 99.6 100.0 | 99.8
. 8cm 98.8 96.7 98.0 93.6 98.6 99.9 98.5 99.0 99.7
EBT3 film in -
isocentre 99.7 96.0 94.8 97.4 96.3 96.0 95.7 99.7 97.7
RW3 slabs
12cm 99.3 99.4 92.7 100.0 | 95.0 96.4 91.7 89.5 99.3
13 cm 97.8 92.3 99.6 97.2 97.4 96.9 93.4 99.7 98.2
7 cm 94.5 96.6 96.6 97.4 - - - - -
8cm 95.3 96.4 96.7 96.7 - - - - -
PTW seven 29 —
. isocentre 92.2 91.7 95.2 92.3 92.3 91.6 92.7 95.7 93.0
in RW3 slabs
12cm 95.7 95.1 97.4 95.5 - - - - -
13 cm 92.4 92.3 95.8 94.5 - - - - -

The subsequent figures show the OmniPro I’'mRT values.Figure 4-1 shows gamma pass rates for EBT3
film (in combination with OmniPro I’'mRT) and PTW Seven29 array (with VeriSoft v. 3.1) for all 9 fields
of the IMRT plan of Patient no. 5 measured at isocentre. EBT3 film seems to give higher gamma
scores (the highest percentage of points with y < 1), even though this is not so evident for some
fields. The dependence of gamma score values on the method with which they were obtained can be
tested with the statistical chi square test of independence that is suitable for this type of data (two
categorical variables) and was already used and explained in chapter 3.1.14. We will only consider
those fields and depths where data are available for both methods (EBT3 film and PTW Seven29
array and corresponding software). The first categorical variable will be the method used (EBT3 film
or PTW Seven29 array). The second categorical variable will be gamma score bins. We will consider
the following categories, in order to have at least 5 expected values in each category, as required by
the test: Gamma score < 93%, gamma score between 93% and 95%, gamma score between 95% and
97% and gamma score > 97%. The contingency table is displayed in Table 4-2. Our null hypothesis is
that gamma scores and the method with which they were obtained are independent at a 5%
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significance level. With the data in Table 4-2, the p-value is 0.0031 and we reject the null
hypothesis. Therefore, we might think that the EBT3 method gives higher gamma scores than the
PTW Seven29 array method.

100
98

9

9
9
d RN RR
88
+r 2 3 4 5 6 7 8 9

Field no.

Gamma score [%]
N H [e)]

o

mEBT3 film ™ PTW Seven29

Figure 4-1: Gamma scores for EBT3 film and PTW Seven29 shown for 9 individual fields of the IMRT plan measured in an
RWS3 slab phantom at isocentre.

For comparison with literature, there is a paper by Amin et al. [116], who used a combination of the
PTW Seven29 array and the OCTAVIUS 4D phantom for verification of IMRT and VMAT cases planned
in the Eclipse TPS for the Unique accelerator. They report 3D global gamma scores for various
treatment sites with 3%/3 mm criteria and 10% threshold calculated in VeriSoft. Their passing rates
are roughly similar to ours. Even though their values represent 3D gamma scores and in Table 4.1 we
show field-by-field values, we give the information here only to indicate that the lower gamma score
values might be attributed to the characteristics of the PTW Seven29 array itself. When the PTW
Seven29 array was replaced with the PTW OCTAVIUS 1500 detector (better spatial resolution) at the
Thomayer Hospital, it turned out during commissioning that gamma scores rised approximately 3%
for the very same measured patient cases. Looking at Figure 4.1, if values were increased this way,
they would be closer to the EBT3 film resluts for most of the fields. This could not be experimentally
proven for our data because shortly after the new PTW array was purchased, the Siemens Artiste
linear accelerator was decommissioned.

Table 4-2: Contingency table with frequencies for the chi square test of independence comparing the EBT3 field-by-field
method and the PTW Seven29 field-by-field method.

Gamma score category EBT3 method PTW Seven29 Row totals
(GS)
GS<93% 4 9 13
93% <GS < 95% 4 9 13
95% < GS < 97% 7 7 14
GS >97% 10 0 10
Column totals 25 25 Grand total: 50

65



Furthermore, Table 4.1 shows the range of gamma scores for each type of detector obtained for
different depths. The PTW Seven29 detector was placed to 5 different depths in the RW3 slab
phantom (7, 8, 10, 12 and 13 cm) in 4 fields and only to the isocentre (10 cm depth) for the other 5
fields. EBT3 film was placed to 5 different depths for all 9 fields. The minimal gamma score for EBT3
film is lower than for the PTW Seven29 in the RW3 slab phantom, even though EBT3 film generally
seems to give higher passing rates. It seems that the PTW Seven29 array gives more consistent values
at different depths than film. Figure 4.2 shows an example of gamma scores obtained at different
depths for one of the fields where the behaviour was the most pronounced. The question arises
which of the methods is closer to reality and whether the EBT3 method is trustworthy.

100 99,59

- 98 97 4
X
® 96
o
o
/2]
o 94
£
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o 92

90

7 cm 12 cm 13 cm isocenter
depth of measurement
m EBTS3 film PTW seven29 in RW3 slabs

Figure 4-2: Example of measurements at different depths — field no. 3. Gamma scores at different depths for field no.
3 measured with EBT3 film and the PTW Seven29 detector placed in the RW3 phantom.

Regarding reproducibility of the PTW detector measurement in clinical conditions, the same IMRT
step-and-shoot field measured several times in sequence with the PTW Seven29 detector can lead to
variable gamma scores, the variability being as high as 2% in gamma score. Here, the variability
among different depths is larger, the maximum difference being 5.1% in gamma score for Field no. 4.
(This was calculated as the maximum minus minimum gamma score for Field no. 4 and all depths.)
Therefore, variability in different depths is most likely caused by other reasons than reproducibility of
measurement or linac delivery (the PTW detector was placed at one depth at a time while with film
dosimetry all depths could be measured at once).

The maximum difference in gamma scores for the EBT3 film method is 10.5% for Field no. 8.
However, there is no data for the PTW array for this field. In Field no. 1 to Field no. 4, where data are
available for both methods in different depths, the largest difference in gamma scores for the EBT3
method is 7.1% for Field no. 2. For most fields, the maximum difference in gamma scores at different
depths is larger for film than for the PTW array. One of the reasons for larger differences for film
might be the fact that film is supposed to be more sensitive to leaf positioning errors than the PTW
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array. The manufacturer of Siemens Artiste guarantees 1 mm reproducibility for each leaf (and
during periodic QA checks this limit was always met). Nevertheless, this means a possible error of up
to 2 mm in the position of each two opposing leafs in the step-and-shoot plan. The film dosimetry
method is supposed to be more sensitive to this type of error thanks to its good spatial resolution.
The 1 cm spacing between chambers of the PTW detector and their square shape is less sensitive to
these fluctuations in leaf positions for highly modulated fields. The film data for all depths were
acquired in one single irradiation, however, the magnitude of leaf positioning error can still
propagate differently to gamma scores computed at different depths. In chapter 3.1.15 it was shown
that a difference of up to 4.5% in gamma score is caused by the uncertainty of measurement with
film. For the PTW array, this is around 2% (based on repeated measurements and gamma calculation
— however, this comprises the uncertainty of the linac delivery, which is actually being checked with
the PTW array). In the view of these numbers, larger differences in gamma scores at different depths
for film are expected.

It must be pointed out that the softwares used for gamma analysis are not directly comparable,
which might be another reason for the different numbers. Higher threshold than 5% of maximum
dose is not possible for gamma analysis in the VeriSoft version used. But lower threshold than 10%
for films would not be practical due to poor film performance for low doses. Also, the
implementation of algorithms in both softwares might play a role. For example, the search distance is
not adjustable in VeriSoft v. 3.1 and is not known to the user. Also, interpolation between
measurement and prediction dose points is a part of the algorithm and cannot be influenced by the
user. Different normalization of the matrices was applied in OmniPro I’'mRT and VeriSoft v. 3.1. Point
dose normalization in film dosimetry is very sensitive to the point selection due to film noise (even
though the evaluated matrices were smoothed prior to evaluation). Also the evaluated regions of
interest differed. The aim of the study was to compare the different verification methods as a whole,
because it would not be practical to perform gamma analysis for film and ion chamber matrix data in
exactly the same way. The goal of this part of the study (benchmarking) was to show if film dosimetry
can perform equally well or even better than electronic devices for IMRT field-by-field verification
and if it can be used for our further experiments. A different type of study would have to be carried
out to quantitatively evaluate particular differences among the detectors or softwares, similar to
those published in [105-108, 119].

Based on the results of the chi-square test of independence we assume that the film method can be
used for field-by-field experiments further in our study but it must be kept in mind that there is
larger variability in gamma scores due to uncertainties in film dosimetry than for the electronic
devices.

4.1.1.2 Pseudo-3D method
Results from the OCTAVIUS 4D measurements (with OCTAVIUS 1500 detector) of the VMAT plan and
3D gamma calculation in VeriSoft v. 8.0 are shown in Table 4-3. The overall 3D gamma score
calculated by VeriSoft v. 8.0 is shown as well as 3D gamma scores for various dose levels available in
the software. Results of our pseudo-3D film dosimetry method (evaluated with our 2D and 3D
MATLAB codes) are shown in Table 4-4. 2D plane-by-plane gama scores calculated either with our 2D
MATLAB code or with our 3D MATLAB code are given. 2D plane-by-plane gamma scores in the same
transverse, sagittal and coronal planes calculated with VeriSoft v. 8.0 and based on the OCTAVIUS 4D
measurements are shown for comparison. The overall 3D gamma score calculated with our 3D
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MATLAB code is also given in Table 4-4, for global as well as local normalization. Global normalization
means that all dose points in the 3D space are normalized to the 75" percentile of the whole 3D
matrix. Local normalization in this study means that each dose plane is normalized to its 75%
percentile.

Table 4-3: Results from the OCTAVIUS pseudo-3D method for a clinical VMAT plan (Patient no. 9). The overall 3D gamma
score is shown as well as gamma scores at various isodose levels available in VeriSoft v. 8.0 (comparison to TPS).

VeriSoft v. 8.0 (OCTAVIUS 4D)
3D gamma score [%] 99.5
Dose level [% of normalization value] 10 30 50 70 80 85 90 95 100
Gamma score [%] 99.4 | 99.5 | 99.8 | 99.6 | 99.5 | 99.4 | 99.3 | 99.1 | 100.0

Table 4-4: 2D plane-by-plane gamma scores from the pseudo-3D film method calculated with our 2D MATLAB code and 3D
MATLAB code and the overall pseudo-3D gamma score obtained from MATLAB with local and global normalization. 2D
plane-by-plane gamma scores calculated in VeriSoft v. 8.0 from the OCTAVIUS 4D measurements are shown in the same
planes for comparison. All comparisons are done against TPS.

2D MATLAB 2D code MATLAB 3D code, local normalization
gamma Gamma score [%] Gamma score [%]
score
Planes: -4 cm -2cm iso +2cm +4cm -4cm | -2cm iso +2cm | +4cm
transverse 99.0 99.4 98.0 99.2 27.8 - 99.4 99.2 99.7 -
sagittal 99.2 99.4 96.7 99.0 95.7 - 99.5 98.2 99.1 -
coronal 98.4 100.0 98.5 98.0 94.7 - 100.0 | 98.8 98.0 -
VeriSoft v. 8.0 (from OCTAVIUS 4D) Pseudo-3D gamma score (MATLAB 3D
Gamma score [%] code) [%]
Planes: -4 cm -2cm iso +2cm +4.cm Local normalization:
transverse | 100.0 100.0 99.0 100.0 100.0 99.1
sagittal 99.9 99.9 99.9 99.9 100.0 Global normalization:
coronal 100.0 100.0 99.8 100.0 100.0 99.1

In case of this VMAT prostate plan, all gamma scores (2D and pseudo-3D) are close to 100% for both
investigated methods. The only exception is the transverse plane 4 cm away from the isocentre
towards the patient’s head where an extremely low number is encountered with the film method.
This is because this plane lied in a very low dose region outside the PTV where the dose was below
20% of the prescribed dose, i.e. below 0.5 Gy. While the ionization chamber array method gives a
100% agreement for this plane, the film method is not suitable for such low doses, as already
discussed e.g. in chapter 3.1.15. Also in the sagittal and coronal planes +4 cm away from the
isocentre (beyond the edge of the PTV) somewhat lower gamma scores were obtained with the film
method. Low dose regions might thus be considered a limitation of the film method. Even though
there is not enough data and therefore we cannot decide based on a statistical test the agreement of
the two methods for a simple small prostate VMAT plan seems very good, given the uncertainties of
the methods. (Uncertainties of the film method were discussed in chapter 3.1.15. For the OCTAVIUS
4D measurement and reconstruction of 3D dose inside the phantom and calculation of 3D gamma
analysis, the uncertainty is not known. However, it is certainly larger than 2%).

68



4.1.2 Error-induced plan

EBT3 film dosimetry (field-by-field verification in an RW3 slab phantom) was compared to the clinical
verification method (field-by-field verification with PTW array Seven29 in an RW3 slab phantom) for
a clinical plan of Patient no. 4 where MLC positioning errors and dose errors were introduced as
described in chapter 3.2.1.2. The compared measurement setups were described in chapter 3.2. The
goal of this part of the study was to tell whether our film dosimetry method would reveal the
introduced errors similarly to the clinically used method.

Table 4-5: Gamma scores obtained with EBT3 film and OmniPro I'mRT. Difference is calculated as gamma score from
original TPS x detector measured dose comparison minus gamma score from original TPS x modified TPS dose comparison.

Gamma score [%]
Original .
. 1% MU change MLC position change
clinical plan
. . Original . Original TPS
. Original TPS Original Original TPS
o . TPS dose x . . dose x .
S dose x Film || TPS dose x . Difference dose x Film . Difference
3 . Modified Modified
.2 dose Film dose dose
L TPS dose TPS dose
73.2
1 99.7 82.8 100.0 -17.2 81.8 -8.5
(1 mm error)
49.9
2 98.0 60.1 56.4 3.7 51.7 -1.8
(2 mm error)
79.4
4 98.7 81.3 94.9 -13.6 73.3 6.1
(3 mm error)

Measured dose distributions for 3 error-induced fields were compared to original (error-free) TPS
dose distributions. Gamma scores for the two methods are given in Table 4-5 and Table 4-6. Gamma
scores for each field are also given for original TPS dose distribution compared to modified TPS dose
distribution because these gamma scores might be expected with an ideal delivery of the error-
induced dose distribution (if no linac or measurement discrepancies were present). Moreover, each
detector was evaluated in its corresponding software, i.e. OmniPro I'mRT for films and VeriSoft v. 3.1
for the PTW array, and the evaluated ROIs differed for film and PTW array. The aim of this study was
to compare the verification methods as a whole in the way they would be used clinically and to point
out what the gamma score values, widely used as the decision pass/fail criterion, tells the user.
The aim was not to evaluate the detector and software performance separately. For the same
reason, results obtained with our 2D MATLAB code are not shown (they are similar to OmniPro I’'mRT
gamma scores and OmniPro I’'mRT is more likely to be used clinically with film). Thus, gamma scores
in Table 4-5 and Table 4-6 are not directly comparable. Besides the differences between the two
softwares and ROIs that were already discussed, it needs to be pointed out that VeriSoft v. 3.1 gives
gamma index values in chamber positions only (and the resolution is thus very poor compared to
film).

The values that could be directly compared for the different detectors and softwares were gamma
score differences between 1) TPS dose distribution comparison (original TPS dose x modified TPS
dose) and 2) measured dose distribution comparison (original TPS dose x detector dose), calculated
as 2) minus 1). These differences are shown in Figure 4-3 (MU change) and Figure 4-4 (MLC position
change) as well as in Table 4-5 and Table 4-6.
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From Table 4-5 and Table 4-6 and Figure 4-3 and Figure 4-4 it is evident that for 1% MU change,
the radiochromic film method (including OmniPro I’'mRT software) shows relatively large differences
in gamma scores between original TPS x modified TPS dose and original TPS x film dose, while
the PTW array method (with VeriSoft v. 3.1) gives smaller differences for all fields. For MLC position
change, film and PTW array method give similar results in terms of gamma score differences (last
column in Table 4-5 and Table 4-6) for fields no. 1 and 2. However, for field no. 4 results are very
different. The film method even gives a positive difference, meaning that gamma score from original
TPS dose x modified TPS dose comparison was lower than from original TPS dose x measured dose
comparison. In other words, it appears that certain errors visible in TPS error-induced dose
distribution were not revealed by measurement. This is because for OmniPro, the combination of DD
(dose difference) and DTA might be different (and therefore the minimum gamma index lower for
TPS x measured dose comparison), because for TPS x TPS dose comparison, matrices of 1 mm
resolution were compared while for TPS x measured dose comparison, matrices of 0.35 mm were
compared and more dose points were available for the search algorithm. Gamma score, being
a percentage of points with gamma index lower than 1, could also be different depending on
the number of passing points relative to the total number of points, which was different in each case.

Table 4-6: Gamma scores obtained with PTW Seven29 and VeriSoft v. 3.1. Difference is calculated as gamma score from
original TPS x detector measured dose comparison minus gamma score from original TPS x modified TPS dose comparison.

Gamma score [%]
Original .
. 1% MU change MLC position change
clinical plan
Original TPS Original Original . Original TPS
. Original TPS
] dose x TPS dose x | TPS dose x . dose x .
S . Difference dose x . Difference
e} Seven29 Seven29 Modified Modified
2 Seven29 dose
L dose dose TPS dose TPS dose
44.2
1 93.5 87.4 92.6 -5.2 49.5 -5.3
(1 mm error)
55.2
2 94.6 82.4 81.0 1.3 56.4 -1.2
(2 mm error)
34.2
4 96.7 88.4 92.8 -4.4 46.4 -12.2
(3 mm error)

In VeriSoft v. 3.1, both comparisons (TPS x TPS dose and TPS x measured dose) use the same number
of points because the software first recalculates dose into the PTW array chamber positions only
(thus always using 729 points). Even here, for 1% MU change and field no. 2, the gamma score
difference in Table 4-6 is a positive value. This is a feature of gamma analysis, the combination of DD
and DTA might be different and therefore the minimum gamma index for a given point lower/higher
when slightly different dose distributions (in this case TPS error-induced dose and measured error-
induced dose) are compared. This is valid for both softwares, of course.

The PTW array method gave remarkably lower gamma scores for MLC leaf position change for fields
no. 1 and 4 than the film method (both TPS x TPS dose comparison and TPS x measured dose
comparison) indicating that the detector array resolution of 1 cm (with 0.5 cm interpolation) is less
suitable for detecting this type of error.
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Figure 4-3: Gamma score differences for 1% MU change in 3 error-induced fields calculated as ggmma score from original
TPS x detector measured dose comparison minus gamma score from original TPS x modified TPS dose comparison.

It needs to be pointed out again that both the 1% MU change in some of the field segments and
the MLC leaf position change in some or all of the field segments result in dose distribution
recalculation in Xio. The MUs per segment change for all segments as well as the total field MUs,
even when nothing but a leaf position is changed manually. The value that remains constant is
the total field weight in Gy in an arbitrary point chosen by the optimization algorithm in XiO.
Therefore, MLC leaf position change results also in a dose change in the TPS dose distribution,
affecting all segments in the field, not only the modified ones.

Both methods would probably reveal all types of introduced errors because for all 3 fields they
showed lower gamma scores than for the original plan verification. However, for Field no. 2 the drop
in gamma scores due to the introduced erros was not above the uncertainty level for any of the
methods. Both methods behave differently for the above mentioned reasons. There is not enough
data in this part of the study (i.e. comparison of two methods for field-by-field verification for the
error-induced plan) to perform statistical tests.
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Figure 4-4: Gamma score differences for MLC positioning errors in 3 error-induced fields calculated as gamma score from
original TPS x detector measured dose comparison minus gamma score from original TPS x modified TPS dose comparison.

4.1.3 Summary

For the clinical IMRT plan and field-by-field verification, higher gamma scores were obtained with
EBT3 film than with the PTW Seven29 placed into an RW3 slab phantom. For the VMAT clinical plan
and pseudo-3D verification, the pseudo-3D film method and the OCTAVIUS 4D method gave very
similar results. For the error-induced plan, both the EBT3 film method and the clinically used method
(PTW Seven29 placed into an RW3 slab phantom) revealed the introduced errors for field-by-field
verification. However, for one of the fields and both methods, the drop in gamma score value was
not above the uncertainty level. But this behaviour was the same for both methods. Results could be
influenced by the use of different software and approaches to gamma analysis. Our results indicate
that EBT3 film can be an excellent tool when proper film handling and an adequate methodology are
applied. This finding is contrary to some previous studies [106, 108]. Film and portal dosimetry is
recommended by [121, 122] for commissioning of new techniques thanks to their better spatial
resolution. Only a few studies can actually be found testing the PTW Seven29 detector against EBT3
film. More works focus on the PTW Seven29 detector comparison with older types of radiographic
and radiochromic film (EBT, EBT2, EDR2) [119, 123-127]. The reason might be that EBT3 film was
commercially released later than the PTW Seven29 detector but the PTW Seven29 detector is still
commercially available (now under the name OCTAVIUS Detector 729) and widely used. Therefore,
the contribution of this work might be significant in the field. Because results of clinical plan
verification depend on the type of detection system used, good understading of the detector’s and
software’s performance is needed to safely and reliably check individual clinical plans.

4.2 Pseudo-3D verification with film
The results in the following chapters refer to parts D, E, F and G of Table 3-1. Various comparisons of
pseudo-3D and field-by-field verification are done. If not specified otherwise, the 3%/3 mm criteria
for gamma analysis are reported and other parameters of gamma analysis are according to chapters
3.2.6, 3.2.7, 3.3.3 and 3.3.4. The question is whether the pseudo-3D method can give the user more
information (or more relevant information) than the 2D method. It is obvious that with the pseudo-
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3D method, more data points (more measured dose points and more gamma indices) are available.
However, in clinical practice, a simple criterion is needed that would tell the user (very often not a
medical physicist who performs the verification) whether the IMRT plan passes or not. In the case of
patient-specific plan verification, it is important to detect relevant errors for every single plan and at
the same time have as little false positive results (= plan failing tolerance even though delivered dose
distribution in patient is acceptable) as possible.

The answer to this question is sought with the following results. Specifically, the following questions
will be addressed:

1) Is it enough to measure dose distribution in one plane in a field-by-field manner?

- This is current practice in many clinical centres.

2) Is it enough to measure dose distribution in one plane when a whole treatment plan is
delivered?

- If so, this would save time and material (in case of film dosimetry).

- The assumption could be that errors coming from slightly different leaf positions, gantry sag
or dose error specific for step-and-shoot techniques (beam switching on and off after a small
number of monitor units) might already be revealed in a single dose plane.

3) Oris it more appropriate to check several planes in a 3D space with 2D gamma analysis?

4) Or is it more appropriate to calculate a pseudo-3D map of gamma indices and a pseudo-3D
gamma score?

4.2.1 Pseudo-3D verification results

This part refers to Part D of Table 3-1. The purpose here is to compare 2D and pseudo-3D evaluation
of the same measured data set (EBT3 film measurements in the I'mRT Phantom and MATLAB
evaluation). The MATLAB computed gamma scores are given in Table 4-7. It must be pointed out that
the 2D gamma scores in Table 4-7 computed with the 2D MATLAB code were obtained with the same
size of matrices as in the case of the MATLAB 3D code. These were square matrices to form
a 3D cube. Otherwise, the numbers would be affected by the shape and size of the matrices as well
as the choice of ROl and normalization, so they would not be directly comparable. The numbers are
therefore different from Table 3-8 in chapter 3.3.3 for MATLAB.

One of the sagittal planes for Patient no. 3 and 3D code and one of the sagittal planes for Patient no.
4 and 2D code in Table 4-7 have extremely low gamma scores. This is due to normalization for
gamma analysis. If a different normalization was applied, the gamma score could rise close to 90%.
But the same normalization was kept for the same data throughout the study for comparison
purposes. In most cases, however, unexpectedly low gamma scores are encountered in planes that
are 4 cm distant from the isocentre (e.g. transverse planes of Patient no. 7 and Patient no. 9). This is
because these planes in the 3D space lay beyond the edge of the PTV in a region of very low doses
(the mean dose being below 0.5 Gy). It has been shown in this work that measuring such low doses
can be problematic with film dosimetry and in chapter 4.1 it has been shown that it is a drawback of
the film dosimetry method compared to other pseudo-3D methods that are based on ionization
chamber arrays.

The subsequent figures illustrate the conclusions drawn from this part of the study.
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The overall pseudo-3D gamma score for the 9 investigated patients, computed as the percentage of
points with gamma index lower than 1 in the whole 3D space (including only points where data were
measured for the percentage calculation), is given in Table 4-8 and Table 4-9. Global normalization
does not seem like the method of choice with pseudo-3D film dosimetry proposed in our work. This
is mainly due to uncertainties associated with 3 separate irradiations of film sheets in the I'mRT
Phantom to cover the whole 3D space. Local normalization in this study means that each dose plane
is normalized to its 75" percentile. Global normalization means that all dose points in the 3D space
are normalized to the 75" percentile of the whole 3D matrix.

Figure 4-5 shows a gamma map image of one plane generated with the 3D code, global normalization
compared to 3D code, local normalization for a patient measured in one session and for a patient
measured in several sessions. Also, local and global normalization gives the user different
information. Using global normalization, the user can see areas of agreement and failure in
the whole 3D space and compare different parts of the 3D space. Using local normalization, different
results might be obtained in high dose and low dose regions (in planning target volume — PTV and
organs at risk — OAR) because the dose difference criterion in absolute values becomes different.

The resolution chosen for film scanning in our work was 0.35 mm which is far better than
the resolution of electronic detectors. However, this choice brought along several drawbacks. First of
all, the gamma analysis computation time increases with increasing number of points in the matrix.
Our 3D code ran on a computer with only a dual-core Intel® Core™ i3-3120M processor, 2.50 GHz
and 4 GB RAM and the calculation took several hours without parallelization (which would not
increase the speed in this case, quite the contrary, as there was a big parallel overhead using only
two workers). Making profit of the MATLAB Parallel Computing Toolbox and using a multi-core
processor or a GPU would increase the speed so that results would be available in acceptable time.
However, if the resolution of the matrices was coarser, it would increase the speed dramatically.
Secondly, with such a high resolution, the maximum variable size allowed in MATLAB 2017a was
reached on our system.

Table 4-7: 2D gamma scores computed for all planes in the 3D space for all 9 investigated patients (clinical plans). The left
part of the table is computed with our 2D MATLAB code, the right part is computed with our 3D MATLAB code. Data for
some planes are not available on the right because they fall (spatially) outside the 3D cube.

2D
gamma MATLAB 2D code MATLAB 3D code, local normalization
score
Patient no. 1
Planes: -4 cm -2cm iso +2cm | +4cm -4 cm -2cm iso +2cm | +4cm
transverse | 100.0 94.2 89.7 97.2 99.8 - 96.6 93.8 97.7 -
sagittal 99.8 99.3 92.8 97.0 100.0 - 99.3 96.4 98.0 -
coronal 91.7 99.3 98.3 99.9 97.6 - 99.6 99.2 99.9 -
Patient no. 2
Planes: -4 cm -2cm iso +2cm | +4cm -4 cm -2cm iso +2cm | +4cm
transverse 97.9 90.0 89.9 84.7 87.2 - 90.9 90.4 86.5 -
sagittal 95.8 95.5 64.7 99.6 92.6 - 95.9 67.1 99.5 -
coronal 64.7 93.8 82.9 92.6 74.7 - 93.4 83.4 93.4 -
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Table 4-7: 2D gamma scores computed for all planes in the 3D space for all 9 investigated patients (clinical plans). The left
part of the table is computed with our 2D MATLAB code, the right part is computed with our 3D MATLAB code. Data for
some planes are not available on the right because they fall (spatially) outside the 3D cube - continued.

2D
gamma MATLAB 2D code MATLAB 3D code, local normalization
score
Patient no. 3
Planes: -4 cm -2cm iso +2cm | +4cm -4 cm -2cm iso +2cm | +4cm
transverse 96.8 96.6 97.1 96.3 96.7 - 96.1 97.1 96.2 -
sagittal 92.5 81.6 94.9 88.0 98.3 - 28.6 95.9 90.4 -
coronal 98.1 100.0 90.4 97.6 84.5 - 100 91.8 97.9 -
Patient no. 4
Planes: -4 cm -2cm iso +2cm | +4cm -4 cm -2cm iso +2cm | +4cm
transverse 95.5 100.0 89.9 78.5 85.6 - 99.9 90.4 79.2 -
sagittal 17.8 97.1 94.0 97.3 93.2 - 97.0 94.4 97.4 -
coronal 92.9 94.3 97.7 98.4 83.3 - 95.2 97.6 98.4 -
Patient no. 5
Planes: -4 cm -2cm iso +2cm | +4cm -4 cm -2cm iso +2cm | +4cm
transverse 99.3 100.0 99.8 99.0 97.5 - 99.7 99.8 98.8 -
sagittal 78.2 88.4 100.0 89.3 65.2 - 88.6 100.0 90.3 -
coronal 98.5 71.7 99.9 98.3 98.8 - 72.3 99.9 98.3 -
Patient no. 6
Planes: -4 cm -2cm iso +2cm | +4cm -4 cm -2cm iso +2cm | +4cm
transverse 99.9 99.8 83.1 100.0 84.6 - 100.0 83.5 100.0 -
sagittal 92.1 99.1 97.9 94.4 98.7 - 99.2 98.0 94.8 -
coronal 95.5 99.4 99.7 100.0 99.9 - 99.4 99.7 100.0 -
Patient no. 7
Planes: -4 cm -2cm iso +2cm | +4cm -4 cm -2cm iso +2cm | +4cm
transverse 51.6 93.7 99.9 96.1 28.4 - 94.6 99.9 96.5 -
sagittal 89.7 98.6 97.2 78.4 83.0 - 98.6 98.1 83.0 -
coronal 85.6 76.0 97.5 89.5 47.5 - 82.0 98.3 90.5 -
Patient no. 8
Planes: -4 cm -2cm iso +2cm | +4cm -4 cm -2cm iso +2cm | +4cm
transverse 85.0 98.9 85.9 98.9 88.0 - 99.3 90.5 98.9 -
sagittal 84.4 98.8 98.8 96.8 96.4 - 99.1 98.9 97.5 -
coronal 93.3 99.9 99.6 96.2 99.3 - 99.9 99.6 97.6 -
Patient no. 9
Planes: -4 cm -2cm iso +2cm | +4cm -4 cm -2cm iso +2cm | +4cm
transverse 99.0 99.4 98.0 99.2 27.8 - 99.4 99.2 99.7 -
sagittal 99.2 99.4 96.7 99.0 95.7 - 99.5 98.2 99.1 -
coronal 98.4 100.0 98.5 98.0 94.7 - 100.0 98.8 98.0 -
Table 4-8: The overall pseudo-3D gamma score for 9 patients with local normalization as defined in this study.
Patient no. 1 2 3 4 5 6 7 8 9
pseudo-3D gamma score (local 97.8 | 83.8 | 77.6 | 94.4 | 94.2 | 97.1 | 93.5 | 97.9 | 99.1

normalization) [%]
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Table 4-9: The overall pseudo-3D gamma score for 9 patients with global normalization as defined in this study.

Patient no. 1 2 3 4 5 6 7 8 9

pseudo-3D gamma score (global | 66.3 | 72.8 | 42.2 | 92.1 | 65.0 | 86.1 | 93.5 | 98.1 | 99.1
normalization) [%]

(c) (d) legend

Figure 4-5: Map of gamma indices calculated with our 3D code for (a) isocentric sagittal plane for Patient no. 1 — measured
in two sessions with different film batch, global normalization (b) the same plane using local normalization; and
(c) a sagittal plane 2 cm from the isocentre for Patient no. 4 — measured in one session with the same film batch, global
normalization (d) the same plane using local normalization.

Figure 4-6 shows examples of gamma index maps in individual planes as calculated by our 2D gamma
code, 3D gamma code with local normalization and 3D gamma code with global normalization. Note
that the planes correspond to sagittal and transverse planes actually measured with film, no
interpolation was performed, so where measured data were missing in the 3D matrix, the gamma
index was equal to zero. The difference between 2D gamma and 3D gamma with local normalization
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can only be seen in areas of cross section with another plane and within the defined search distance
(4.5 mm) around them. Gamma index in these areas should normally always be lower in the 3D
approach than in the 2D approach because there are more available dose points likely to produce
a lower gamma index than the existing values within the 2D plane. However, in some cases
the gamma index was lower in the 2D approach. This is because of using average doses at the cross
sections in the 3D approach, averaging the transverse, sagittal and coronal planes, both in
the measured and TPS exported reference dose planes (where differences could be seen as well).
Thus, for a given dose point, the algorithm in 3D may compute different dose difference values and
thus also the combination of dose difference and DTA (the minimal value) may become higher than
in the 2D case. It should be noted that this could also affect the dose points outside the intersecting
columns or rows but where the intersection lay within the search distance and the ideal
corresponding dose point was found at the intersection. The 3D gamma calculation with global
normalization can produce a similar or a quite different gamma map than with local normalization, as
shown in Figure 4-6. This is due to the chosen dose difference limit (in our case 3%) which normalizes
the dose difference values in equation 3.5 and depends on normalization of the matrices. Therefore,
further comparisons between 2D and pseudo-3D results in this text are performed with 3D, local
normalization only, if not specified otherwise.

legend

(a) (b) (c)

Figure 4-6: Example of gamma distributions for (1) Patient no. 5 and a sagittal plane 2 cm from isocentre (a) as calculated
by our 2D gamma code, (b) as calculated by our 3D gamma code with local normalization, (c) as calculated by our 3D
gamma code with global normalization; (2) Patient no. 6 and a transverse plane 2 cm from isocentre (a) as calculated by our
2D gamma code, (b) as calculated by our 3D gamma code with local normalization, (c) as calculated by our 3D gamma code
with global normalization. Stripes clearly visible in b) and c) are located at places of cross section with another plane.
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(b)

(c) (d) legend

Figure 4-7: Maps of gamma index differences between the 3D and 2D gamma code applied to the same data. (a) Patient no.
4, coronal plane 2 cm from isocentre, 3D-2D gamma score difference 0.9%, (b) Patient no. 4, coronal plane at isocentre, 3D-
2D gamma score difference 0.1%, (c) Patient no. 1, sagittal plane at isocentre, 3D-2D gamma score difference 3.7%,
(d) Patient no. 4, coronal plane 2 cm from isocentre, 3D-2D gamma score difference 0%.

Figure 4-7 shows examples of differences in gamma index maps for selected planes computed for
the same data with the 3D code and with the 2D code. This figure illustrates that even if differences
in gamma index are relatively small, they can have a significant impact on the resulting gamma score
(percentage of points with gamma index lower than or equal to 1) or vice versa. In Figure 4-7 (b) and
Figure 4-7 (d) , there is only a very small area of gamma index differences and the difference in
gamma score is also small, almost equal to 0% in both cases. Figure 4-7 (a) illustrates the most typical
map of differences, where the difference in gamma score is close to 1% between the 3D and the 2D
code computed values. Figure 4-7 (c) shows a case with a large area of gamma index difference
between the 3D and the 2D code and the gamma score difference is 3.7%. One thing to note is that
in any of the cases, except for the 0% difference, gamma score could fall below the tolerance limit in
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the 2D approach, while in 3D it could pass these tolerance criteria, depending on the chosen value of
the tolerance limit. Another thing to note is that in Figure 4-7 (c), there are relatively big areas of
gamma index difference greater than 1 (while a gamma index of 1 is the threshold between pass and
fail for that point). Still, the overall difference in gamma score is only 3.7%. It should be understood
that despite of the magnitude of gamma index differences between the pseudo-3D and 2D approach,
the values can still fall below 1 (or above 1) for both calculations and the gamma score can remain
unchanged. Or the other way round, even for very small differences between gamma indices in
corresponding points, the gamma scores can be different because the values exceed the value of 1 in
one of the cases. The gamma score only on the number of points that pass or fail, not on the
magnitude of differences.

Gamma score values tell the user what fraction of points in the dose distribution pass the gamma
test. They do not tell how much the failing points differ from expected values and whether the dose
in these points is higher or lower than expected. Therefore, other quantitative measures can be
helpful to evaluate when performing gamma analysis, such as gamma index statistics and gamma
histograms. These were also evaluated for all planes and all patients, both with the 2D gamma code
and with the 3D gamma code. Figure 4-8 shows the difference in gamma histograms between the 2D
code and the 3D code, as an example, for Patient no. 9 and isocentric transverse plane and Patient
no. 8 and isocentric coronal plane. Gamma histograms for all clinical plans looked similar, regardless
of the technique, linear accelerator or treatment site.
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Figure 4-8: Gamma histograms showing the difference between the 2D code-based and 3D code-based computation of
gamma indices. (a) Patient no. 9 and isocentric transverse plane, (b) Patient no. 8 and isocentric coronal plane, (c) Patient
no. 9 with introduced error — 3 mm leaf bank shift — and isocentric sagittal plane. Blue data represent 3D code-calculated
values and orange data represent 2D code-calculated values — to be continued on next page.
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Figure 4-8: Gamma histograms showing the difference between the 2D code-based and 3D code-based computation of
gamma indices. (a) Patient no. 9 and isocentric tranverse plane, (b) Patient no. 8 and isocentric coronal plane, (c) Patient no.
9 with introduced error — 3 mm leaf bank shift — and isocentric sagittal plane. Blue data represent 3D code-calculated values
and orange data represent 2D code-calculated values - continued.
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Patient no. 9 with introduced error (3 mm leaf bank shift in one arc of the VMAT plan) and sagittal
isocentric plane is also shown in Figure 4-8 to illustrate the different distribution of gamma indices
for an error induced plan (results for this error-induced VMAT plan are discussed further in chapter
4.2.4). Figure 4-9 shows the differences in gamma index maps calculated with the 3D and with the 2D
code (computed as 3D minus 2D) for one patient and 9 planes. It is only shown for one patient for
illustration but the behaviour was the same for all patients. Each point in the figure shows an average
difference of gamma indices in the given plane (no. 1-3 transverse planes, no. 4-6 sagittal planes and
no. 7-9 coronal planes around the isocentre). Maximum and minimum values in each plane are
indicated. However, most values are close to zero (the first and the third percentile is close to zero).
Again, some values could fall below zero, meaning that gamma index computed with the 2D code
was lower than with the 3D code, due to averaging of doses in intersecting columns or rows.

Patient no. 4
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Figure 4-9: Differences in gamma indices in 2D planes computed with the 3D and 2D code for Patient no. 4 (calculated as 3D-
based minus 2D-based map of gamma indices for each plane). Shown for 3 transverse (no. 1-3), 3 sagittal (no. 4-6) and
3 coronal (no. 7-9) planes around the isocentre. The figure shows average difference for each plane (close to zero) and
maximum and minimum values.

As already mentioned, in some cases, the 3D gamma code could produce higher values of gamma
indices than the 2D code due to averaging doses at cross sections in the 3D dose matrix. Therefore,
for a few cases the gamma score for a given plane as computed with the 2D code was slightly better
than the gamma score based on the 3D code, local normalization. However, generally, 3D gamma
analysis on the same data set should always give higher passing rates than 2D gamma analysis,
simply due to the fact that the algorithm has higher chance of finding a better combination of dose
difference and spatial distance in 3D. Even though our 3D matrix was rather sparse (adjacent planes
2 cm apart and search distance 4.5 mm) and only less than half of the reference points could search
their corresponding doses in adjacent planes, in some cases there was a relatively big difference
between 2D code-based and 3D code-based gamma scores, already. This would be even more
pronounced if a better 3D resolution was chosen, e.g. 1 cm between adjacent planes. Results of
gamma score differences are shown in Figure 4-10 for all planes, computed as 3D code-based minus
2D code-based gamma score for a given plane. (For clarity, 3D code-based gamma score means that
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gamma indices were computed with the 3D code and the 2D gamma score for a given plane was
calculated as percentage of points with these gamma indices lower than 1.)

Gamma score difference [%]
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Figure 4-10: Differences in gamma scores for all investigated planes as obtained with the 2D gamma code and with the 3D
gamma code, local normalization (gamma score computed for the given plane, difference computed as 3D code-based
gamma score minus 2D code-based gamma score in that plane).

A statistical test was also performed to see whether the difference between 3D-code based and 2D-
code based gamma scores in 2D planes is statistically significant. The chi square test of independence
was used because it is suitable for this type of data, as already discussed in chapter 3.1.14. This test is
used to detemine whether two categorical variables are related or not. Our first categorical variable
was a set of four gamma score bins: gamma score < 90%, gamma score between 90% and 94%,
gamma score between 94% and 97% and gamma score > 97%. In other words, we had four
categories of gamma scores. The second categorical variable was the method used to determine the
gamma scores — either the 3D MATLAB code or the 2D MATLAB code. Only those planes that have a
gamma score computed with both the 2D code and the 3D code were included in the test, i.e. 81
planes in total. A contingency table with frequencies for each combination of categories was created
and is shown in Table 4-10. The chi square test of independence was performed in MATLAB by
writing our own script (there is no built-in function within the Statistical Toolbox). Our null
hypothesis was that gamma scores and the method used to determine them (3D code or 2D code)
are independent at a 5% significance level. The so-called expected values were computed. The
assumption of the test is that each expected value is larger than 5, which was fulfilled with our data.

Table 4-10: Contingency table with frequencies for the chi square test of independence comparing the 2D MATLAB code and
the 3D MATLAB code.

Gamma score category 2D MATLAB code 3D MATLAB code Row totals
(GS)
GS < 90% 18 10 28
90% <GS < 94% 6 10 16
94% < GS < 97% 12 12 24
GS >97% 45 49 94
Column totals 81 81 Grand total: 162
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The p-value for the chi square test of independence is 0.3265 and therefore we cannot reject the
null hypothesis that the gamma scores and the code that is used to determine them are
independent at a 5% significance level. Even though from Figure 4-10 and Table 4-7 it might seem
that the differences between the 2D code- and the 3D code-computed gamma scores are big
enough, they are not statistically significant. This might be due to the sparse matrix used (films 2 cm
apart and search distance 4.5 mm, so that differences in gamma index could be seen at plane
intersections and their neighbourhood within 4.5 mm). Clinically, we are interested in particular

results for particular patients, so Figure 4-10 probably shows more valuable results than the
statistical tests.

To see whether the differences between the 3D code-computed and the 2D-code computed gamma
scores in 2D planes are higher for some patients or some of the directions (transverse, sagittal and
coronal), gamma score differences are also plotted in Figure 4-11. There, planes no. 1-3 correspond
to transverse direction, planes no. 4-6 correspond to sagittal direction and planes no. 7-9 correspond
to coronal direction. Note that even though 5 planes were measured for each patient and each

direction, due to the rectangular shape of the films, only 3 planes around the isocentre intersect
the other directions in the 3D space.
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Figure 4-11: Differences in gamma scores for individual planes and 7 investigated patients, computed as 3D code-based
gamma score minus 2D code-based gamma score. No. 1-3 transverse planes, no. 4-6 sagittal planes, no. 7-9 coronal planes
— to be continued on next page.
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Figure 4-11: Differences in gamma scores for individual planes and 7 investigated patients, computed as 3D code-based
gamma score minus 2D code-based gamma score. No. 1-3 transverse planes, no. 4-6 sagittal planes, no. 7-9 coronal planes -
continued.

Qualitatively, it seems that the largest differences in 2D code-based and 3D code-based gamma
scores are seen for Patient no. 1 (the Siemens Artiste head-and-neck 6 MV step-and-shoot IMRT
plan) and also for Patient no. 7 (the TrueBeam prostate 18 MV sliding window IMRT plan). It seems,
therefore, that the amount of difference is not associated with a particular technique, treatment site
or energy. However, there is not enough data to confirm this by a statistical test. The same is true for
different directions (transverse, sagittal and coronal). Qualitatively, it seems that the magnitude of
the 2D code-based and 3D code-based gamma score difference is not affected by a particular

84



direction, but there is not enough data to perform a statistical test (the expected values from the chi
square test of independence would not be above 5 in all categories).

The maximum gamma score difference (for 9 patients, 81 evaluated planes — 9 planes for each
patient) between gamma scores computed with our 3D and 2D gamma code was 6.5% and minimum
gamma score difference was -0.51% (the difference calculated as 3D minus 2D gamma score, most of
the gamma scores were higher for the 3D code).

4.2.2 Comparison of field-by-field and pseudo-3D verification for clinical plans

This part of the study refers to part E of Table 3-1 and shows 2D gamma scores only. They are either
computed for the field-by-field approach or for the global plan dose verification in the I'mRT
Phantom, but the 15 planes (5 transverse, 5 sagittal and 5 coronal) are evaluated in 2D only (plane-
by-plane). Therefore, this part of the study is only based on the Siemens Artiste data, because the
Varian TrueBeam patients were not measured field-by-field with film dosimetry (for the VMAT plan
this would not even be possible). Evaluation of the same data with the MATLAB 3D code was already
done in chapter 4.2.1. Here, gamma analysis is performed either in VeriSoft 3.1 (for the PTW array)
or in OmniPro I'mRT and MATLAB using our 2D code (for film). Table 4-11 and Table 4-12 show the
field-by-field gamma scores relevant in this part of the study. MATLAB and OmniPro I'mRT values of
2D plane-by-plane gamma scores for all planes in the 3D space were already shown in chapter 3.3.3
in Table 3-8. The difference between the 2D plane-by-plane gamma scores given in Table 4-7 in
chapter 4.2.1 and in Table 3-8 in chapter 3.3.3 is actually the size of the evaluated ROI. While in Table
4-7 in chapter 4.2.1 it is a square ROI taken from the built-up 3D matrix, in Table 3-8 in chapter 3.3.3
it is a rectangular ROI corresponding to the whole dose distribution measured with each sheet of film
in the 3D space. Here, numbers from chapter 3.3.3 will be used. The subsequent figures aim to
illustrate the interpretation of results and because OmniPro I’'mRT and our MATLAB 2D code give
similar gamma scores, the figures only show results for OmniPro I’'mRT. The statistical tests, however,
are based on the MATLAB 2D code values. The purpose here is to compare field-by-field and pseudo-
3D verification for clinical plans.

Interestingly, the pseudo-3D gamma scores in Table 4-8 (given already in chapter 4.2.1) correspond
to the results previously obtained from clinical plan verification (2D dosimetry with the PTW Seven29
and VeriSoft version 3.1, in the isocentric plane) that can be seen in Table 4-12 here. If the same limit
of a 90% gamma score is kept as the decision criterion, the same patients (Patient no. 2 and
no. 3) would fail the verification and their IMRT plans would not be used clinically. As listed in Table
4-12, the clinical 2D gamma scores for some of the fields were around 88% for Patients no. 2 and 3.
(Patient no. 4 also had one gamma score lower than 90% at clinical verification, but the failing points
were outside the field boundaries and the field itself had a low weight so this plan was applied
clinically.) If 2D evaluation of different dose planes in the 3D space is also considered (gamma scores
from Table 3-8 in chapter 3.3.3 calculated in MATLAB and OmniPro I’'mRT), the following conclusions
can be drawn: All patients have some failing planes in their clinical plan (with gamma score lower
than 90%) as calculated with both softwares. The lowest numbers can be seen for Patients no. 2, 3
and 4. This appears to be in accordance with the clinical results (field-by-field verification with PTW
Seven29 and VeriSoft v. 3.1). Of course, more clinical plans would have to be tested and a proper
tolerance limit would have to be estimated for pseudo-3D verification with radiochromic film. But at
first glance, the pseudo-3D film dosimetry method would play a similar role in the decision-making
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process as the current clinically used 2D method. The following results try to look at the numbers
statistically (where possible — sufficient amount of data).

Table 4-11: Field-by-field 2D gamma scores measured with EBT3 film in the isocentric plane in the RW3 phantom and
evaluated in OmniPro I’'mRT and MATLAB.

OmniPro I'mRT

Field no.

Patient 1 2 3 4 5 6 7 8 9

no.
1 97.9 99.5 98.1 100.0 98.5 98.5 100.0 - -
2 93.7 99.2 97.0 99.9 99.7 99.3 97.2 - -
3 83.3 99.9 98.7 98.3 99.9 87.5 97.5 - -
4 99.7 98.0 98.3 98.7 99.6 99.7 92.8 - -
5 99.7 96.0 94.8 97.4 96.3 96.0 95.7 99.7 97.7
6 98.3 94.5 98.7 94.2 98.9 93.3 97.4 99.9 98.7

MATLAB 2D code

Field no.

Patient 1 2 3 4 5 6 7 8 9

no.
1 99.3 99.9 100.0 99.9 99.0 99.1 99.3 - -
2 96.4 93.6 98.1 99.9 99.3 96.5 98.7 - -
3 95.3 98.4 99.2 94.1 100.0 92.0 95.7 - -
4 99.7 99.2 95.5 90.86 98.4 89.3 97.7 - -
5 97.8 92.89 | 100.0 | 100.0 | 100.0 99.1 99.8 100.0 99.9
6 100.0 100.0 99.2 97.6 100.0 99.0 98.8 100.0 98.3

Table 4-12: Field-by-field 2D gamma scores measured with the PTW Seven29 array in the isocentric plane in the RW3
phantom and evaluated in VeriSoft v. 3.1 (comparison to TPS).

VeriSoft v. 3.1

Field no. 1 2 3 4 5 6 7 8 9
Patient no.

1 934 96.3 100 97.2 98.1 98.8 95.4

2 91.1 99.6 95.7 97.3 97.3 88.1 94.1

3 88.9 93.0 95.0 90.6 94.0 94.7 88.2

4 93.5 94.6 92.7 96.7 96.2 91.8 87.0

5 92.2 91.7 95.2 92.3 92.3 91.6 92.7 95.7 93.0

6 93.5 91.2 96.0 95.3 90.9 92.0 92.3 95.7 95.0

Verification results both with film and PTW Seven29 are summarized in Figure 4-12. The first two
boxes of the box plot show field-by-field results obtained with PTW Seven29 and EBT3 film.
The distribution shown for each patient is drawn from 7 individual fields (Patients no. 1 to 4) or
9 individual fields (Patient no. 5 and 6). The other three boxes show results for global plan dose
measurement with film in coronal, sagittal and transverse planes. Here, the box is drawn from
5 measured planes for each patient. Figure 4-12 is only meant to guide the eye and visualize
graphically the distribution of gamma scores. It is not meant to provide quantitative information on
median gamma score values, for example. Even though averaging gamma scores is common practice
in published literature, including highly cited papers [36, 37, 68, 101, 109, 116, 118, 120 etc.], it is not

86



mathematically correct. Gamma scores obtained with PTW Seven29 seem to be lower than with
EBT3 film for field-by-field dosimetry but in most cases they are above the clinical tolerance limit of
90%.

Significance of differences for PTW Seven29 and EBT3 film field-by-field was tested with the chi
square test of independence, similarly to chapter 4.1.1, but this time for a different set of data. Here
the test was performed on larger samples, where all six patients and all their 7 or 9 fields per plan
were evaluated. Thus, each sample contained 46 values. Of course, the test statistic can be sensitive
to the size of the sample. The first categorical variable contained 4 gamma score bins: gamma score
<94%, gamma score between 94% and 96%, gamma score between 96% and 98% and gamma score >
98%. These boundaries were considered so that the condition of the test, that the so-called expected
values must be at least 5, would be fulfilled with our data. The second categorical variable was the
method with which they were obtained (PTW VeriSoft v. 3.1 + Seven29 and MATLAB 2D code + EBT3
film). The null hypothesis was that gamma score values are not related to the method with which
they were measured and calculated. The contingency table is shown in Table 4-13. This table
suggests that the frequency of low gamma scores is very high for the PTW Seven29 array while for
the EBT3 film, the frequency is the biggest for high gamma scores. The resulting p-value from the
test was very small, p = 2.42 x 10e-08. Therefore, the null hypothesis was rejected at a 5%
significance level. We might suppose that the PTW array Seven29 method for field-by-field
verification together with VeriSoft 3.1 gives lower gamma scores than the EBT3 film method
combined with 2D MATLAB code and that the difference is statistically significant. The
corresponding box plot - again only to guide the eye - is in Figure 4-13.

Table 4-13: Contingency table with frequencies for the chi square test of independence comparing field-by-field verification
with EBT3 film and with PTW Seven29.

Gamma score category EBT3 film + 2D PTW Seven29 + Row totals
(GS) MATLAB code VeriSoft v. 3.1
GS <94% 5 24 29
94% <GS < 96% 4 12 16
96% < GS < 98% 5 6 11
GS >98% 32 4 36
Column totals 46 46 Grand total: 92

It must be pointed out again that the detectors used for field-by-field measurements (PTW Seven29
and EBT3 film) are not directly comparable because of the different software used for evaluation. As
already mentioned earlier, higher threshold than 5% of maximum dose is not possible in
the VeriSoft version used. But lower threshold than 10% for films would not be practical due to
poor film performance for low doses. The implementation of algorithms in both softwares might
play a role. For example, the search distance is not adjustable in VeriSoft v. 3.1 and is not known
to the user. Also, interpolation between measurement and prediction dose points is a part of
the algorithm and cannot be influenced by the user. Different normalization of the matrices was
applied in OmniPro I'mRT, MATLAB and VeriSoft v. 3.1. Point dose normalization in film
dosimetry is very sensitive to the point selection due to film noise (even though the evaluated
matrices were smoothed prior to evaluation). So it would be impractical to choose the maximum
dose point for normalization. In VeriSoft v. 3.1, there is no other option. Also, the field area
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Figure 4-12: Box plot showing verification results for individual Siemens Artiste patients for the five tested setups. PTW array
= PTW Seven29 field-by-field measurements; EBT3 film = EBT3 film field-by-field measurements; coronal = EBT3 film global
dose measurements in coronal planes; sagittal = EBT3 film global dose measurements in sagittal planes; transverse = EBT3
film global dose measurements in transverse planes. The boxes show the median value, the first and the third quartile and
the lines show the minimum and the maximum value of gamma scores. This is only to guide the eye, the figure does not aim
to provide quantitative information.
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Figure 4-13: Box plot showing the distribution of gamma scores based on all measured data. The first two boxes show all 46
individual fields (for all tested Siemens Artiste patients). The other three boxes show all 30 global (composite) plan
measurements in each direction — 5 planes for all 6 Siemens Artiste patients in each box. The boxes show the median value,
the first and the third quartile, and the lines show the minimum and the maximum value of gamma scores. This is only to
guide the eye, the figure does not aim to provide quantitative information.

evaluated with film and the PTW detector was different due to the different software features.
Several studies have been published that address the issue of evaluation software performance [69,
123, 128, 129]. Our comparison rather shows the difference between a clinical verification scenario
(PTW array field-by-field measurements as performed at the Thomayer Hospital) compared to what
can be achieved with film using a suitable, but different, methodology. However, pseudo 3D
measurements and field-by-field measurements with film are directly comparable, as the same
methodology was used and film angular dependence was found to be negligible.

Now the question is whether pseudo-3D verification gives different results to field-by-field
measurements. These data are directly comparable because they were obtained and evaluated with
the same detector and software. It seems that the gamma scores are different, guessing visually from
Figure 4-13, where the distribution of 46 field-by-field measurements (all fields for all patients) and
30 global dose measurements (5 planes for each patient measured in coronal, sagittal or transverse
direction) for the Siemens Artiste patients is shown for visual guidance of the eye. This would suggest
that in the whole 3D space there are errors that cannot be detected with the field-by-field approach.
They can occur because smaller errors from different fields add to each other (or they compensate
each other) when the whole plan dose distribution is measured. This issue has been investigated
before [130, 131] and then discussed further [132-134] with unclear conclusions. EBT3 field-by-field
measurements and EBT3 global plan dose measurements can directly be compared to answer the
question.

For this purpose, all 46 individual fields measured with film were compared to all 30 coronal (or
sagittal or transverse) planes measured with film (5 planes in each direction for each of the 6
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patients) for the Siemens Artiste patients by the chi square test of independence. The first
categorical variable contained the gamma score categories: gamma score < 94%, gamma score
between 94% and 96%, gamma score between 96% and 98% and gamma score > 98%. The second
variable was the method considered — EBT3 field-by-field approach or EBT3 pseudo-3D approach.
The null hypothesis was that the values of gamma score are not related to the type of verification
(field-by-field or pseudo-3D). The so-called expected values met the assumption of the test with
these data. The contingency table is shown in Table 4-14. It seems from this table that for the
pseudo-3D approach, there is a high frequency of gamma scores below 94% while for the field-by-
field approach, there is a high frequency of gamma scores above 98%. The resulting p-value was
again very small (p = p = 2.05 x 10e-09) and we rejected the null hypothesis at a 5% significance
level. The gamma scores thus seem to be related to the type of verification method and the field-
by-field approach seems to give significantly higher gamma scores than the pseudo-3D approach.

Table 4-14: Contingency table with frequencies for the chi square test of independence comparing the field-by-field and
pseudo-3D approach with EBT3 film.

Gamma score category Field-by-field Pseudo-3D Row totals
(GS)
GS < 94% 5 48 53
94% <GS < 96% 4 12 16
96% < GS < 98% 5 16 21
GS > 98% 32 13 45
Column totals 46 89 Grand total: 135

The corresponding box plot (only for visualization of the qualitative gamma score distribution) is in
Figure 4-13. A different gamma score limit might be appropriate for global plan film measurements in
clinical practice than for field-by-field measurements. The use of asingle number — the gamma
score limit — for pass/fail decisions must be justified by previous investigations into the causes and
magnitude of discrepancies observed in different planes of the global dose distribution and in
individual fields. The causes of discrepancy and their difference between field-by-field and global
plan scenario might lie for example in the design of the particular TPS calculation algorithms. Before
an optimization based on a sufficient amount of clinical cases is done, however, the same tolerance
level should be considered for field-by-field and global plan dose measurements.

By looking at Figure 4-13 and the distribution of values, the general behaviour of the verification
methods (PTW Seven29 with VeriSoft v. 3.1 and EBT3 film with OmniPro I’'mRT) can be discussed at
least qualitatively. It is not intended here to really quantify quartiles or medians because, as
mentioned earlier, in case of gamma scores this would not be mathematically correct. This is just a
visual inspection of the behaviour of values. The gamma scores that can be obtained with PTW
Seven29 and VeriSoft v. 3.1 are not very variable. However, this is not necessarily true for individual
patients (Figure 4-12). (This is, of course, influenced by the small number of values included for 1
patient.) For EBT3 film detector, Figure 4-13 shows that lower gamma scores are obtained more
often. It seems that gamma scores that can be obtained with the film method are more variable and
the minimal values are generally lower than with the PTW array. This is even more significant for
individual patients in Figure 4-12, even though in a few cases the behaviour is the opposite. As
already explained in chapter 4.1 (but with different data), the uncertainty in relative dose
measurement with film can translate to variable gamma scores and the largest difference seen in
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chapter 3.1.15 was 4.5% in gamma score. While for the PTW Seven29 array the variability in gamma
score is roughly around 2%. (The term uncertainty of gamma score is not used on purpose.) This
behaviour should be taken into account when establishing tolerance limits for film dosimetry in the
clinic.

In literature, authors have also addressed the question of different results for different plane
directions (coronal, transverse, sagittal) [135]. Their study suggests that results of verification are
strongly dependent on the chosen direction and that coronal plane (which is mostly chosen clinically)
is insensitive to delivery error. They found no correlation between errors in different verification
planes (using film). Here, this issue can be described qualitatively by Figure 4-13, which shows the
distribution of results for all patients, and Figure 4-12, where the different directions are compared
for each patient individually. In Figure 4-13 it seems that all three directions give similar gamma
scores while gamma scores in sagittal planes are less variable than in the other two. However, for
individual patients the situation can be different, as shown in Figure 4-12. This figure shows — again
only qualitatively to guide the eye - the distribution of gamma scores obtained in 5 parallel planes
around the isocentre separated by 2 cm of slabs in the phantom for each patient and each direction
(coronal, transverse, sagittal). It can be seen that in most cases gamma scores are very variable
among these 5 parallel planes. This could mean that measuring just one plane (e.g. at isocentre) in
only one direction would be insufficient to perform verification comprehensively. Dose deviations
coming from the treatment planning system might be different for coronal, sagittal and transverse
planes because of the planning CT images. While in transverse direction CT slices contain precise
information about patient’s tissue, coronal and sagittal planes are calculated with a certain
geometrical error. Then the precision of dose calculation in discrete coronal and sagittal planes will
depend on the particular TPS algorithm design. As has been shown in Figure 3-12 in chapter 3.3.4, in
XiO 4.80, differences in dose profiles can be seen at the intersection of two different directions in the
TPS. Delivery error, on the other hand, can be affected by performance of the multileaf collimator
(MLC), which travels in the patient’s latero-lateral direction, never in the craniocaudal direction (if
the collimator is kept at 0°). Thus, coronal, transverse and sagittal planes might be affected
differently by this type of error. On the other hand, there is a known uncertainty in relative film
dosimetry with our method that translates into variability in gamma scores and it has been shown
that gamma scores can differ up to 4.5% just due to the uncertainty in measured dose. (The term
uncertainty of gamma score is not used on purpose.) Generally, some planes in the 3D space can fall
into a region of lower doses and it has been shown in this work that our film dosimetry method does
not perform well for such low doses. This is a drawback of the pseudo-3D film dosimetry method as
compared to systems based on ionization chamber arrays, as already discussed in chapter 4.1.
However, this was not the case for the Siemens Artiste patients that included 5 prostate and lymph
node cases and one head and neck case.

The chi square test of independence was performed to see if gamma score values depend on the
plane direction. One of the categorical variables were four gamma score bins: gamma score < 90%,
gamma score between 90% and 94%, gamma score between 94% and 97% and gamma score > 97%
and the other was the plane direction (transverse, sagittal or coronal). All 90 planes measured for the
Siemens Artiste patients were included in the evaluation and the so-called expected values were
higher than 5. The contingency table is shown in Table 4-15. This table also suggests that the
frequency of gamma score values lower than 90% is higher than for the other gamma score bins, at
least for sagittal and coronal planes. The null hypothesis was that gamma score values are
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independent of the direction in which they were measured (transverse, sagittal or coronal). With a
p-value of 0.6962 we cannot reject the null hypothesis at a 5% significance level. Our finding is
therefore contrary to study [135] because it seems that verification results with film dosimetry are
not affected by the chosen plane of measurement.

Table 4-15: Contingency table with frequencies for the chi square test of independence comparing different plane directions
measured with EBT3 film in psuedo-3D manner.

Gamma score Transverse planes | Sagittal planes | Coronal planes Row totals
category
(GS)
GS < 90% 7 11 12 30
90% <GS < 94% 7 7 4 18
94% < GS < 97% 8 8 7 23
GS >97% 8 4 7 19
Column totals 30 30 30 Grand total: 90

Here, data from Varian TrueBeam (Patients no. 7 and 8 — IMRT and Patient no. 9 — VMAT) could also
be included in the chi square test of independence to test the behaviour of different plane directions,
even though it is possible that Varian TrueBeam with TPS Eclipse might behave differently to Siemens
Artiste and XiO in this aspect. Anyway, if Varian data is also included in the test, with a p-value of
0.8796 the null hypothesis still cannot be rejected at a 5% significance level. There is not enough data
to test this separately for Varian TrueBeam.

4.2.3 Comparison of field-by-field and pseudo-3D verification for error-induced IMRT
plans

The following results show two clinical Siemens Artiste plans where leaf position errors of 1 mm

(which is within tolerance limits in quality assurance procedures) or 2 and 3 mm were introduced in

three fields (for Patient no. 4 and Patient no. 5, see chapter 3.3.5.2). This refers to part F of Table 3-1

and the purpose is to compare field-by-field to pseudo-3D verification for error-induced plans.

The next step could be to analyse whether such an error is clinically significant. Although this study
does not focus on this specific question and details are not given in this text, conclusions from
a different study based on patient data in the Thomayer Hospital in Prague (and carried out by
the author) suggest that these errors are already significant for Siemens Artiste in IMRT mode an TPS
XiO. This is an important assumption for interpretation of results in the following text.

Results are shown in terms of gamma score, because this is the most commonly used clinical decision
criterion. Additionally, gamma histograms are shown and gamma statistics, such as the mean and the
maximum gamma index, are given. Due to low amont of data, statistical tests cannot be performed in
this part of the study.

4.2.3.1 Results for Patient no. 4
Table 4-16 and Figure 4-14, which represent values of 2D plane-by-plane gamma scores for
the 15 investigated planes in the 3D space, based on our 2D MATLAB code and evaluating the same
square ROI as in Table 4-17, show that the introduced errors of 1, 2 and 3 mm in leaf positions, even
though only in 3 out of 7 treatment fields, generally resulted in a lower gamma score. (Note that in
this case the whole treatment plan was delivered at once.) This is not true in all investigated planes,
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but for the isocentric planes, which are usually chosen for verification, this is true in all 3 directions.
Table 4-16 also shows that in the original clinical plan only 5 planes failed the clinical tolerance of
a90% gamma score, while in the error-induced plan most of the planes failed this criterion.
However, if only one dose plane in the 3D space was chosen for verification, it might not reveal the
introduced error (planes no. 2, 5, 7, 9 and 15) because their 2D gamma score would meet clinical
criteria. In other words, the positioning errors in all MLC leaves introduced into 3 teatment fields,
which are believed to be already clinically significant, might remain unnoticed if only one plane in the
3D space is measured during plan verification.

Table 4-16: 2D plane-by-plane gamma scores calculated with our 2D code in MATLAB for 15 planes (1-5 transverse, 6-10
sagittal, 11-15 coronal) in the I’'mRT Phantom for Patient no. 4. Measured doses on film are compared to TPS predicted
values of the error-free plan. Values failing the clinical tolerance of 90% are marked in grey. 2D gamma score difference for
a given plane is also shown (calculated as error-induced minus original).

@ 2D gamma score [%]
L o
8 9 Original clinical plan Error-induced plan Difference
1 95.6 81.1 -14.4
2 100.0 95.9 -4.1
3 89.8 86.8 3.1
4 78.5 84.3 5.8
> 85.6 92.6 7.0
6 17.8 20.2 2.4
/ 97.1 91.3 -5.8
3 94.0 81.3 -12.7
9 97.3 92.0 -5.3
10 93.2 80.9 -12.3
11 92.9 68.6 -24.3
12 94.3 90.0 -4.3
13 97.7 13.7 -84.0
14 98.5 85.3 -13.2
15 83.3 94.6 11.3
Average difference:
10 planes passing 90% tolerance | 6 planes passing 90% tolerance -10.5%

If gamma score falls below the tolerance level during clinical verification, as in the case of plane no.
13, the physicicst should perform further investigations into the cause of this behaviour — whether
this is only caused by properties of the verification method (including pre-set evaluation parameters)
or by a true delivery or calculation error.

The same conclusions can be drawn from Table 4-17 and Figure 4-15 which show 2D gamma scores
in 9 investigated planes in the 3D space calculated with our 3D code. (The difference is that for 2D
gamma score calculation with the 3D code, gamma indices from the 3D calculation are considered.
They might differ from 2D calculation in areas of intersection with other planes in the 3D space.)
Here, only 9 planes can be calculated because the others do not intersect each other in the 3D cubic
matrix.
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Figure 4-14: 2D gamma score difference for 15 planes (1-5 transverse, 6-10 sagittal, 11-15 coronal) in the I'mRT Phantom for
Patient no. 4 (calculated as error-induced plan minus original plan). 2D gamma scores were calculated with our 2D code in
MATLAB.

Table 4-17: 2D plane-by-plane gamma scores calculated with our 3D code in MATLAB for 9 planes (2-4 transverse, 7-9
sagittal, 12-14 coronal) in the I’'mRT Phantom for Patient no. 4. Measured doses on film are compared to TPS predicted
values of the error-free plan. Values failing the clinical tolerance of 90% are marked in grey. 2D gamma score difference for
a given plane is also shown (calculated as error-induced minus original).

° 2D gamma score [%]

,_'E o (from pseudo-3D calculation, local normalization)

& Original clinical plan Error-induced plan Difference

2 100.0 87.6 -12.4

3 90.4 96.2 5.8

4 79.2 85.9 6.7

7 97.0 81.9 -15.1

8 94.4 92.4 -2.0

9 97.4 92.5 -4.9

12 95.2 19.0 -76.2

13 97.6 90.3 7.3

14 98.5 86.9 -11.5
Average

8 planes passing 90% tolerance 4 planes passing 90% tolerance difference:

-13.0%

Gamma index statistics — the minimum, the maximum and the mean gamma index — are given in
Table 4-18 for the error-induced as well as for the original clinical plan. This refers to gamma indices
calculated with our 2D MATLAB code in all 15 measured planes. The differences for each plane
calculated as original plan value minus error-induced plan value are also shown for each plane. The
information is visually supported by Figure 4-16 where the difference in mean gamma index between
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the original and the error-induced plan is plotted. In most (but not in all) planes, the mean gamma
index is lower in the error-induced plan (in 10 planes out of 15).

Patient 4
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Figure 4-15: 2D gamma score difference for 9 planes (2-4 transverse, 7-9 sagittal, 12-14 coronal) in the I’'mRT Phantom for
Patient no. 4 (calculated as error-induced plan minus original plan). 2D gamma scores were calculated with our 3D code in
MATLAB.

Table 4-18: Minimum, maximum and mean gamma indices from 2D MATLAB code for the error-induced plan of Patient no. 4
and values from the original clinical plan for comparison. Differences were calculated as original minus error-induced plan.

g Original clinical plan Error-induced plan Difference

e

£ Ymin Ymax Ymean Ymin Ymax Ymean Ymin Ymax Ymean
1 0.00 2.33 0.37 0.00 2.23 0.60 0.00 0.10 -0.23
2 0.00 1.05 0.31 0.00 1.36 0.43 0.00 -0.31 -0.12
3 0.00 1.83 0.54 0.00 1.90 0.50 0.00 -0.07 0.03
4 0.00 1.82 0.66 0.00 2.24 0.58 0.00 -0.42 0.08
5 0.00 2.05 0.45 0.00 1.72 0.45 0.00 0.33 0.00
6 0.00 6.95 2.26 0.00 3.73 1.78 0.00 3.22 0.48
7 0.00 1.44 0.41 0.00 1.70 0.47 0.00 -0.26 -0.06
8 0.00 1.46 0.47 0.00 1.79 0.61 0.00 -0.33 -0.13
9 0.00 1.48 0.35 0.00 2.09 0.46 0.00 -0.61 -0.12
10 0.00 2.64 0.51 0.00 2.71 0.61 0.00 -0.07 -0.10
11 0.00 1.57 0.42 0.00 5.15 0.80 0.00 -3.58 -0.38
12 0.00 1.86 0.46 0.00 4.24 0.53 0.00 -2.38 -0.07
13 0.00 1.48 0.40 0.00 5.53 2.82 0.00 -4.05 -2.42
14 0.00 1.69 0.30 0.00 1.83 0.54 0.00 -0.14 -0.24
15 0.00 2.11 0.55 0.00 3.96 0.46 0.00 -1.85 0.09
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Figure 4-16: Difference in mean gamma index between the original clinical plan and the error-induced plan for Patient no. 4
(original minus error-induced value in each plane) as calcualted with our 2D MATLAB code.
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Figure 4-17: Gamma histograms for plane no. 2 (a) and 3 (b) for the error-induced plan (in blue) and the original clinical plan
(in orange) for Patient no. 4 calculated with our 3D MATLAB code — to be continued on next page.
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Figure 4-17: Gamma histograms for plane no. 2 (a) and 3 (b) for the error-induced plan (in blue) and the original clinical plan
(in orange) for Patient no. 4 calculated with our 3D MATLAB code - continued.

Table 4-19: The overall pseudo-3D gamma score calculated with our 3D MATLAB code for Patient no. 4. Measured doses on
film are compared to TPS predicted values of the error-free plan.

Pseudo-3D gamma score [%]

Local normalization

Global normalization

Original clinical plan

94.4

921

Error-induced plan

81.4

87.2

Table 4-20: 2D field-by-field gamma scores for the 3 error-induced fields of Patient no. 4 compared to the same original
fields, as calculated by our 2D code in MATLAB and measured field-by-field with film in an RW3 slab phantom and gantry at

0°. Measured doses on film are compared to TPS predicted values of the error-free plan.

2D gamma score [%]
Field no. | Original clincial plan | Error-induced plan | Positioning error
1 99.7 83.8 1 mm
2 99.2 57.5 2 mm
4 90.9 83.1 3 mm

Additionally, for illustration of a possible difference between the original and the error-induced plan,
Figure 4-17 (a) shows gamma histograms for plane no. 2 where the error-induced plan had a lower
gamma score. The values come from our MATLAB 3D code (it corresponds to gamma scores in Table
4-17 and not to the values in Table 4-16 where the MATLAB 2D code was used). For comparison,
Figure 4-17 (b) also shows gamma histograms for plane no. 3 where a positive difference in gamma
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score was seen, meaning that the original plan had a lower gamma score than the error-induced

plan.

Field no. 1 Field no. 2

Original clinical plan Original clinical plan
Gamma score: 99.68% Gamma score: 99.19%

——

Error-induced plan Error-induced plan
(1 mm MLC leaves shift) (2 mm MLC leaves shift)
Gamma score: 83.81% Gamma score: 57.48%
I—
Map of gamma index differences Map of gamma index differences

Figure 4-18: Maps of gamma indices (measured field-by-field with film and calculated with our 2D MATLAB code) for fields
no. 1 and 2 for Patient no. 4, both for original clinical fields and error-induced fields. Figure also shows maps of gamma
index differences calculated as original minus error-induced field.

Table 4-19 clearly shows that for Patient no. 4 the overall pseudo-3D gamma score (that reflects
gamma points in the 3D space, but only at those points where dose was actually measured with film)
would reveal the introduced error. For the original clinical plan it passes the auxilliary tolerance of
90% while for the error-induced plan it does not, both with local normalization and global
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normalization. (Local normalization in this study means that each 2D plane is normalized to its 75"
percentile while global normalization means that all planes are normalized to the 75" percentile of
the whole 3D space).

It is important to compare these findings with the clinically used field-by-field verification. That is,
field-by-field measurements in an RW3 slab phantom in reference depth and gantry always at 0°.
Patient no. 4 was already tested in chapter 4.2.1. Here, 2D gamma scores were recalculated with our
2D gamma code in MATLAB and a summary of results is given in Table 4-20 because the only values
that are directly comparable with the above mentioned data are gamma scores obtained with film
and MATLAB. As already mentioned in previous chapters, some parameters for gamma analysis are
not reproducible if a different detector or software is used. Unlike in the 3D space, where the whole
treatment plan was delivered and the dose distribution was affected both by the erroneous fields
and the original fields, here we can only see the erroneous ones. So the difference between gamma
scores of the error-free and error-induced plan should be more pronounced. All three fields of
Patient no. 4 revealed the error because their gamma score was lower than the clinical tolerance of
90%.

The introduced error for this patient was thus revealed with both field-by-field verification and
the pseudo-3D gamma score as well as with most of the investigated planes in the 3D space when 2D
gamma scores were calculated for them, either with our 2D or 3D code in MATLAB. However,
generally speaking, in the 3D space the errors are partly compensated by the error-free fields. If
the field-by-field verification does not take into account the weight of the individual fields and
perhaps also the particular clinical situation, a false positive result might be obtained with field-by-
field approach (because a small error could be compensated in the global 3D dose distribuiton).

Gamma index maps for illustration purposes (only for Patient no. 4) are shown in Figure 4-18.

4.2.3.2  Results for Patient no. 5

For Patient no. 5, results are similar to Patient no. 4. For this patient, 1 mm systematic positioning
error was introduced into MLC shapes of all segments in 3 treatment fields (out of 9). 2D plane-by-
plane gamma scores for 15 planes in 3D space, calculated with our 2D MATLAB code and with
the same square ROI as in Table 4-22, were generally lower for the error-induced plan and less
planes passed the tolerance of 90% (see Table 4-21 and Figure 4-19). When 2D gamma scores were
calculated with our 3D MATLAB code, as in Table 4-22 and Figure 4-20, again, more planes passed
the 90% level in the original clinical plan and the gamma scores were generally higher for this plan.
The overall pseudo-3D gamma score shown in Table 4-24 would also reveal the induced error if local
normalization was applied. Global normalization for this patient should be avoided due to very
homogeneous dose distributions, as discussed in the previous chapters (75" percentile of
a homogeneous dose distribution is different from the same percentile of a modulated distribution
and global normalization might be inappropriate). (Local normalization in this study means that each
2D plane is normalized to its 75" percentile while global normalization means that all planes are
normalized to the 75" percentile of the whole 3D space. It should be pointed out that 1 mm leaf
positioning error is considered in tolerance during quality assurance procedures.

More interestingly, only one out of 3 error-induced fields would reveal the error on gamma score if
field-by-field verification was performed, see Table 4-25. Considering that this patient had
9 treament fields, this means that according to the clinical verification protocol at the Thomayer
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Hospital in Prague, this plan would meet the tolerance criteria (only one field failed the gamma score
limit of 90% and had a gamma score close to 90%). Supposing that 1 mm leaf positioning error on all
leaves might have a clinically relevant impact on dose distribution (as suggested by a different study
mentioned earlier), field-by-field verification in this case would bring a false negative result (this plan
would be delivered to the patient). While the overall pseudo-3D gamma score with local
normalization and 2D gamma scores for the 15 investigated planes in the 3D space would probabaly
prevent this plan from being irradiated (depending on specific tolerance levels that have not yet
been established for pseudo-3D verification).

Table 4-21: 2D plane-by-plane gamma scores calculated with our 2D code in MATLAB for 15 planes (1-5
transverse, 6-10 sagittal, 11-15 coronal) in the I’'mRT Phantom for Patient no. 5. Measured doses on film are
compared to TPS predicted values of the error-free plan. Values failing the clinical tolerance of 90% are marked
in grey. 2D gamma score difference for a given plane is also shown (calculated as error-induced minus original).

@ 2D gamma score [%]
C
a & Original clinical plan Error-induced plan Difference
1 99.3 95.9 -3.4
2 100.0 91.7 -8.3
3 99.8 85.8 -14.0
4 99.0 89.7 -9.3
5 97.5 80.7 -16.7
6 78.2 83.0 4.8
7 88.4 93.6 5.2
8 100.0 98.6 -1.4
9 89.3 74.7 -14.5
10 65.2 71.5 6.2
11 98.5 93.6 -4.9
12 71.7 82.0 10.4
13 99.9 84.9 -15.1
14 98.3 70.2 -28.0
15 98.8 90.8 -8.0
. . Average difference:
10 planes passing 90% tolerance | 6 planes passing 90% tolerance -6.5%

Gamma index statistics — the minimum, the maximum and the mean gamma index — are given in
Table 4-23 for the error-induced as well as for the original clinical plan. This refers to gamma indices
calculated with our 2D MATLAB code in all 15 measured planes. The differences for each plane
calculated as original plan value minus error-induced plan value are also shown for each plane. The
information is visually supported by Figure 4-21 where the difference in mean gamma index between
the original and the error-induced plan is plotted. In most (but not in all) planes, the mean gamma
index is lower in the error-induced plan (in 10 planes out of 15).
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Figure 4-19: 2D gamma score difference for 15 planes (1-5 transverse, 6-10 sagittal, 11-15 coronal) in the I’'mRT Phantom for
Patient no. 5 (calculated as error-induced plan minus original plan). 2D gamma scores were calculated with our 2D code in

MATLAB.

Table 4-22: 2D plane-by-plane gamma scores calculated with our 3D code in MATLAB for 9 planes (2-4 transverse, 7-9
sagittal, 12-14 coronal) in the I’'mRT Phantom for Patient no. 5. Measured doses on film are compared to TPS predicted
values of the error-free plan. Values failing the clinical tolerance of 90% are marked in grey. 2D gamma score difference for

a given plane is also shown (calculated as error-induced minus original).

" 2D gamma score [%]

c_"; o (from pseudo-3D calculation, local normalization)

& Original clinical plan Error-induced plan Difference
2 99.7 85.3 -14.4
3 99.8 94.2 -5.6
4 98.8 89.6 -9.3
7 88.6 98.4 9.8
8 100.0 93.3 -6.7
9 90.3 74.8 -15.5
12 72.3 86.2 14.0
13 99.9 82.0 -18.0
14 98.3 71.4 -26.9

Average
7 planes passing 90% tolerance 3 planes passing 90% tolerance difference:
-8.07%
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Figure 4-20: 2D gamma score difference for 9 planes (2-4 transverse, 7-9 sagittal, 12-14 coronal) in the I’'mRT Phantom for
Patient no. 5 (calculated as error-induced plan minus original plan). 2D gamma scores were calculated with our 3D code in

MATLAB.

Table 4-23: Minimum, maximum and mean gamma indices from 2D MATLAB code for the error-induced plan of Patient no. 5
and values from the original clinical plan for comparison. Differences were calculated as original minus error-induced plan.

2 Original clinical plan Error-induced plan Difference

g

S:“ Ymin Ymax Ymean Ymin Ymax Ymean Ymin Ymax Ymean
1 0.00 1.46 0.37 0.00 1.68 0.39 0.00 -0.22 -0.02
2 0.00 0.65 0.17 0.00 2.33 0.54 0.00 -1.68 -0.37
3 0.00 1.08 0.33 0.00 2.04 0.49 0.00 -0.96 -0.16
4 0.00 1.11 0.34 0.00 1.40 0.55 0.00 -0.28 -0.21
5 0.00 1.35 0.43 0.00 3.49 0.63 0.00 -2.14 -0.20
6 0.00 2.24 0.64 0.00 2.58 0.57 0.00 -0.34 0.07
7 0.00 2.14 0.48 0.00 2.35 0.40 0.00 -0.20 0.08
8 0.00 0.79 0.21 0.00 1.77 0.37 0.00 -0.98 -0.15
9 0.00 191 0.49 0.00 3.37 0.67 0.00 -1.45 -0.18
10 0.00 2.37 0.82 0.00 3.31 0.76 0.00 -0.94 0.07
11 0.00 1.21 0.39 0.00 131 0.50 0.00 -0.09 -0.10
12 0.00 1.93 0.74 0.00 2.18 0.49 0.00 -0.25 0.24
13 0.00 1.03 0.43 0.00 1.97 0.58 0.00 -0.94 -0.15
14 0.00 1.71 0.33 0.00 3.05 0.82 0.00 -1.34 -0.48
15 0.00 1.61 0.35 0.00 2.12 0.47 0.00 -0.52 -0.12
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Figure 4-21: Difference in mean gamma index between the original clinical plan and the error-induced plan for Patient no. 5
(original minus error-induced value in each plane) as calcualted with our 2D MATLAB code.

Additionally, for illustration of a possible difference between the original and the error-induced plan,
Figure 4-22 (a) shows gamma histograms for plane no. 14 where the biggest difference in gamma
score was seen between the original and the error induced plan and the error-induced plan had a
lower gamma score. The values come from our MATLAB 3D code and correspond to gamma socres in
Table 4-22 (not to values in Table 4-21 computed with the 2D MATLAB code). For comparison, Figure
4-22 (b) also shows gamma histogram for plane no. 12 where a positive difference in gamma score
was seen, meaning that the original plan had a lower gamma score than the error-induced plan.
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Figure 4-22: Gamma histograms for plane no. 14 (a) and 12 (b) for the error-induced plan (in blue) and the original clinical
plan (in orange) for Patient no. 5 calculated with our 3D MATLAB code — to be continued on next page.
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Figure 4-22: Gamma histograms for plane no. 14 (a) and 12 (b) for the error-induced plan (in blue) and the original clinical
plan (in orange) for Patient no. 5 calculated with our 3D MATLAB code - continued.

Table 4-24: The overall pseudo-3D gamma score calculated with our 3D MATLAB code for Patient no. 5. Measured doses on
film are compared to TPS predicted values of the error-free plan.

Pseudo-3D gamma score [%] | Local normalization | Global normalization

Original clinical plan 94.2 65.0
Error-induced plan 86.1 80.3

Table 4-25: 2D field-by-field gamma scores for the 3 error-induced fields for Patient no. 5 compared to the same original
fields, as calculated by our 2D code in MATLAB and measured field-by-field with film and gantry at 0°. Measured doses on
film are compared to TPS predicted values of the error-free plan.

2D gamma score [%]
Field no. | Original clincial plan | Error-induced plan
2 92.9 92.8
4 100.0 82.0
5 100.0 92.0
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4.2.4 Comparison of the pseudo-3D approach with film and OCTAVIUS 4D for an
error-induced VMAT plan
This part of the text refers to Part G of Table 3-1 and aims to compare the pseudo-3D film method to
a clinically used, commercially available pseudo-3D alternative — the OCTAVIUS 4D rotating cylindrical
phantom equippped with the PTW OCTAVIUS 1500 array of ionization chambers evaluated in
VeriSoft version 8.0. Something similar was done in chapter 4.1.1.2 for a clinical plan where both
systems seemed to show very good agreement with TPS predictions, except for the film method and
planes with very low doses, beyond the edge of the PTV. Now the two methods are compared for
VMAT plans with introduced errors. The original VMAT plan for Patient no. 9 (18 MV beam, prostate)
was modified as described in chapter 3.3.5.2. Thus, three error-induced plans were obtained — 1 mm
X1 leaf bank shift in each control point in one arc, 3 mm X1 leaf bank shift in each control point in
one arc and 3% MU error in both arcs.

Results are shown in terms of gamma score, gamma statistics and gamma histograms. There is not
enough data in this part of the study to perform statistical tests. Results are shown for 3%/3 mm
criteria where not specified otherwise.

Table 4-26 shows gamma scores for all three types of introduced error as well as for the original
clinical VMAT plan for Patient no. 9 (already shown in chapter 4.1.1.2), both for the pseudo-3D film
method and the pseudo-3D OCTAVIUS 4D method. All the measured dose distributions (the error-
induced ones as well as the original clinical one) were compared to the original clinical plan dose
prediction form the TPS using gamma analysis. The differences in gamma score in Table 4-26 were
calculated as the error-induced minus the original value for each tested plane. First five planes (no. 1
— 5) correspond to transverse planes, where planes no. 1 and 5 are 4 cm away from the isocentre,
planes no. 2 and 4 are 2 cm far from the isocentre and plane no. 3 is the isocentric plane. Similarly,
planes no. 6 — 10 correspond to sagittal planes and planes no. 7 — 15 correspond to coronal planes.
Gamma scores in Table 4-26 were calculated with our 2D MATLAB code (the plane-by-plane
approach) and the same planes were evaluated in VeriSoft version 8.0 for the OCTAVIUS system, also
as plane-by-plane in 2D.

It is obvious that the 1 mm error was not detected with the OCTAVIUS system and the 3%/3 mm
cirteria. For the 3 mm leaf bank shift, which seems to be the most pronounced error (already from
the DVH values in chapter 3.3.5.2), there was a drop in gamma score in all 15 investigated planes for
the OCTAVIUS system, although only 5 planes dropped below the clinically used 95% tolerance value.
Interestingly, in the planes that lay beyond the edge of the PTV, i.e. planes no. 1, 5, 10 and 11, there
was no change in gamma score and it remained 100% as in the original clinical plan. For the 3% MU
error, a drop in gamma score could be seen in almost all the 15 planes with the OCTAVIUS system but
none of the planes dropped below the clinical tolerance of 95%. The gamma score in planes no. 1 and
5 (in the low dose region) keeped to the 100% value and in plane no. 11 (also in the low dose region)
it was 99.9% compared to 100% for the error-free plan.

With the film dosimetry method, low to extremely low gamma scores were seen in planes no. 1 and
5 (which were in the low dose area, the mean dose being below 0.5 Gy) for all types of investigated
errors. Plane no. 5 had an extremely low gamma score even in the original clinical plan. Low gamma
scores were also seen for planes no. 10 and 11, which were also in the low dose area beyond the
edge of the PTV. The OCTAVIUS system saw a perfect agreement (100%) in all these cases except for
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plane no. 10 and the plan with 3% MU error. Thus, both systems behave differently in low dose
areas. The film dosimetry method tends to predict very poor agreement with TPS while the
OCTAVIUS 4D method tends to predict perfect agreement. Note that there was a 10% threshold for
both methods but the normalization for film dosimetry was to the 75th percentile while for
OCTAVIUS system it was to the maximum dose in the predicted matrix.

With the film dosimetry method, even the 1 mm leaf bank shift maked some difference in gamma
scores, while with the OCTAVIUS system this type of error remained undetected. Only 8 planes out of
15 met the clinical tolerance of 95% with the film dosimetry method. There was a drop in gamma
score in almost all planes. For some planes the drop was larger than the 4.5% value which represents
a possible difference in gamma score due to uncertainty in film dosimetry. Plane no. 5 showed a
large positive difference meaning that the 1 mm error-induced plan had a higher gamma score than
the original one. But this was the plane outisde of the high dose area where the film dosimetry
method cannot be relied on. Other planes with positive differences were below the 4.5% value.
Interestingly, other studies that had performed a similar experiment and had tried to detect a 1 mm
error with another verification system had not succeeded (e.g. [113]).

The 3 mm leaf bank shift caused a drop in gamma score in almost all investigated planes with the film
dosimetry method. Plane no. 5 showed a large positive difference, for which the explanation has
already been given (low dose beyond the edge of the PTV). The positive difference in plane no. 3 was
below the 4.5% value representing the possible variability in gamma score with film dosimetry. In
many of the planes, the decrease in gamma score was larger than 4.5%. Only 6 planes passed the
cinical tolerance of 95% in the plan with 3 mm leaf errors.

For the plan with the 3% MU error, the film dosimetry method showed slightly higher gamma scores
for some of the planes, but these were well below the 4.5% variability level. Except for plane no. 5, as
already explained (beyond the edge of the PTV). In some of the planes, the drop in gamma score was
larger than 4.5%. Only 9 planes out of 15 passed the clinical 95% tolerance level.

The data also show the need for measuring more planes in the 3D space. The 3 mm error would
probably be detected with both methods, but several sagittal and coronal planes would have to be
investigated. The 3% MU error would probably be detected with the film method if several sagittal
and coronal planes were investigated. With the OCTAVIUS system, this type of error would be
detected with the 3%/3 mm criteria only if a higher tolerance level than 95% was used. All the
isocentric planes (transverse, sagittal and coronal) had a gamma score value higher than 95% for all
types of error with the film dosimetry method. Only one isocentric plane (sagittal plane in the plan
with 3 mm error) was below 95% with the OCTAVIUS system. Altogether, only 5 planes dropped
below 95% with the OCTAVIUS system and these were sagittal and coronal planes in the plan with 3
mm error.

Table 4-27 shows the overall pseudo-3D gamma score values obtained with the film pseudo-3D
dosimetry method (local normalization as defined in this work; global normalization in this particular
case gave the same value for the error-free plan) and with the OCTAVIUS 4D pseudo-3D method for
the original clinical plan and for all plans with introduced errors. The film dosimetry method gave
lower 3D gamma scores for all plans with introduced errors compared to the original clinical plan.
Only for the plan with 3 mm leaf position errors this was below 95%. The OCTAVIUS system gave a
higher 3D gamma score value for the plan with 1 mm leaf position error compared to the original
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Table 4-26: 2D plane-by-plane gamma scores from the pseudo-3D film method calculated by our 2D MATLAB code for the
original clinical VMAT plan of Patient no. 9 and three VMAT plans with introduced errors. 2D plane-by-plane gamma scores
from VeriSoft v. 8.0 based on OCTAVIUS 4D measurements are shown for the same planes for comparison. Differences in
gamma scores are calculated as error-induced minus original value in each plane. All comparisons are done against TPS.

2D gamma score [%]
EBT3 film pseudo-3D method OCTAVIUS 4D pseudo-3D method
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clinical plan. For the other two error-induced plans, the estimated 3D gamma score was lower than
for the original clinical plan but none of them was below 95%. It seems that the film dosimetry
method might be more sensitive to small errors in leaf positions, as expected, thanks to the better
spatial resolution of the method. Of course, more VMAT plans would have to be investigated to
confirm this assumption. The low-dose areas (problematic for the film method) are not actually taken
into account when calculating the 3D gamma score because these planes lie outside of the 3D cube
of used data. Because the 3 mm leaf position error and the 3% MU error are believed to be clinically
significant, as shown in chapter 3.3.5.2, it seems that a higher tolerance value must be used for the
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evaluation of 3D gamma scores in case of VMAT plans, both for the pseudo-3D film method and for
the pseudo-3D OCTAVIUS 4D method, with 3%/ 3 mm criteria.

Table 4-27: The overall pseudo-3D gamma score calculated with our 3D MATLAB code for Patient no. 9. Measured doses

with film or with the OCTAVIUS 4D system for the three error-induced plans are compared to TPS predicted values of the
error-free plan.

Pseudo-3D gamma score [%] | EBT3 film + MATLAB 3D code, OCTAVIUS 1500 detector
local normalization + OCTAVIUS 4D + VeriSoft v. 8.0

Original VMAT plan 99.1 99.5

1 mm leaf bank shift 97.6 100.0

3 mm leaf bank shift 89.7 96.9

3% MU error 98.3 99.2

Figure 4-23 to Figure 4-26 show the same numbers as Table 4-26 and they are meant to guide the
eye. Figure 4-23 shows the gamma score differences between the original clinical plan and the plans
with introduced errors for the film dosimetry method (2D plane-by-plane approach and 2D MATLAB
code). Figure 4-24 shows the same for the OCTAVIUS 4D method and plane-by-plane evaluation in
VeriSoft v. 8.0. Figure 4-25 shows the plan with 3 mm leaf position errors and comparison between
the film method and the OCTAVIUS 4D method (differences in gamma score between the error-free
and the error-induced plan). Figure 4-26 shows the same for the plan with 3% MU error. The plan
with 1 mm leaf position errors is not shown because there is practically no difference between the
error-free and error-induced plan for the OCTAVIUS system.

EBT3 film
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B 1mmerror 3 mm error m 3% MU error

Figure 4-23: Gamma score difference in each plane between the error-induced VMAT plans and the original VMAT plan of

Patient no. 9, calculated as error-induced minus original value, estimated with our 2D MATLAB code based on the pseudo-
3D film method.
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Figure 4-24: Gamma score difference in each plane between the error-induced VMAT plans and the original VMAT plan of

Patient no. 9, calculated as error-induced minus original value, estimated with VeriSoft v. 8.0 based on the pseudo-3D
OCTAVIUS 4D method.

3 mm error
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Figure 4-25: Gamma score difference for the error-induced VMAT plan with 3 mm leaf bank shift compared to the original

VMAT plan (calculated as error-induced minus original value in each plane) comparing the pseudo-3D film method and the
OCTAVIUS 4D pseudo-3D method.
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Figure 4-26: Gamma score difference for the error-induced VMAT plan with 3% MU error compared to the original VMAT
plan (calculated as error-induced minus original value in each plane) comparing the pseudo-3D film method and the
OCTAVIUS 4D pseudo-3D method.

Table 4-28: 2D plane-by-plane gamma scores from the pseudo-3D film method calculated by our 3D MATLAB code for the
original clinical VMAT plan of Patient no. 9 and three VMAT plans with introduced errors. Differences in gamma scores are
calculated as error-induced minus original value in each plane.
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Table 4-28 shows similar information as Table 4-26 for the pseudo-3D film dosimetry method, but
this time the numbers were calculated with the 3D MATLAB code, local normalization. (Local
normalization in this study means that each dose plane is normalized to its 75" percentile. Global
normalization means that all dose points in the 3D space are normalized to the 75" percentile of the
whole 3D matrix.) This table shows only those planes that lay in the 3D dose cube which was used to
calculate the pseudo-3D gamma score. Planes that lay on the edge of the PTV or beyond (planes 4 cm
away from the isocentre) were not taken into account here. Figure 4-27 shows the differences in 2D
gamma scores from Table 4-28 (from the 3D MATLAB code, calculated as error-induced value minus
original value) graphically to guide the eye.

EBT3 film 3D MATLAB code
10

° =1 B L. B A s B

-10

-20

Gamma score difference [%)]

-40

-50

2 3 4 7 Plane go. 9 12 13 14

B 1 mm leaf bank shift 3 mm leaf bank shift 3% MU error

Figure 4-27: Gamma score difference in each plane between the error-induced VMAT plans and the original VMAT plan of

Patient no. 9, calculated as error-induced minus original value, estimated with our 3D MATLAB code based on the pseudo-
3D film method.

Table 4-29 to Table 4-31 show gamma statistics for the error-induced plans compared to the error-
free original clinical plan. The differences in minimum gamma index, maximum gamma index and
mean gamma index were calculated as error-free plan value minus error-induced plan value, the
differences should normally be below zero. Positive values have already been explained in the text
(film dosimetry as implemeted in this work cannot be relied on for very low doses; there is some
known variability due to uncertainties in film dosimetry). Figure 4-28 shows the values of mean
gamma index differences form Table 4-29 to Table 4-31 graphically to guide the eye.
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Table 4-29: Minimum, maximum and mean gamma indices from 2D MATLAB code for the error-induced plan of Patient no. 9
(1 mm MLC leaf bank shift) and values from the original clinical plan for comparison. Differences were calculated as original
minus error-induced plan.

g- Original clinical plan Error-induced plan Difference

g

S_: Ymin Ymax Ymean Ymin Ymax Ymean Ymin Ymax Ymean
1 0.00 1.64 0.25 0.00 6.24 1.81 0.00 -4.60 -1.56
2 0.00 1.54 0.32 0.00 1.69 0.28 0.00 -0.14 0.04
3 0.00 1.48 0.31 0.00 1.30 0.35 0.00 0.18 -0.04
4 0.00 1.23 0.32 0.00 1.81 0.30 0.00 -0.59 0.03
5 0.00 7.43 2.55 0.00 494 1.25 0.00 2.50 1.30
6 0.00 1.59 0.33 0.00 2.40 0.34 0.00 -0.80 -0.01
7 0.00 1.29 0.29 0.00 2.71 0.48 0.00 -1.42 -0.19
8 0.00 1.50 0.39 0.00 3.42 0.37 0.00 -1.91 0.02
9 0.00 1.19 0.41 0.00 2.81 0.38 0.00 -1.62 0.03
10 0.00 2.25 0.37 0.00 2.90 0.58 0.00 -0.66 -0.22
11 0.00 2.49 0.34 0.00 3.94 0.73 0.00 -1.45 -0.39
12 0.00 0.91 0.25 0.00 3.06 0.38 0.00 -2.15 -0.13
13 0.00 1.28 0.43 0.00 2.24 0.43 0.00 -0.96 0.00
14 0.00 3.44 0.40 0.00 2.02 0.35 0.00 1.42 0.05
15 0.00 1.70 0.40 0.00 2.10 0.55 0.00 -0.40 -0.15

Table 4-30: Minimum, maximum and mean gamma indices from 2D MATLAB code for the error-induced plan of Patient no. 9
(3 mm MLC leaf bank shift) and values from the original clinical plan for comparison. Differences were calculated as original
minus error-induced plan.

8- Original clinical plan Error-induced plan Difference

e

£ Ymin Ymax Ymean Ymin Ymax Ymean Ymin Ymax Ymean
1 0.00 1.64 0.25 0.00 4.84 1.39 0.00 -3.20 | -1.14
2 0.00 1.54 0.32 0.00 2.20 0.37 0.00 -0.65 | -0.06
3 0.00 1.48 0.31 0.00 1.11 0.27 0.00 0.37 0.04
4 0.00 1.23 0.32 0.00 2.31 0.35 0.00 -1.08 | -0.03
5 0.00 7.43 2.55 0.00 3.69 1.29 0.00 3.74 1.27
6 0.00 1.59 0.33 0.00 3.94 0.47 0.00 -2.35| -0.15
7 0.00 1.29 0.29 0.00 3.00 0.36 0.00 -1.70 | -0.07
8 0.00 1.50 0.39 0.00 3.38 0.36 0.00 -1.87 0.04
9 0.00 1.19 0.41 0.00 9.88 2.66 0.00 -8.69 | -2.26
10 0.00 2.25 0.37 0.00 13.96 3.17 0.00 | -11.72| -2.80
11 0.00 2.49 0.34 0.00 4.66 0.72 0.00 -2.18 | -0.38
12 0.00 0.91 0.25 0.00 4.28 0.35 0.00 -3.37 | -0.10
13 0.00 1.28 0.43 0.00 4.18 0.39 0.00 -2.91 0.03
14 0.00 3.44 0.40 0.00 6.41 0.72 0.00 -2.97 | -0.32
15 0.00 1.70 0.40 0.00 4.37 0.53 0.00 -2.67 | -0.13
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Table 4-31: Minimum, maximum and mean gamma indices from 2D MATLAB code for the error-induced plan of Patient no. 9
(3% MU error) and values from the original clinical plan for comparison. Differences were calculated as original minus error-
induced plan.

g- Original clinical plan Error-induced plan Difference

e

£ Ymin Ymax Ymean Ymin Ymax Ymean Ymin Ymax Ymean
1 0.00 1.64 0.25 0.00 5.40 1.32 0.00 -3.76 -1.07
2 0.00 1.54 0.32 0.00 1.48 0.23 0.00 0.06 0.09
3 0.00 1.48 0.31 0.00 1.49 0.25 0.00 -0.01 0.06
4 0.00 1.23 0.32 0.00 1.63 0.27 0.00 -0.40 0.05
5 0.00 7.43 2.55 0.00 3.51 0.76 0.00 3.92 1.79
6 0.00 1.59 0.33 0.00 2.30 0.42 0.00 -0.71 -0.09
7 0.00 1.29 0.29 0.00 3.24 0.36 0.00 -1.95 -0.07
8 0.00 1.50 0.39 0.00 1.67 0.39 0.00 -0.17 0.00
9 0.00 1.19 0.41 0.00 2.44 0.35 0.00 -1.25 0.06
10 0.00 2.25 0.37 0.00 3.39 0.59 0.00 -1.14 | -0.22
11 0.00 2.49 0.34 0.00 3.76 0.67 0.00 -1.27 -0.33
12 0.00 0.91 0.25 0.00 2.32 0.20 0.00 -1.41 0.05
13 0.00 1.28 0.43 0.00 2.82 0.29 0.00 -1.54 0.14
14 0.00 3.44 0.40 0.00 2.95 0.44 0.00 0.49 -0.04
15 0.00 1.70 0.40 0.00 3.50 0.40 0.00 -1.80 0.00

EBT3 film MALTAB 2D code
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Figure 4-28: Difference in mean gamma index between the original clinical VMAT plan and the error-induced VMAT plans for
Patient no. 9 (original minus error-induced value in each plane) as calcualted with our 2D MATLAB code.

Figure 4-29 to Figure 4-31 show the distribution of gamma indices in selected planes for the three
types of introduced error in comparison to the gamma index distribution in the same plane in the
original clinical plan for illustration (as calculated with our 3D MATLAB code).
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Figure 4-29: Gamma histograms for plane no. 7 for the error-induced VMAT plan with 1 mm leaf bank shift (in blue) and for
the original clinical VMAT plan of Patient no. 9 (in orange) as calculated with our 3D MATLAB code.
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Figure 4-30: Gamma histograms for plane no. 14 for the error-induced VMAT plan with 3 mm leaf bank shift (in blue) and for
the original clinical VMAT plan of Patient no. 9 (in orange) as calculated with our 3D MATLAB code.

114



4500 . . x |

I T
[error-induced plan
a000f § [loriginal plan

3500

3000

No. of counts

0 0.2 0.4 0.6 0.8 1 1.2
Gamma index value

Figure 4-31: Gamma histograms for plane no. 3 for the error-induced VMAT plan with 3% MU error (in blue) and for the
original clinical VMAT plan of Patient no. 9 (in orange) as calculated with our 3D MATLAB code.

Additionally, Table 4-32 shows results for 2D plane-by-plane evaluation of the error-induced planes,
as well as for the original clinical plan, using 2%/2 mm criteria and the OCTAVIUS 4D pseudo-3D
method. Other parameters of gamma analysis were kept the same (threshold 10%, ROl was the
whole active area of the detector, normalization to the maximum dose in predicted distribution). For
the pseudo-3D film method, 2%/2 mm criteria would not give reliable results because the
uncertainty of relative dosimetry with film as established in this work is actually larger than the 2%
value (k = 2). Therefore, results are not shown. There is no clinically established tolerance value for
gamma score using 2%/2 mm criteria, but with the OCTAVIUS system, all planes were above 95% for
the original clinical plan. The 1 mm leaf bank shift showed almost no difference in gamma scores
(note that the 2 mm criterion is still larger than the introduced error), so this type of error would
remain undetected even with the 2%/2 mm criteria. The 3 mm leaf bank shift caused a large drop in
gamma scores compared to the original error-free plan in most planes. The 3% MU error also caused
a large drop in gamma scores in many of the tested planes. In this case, more planes would have to
be evaluated to reveal the error. These two types of error would thus be revealed with the OCTAVIUS
system and 2D plane-by-plane evaluation using 2%/2 mm criteria. Planes no. 1 and 5 that lay in the
low dose area beyond the edge of the PTV (transverse planes 4 cm away from the isocentre) had a
100% gamma scores in all cases except for the 3 mm leaf error and plane no. 1.

Table 4-33 shows the psuedo-3D gamma score obtained with the OCTAVIUS system and 2%/2 mm
criteria. Again, the 1 mm leaf bank error would not be revealed with the pseudo-3D gamma score,
while the other two types of error would be revealed in this case.
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Table 4-32: 2D plane-by-plane gamma scores obtained with the OCTAVIUS 4D pseudo-3D method with 2%/2mm criteria for
the original clinical VMAT plan of Patient no. 9 and for three error-induced plans. Differences in gamma score are calculated
as error-induced minus original value in each plane.

2D gamma score [%]
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Table 4-33: The overall pseudo-3D gamma score obtained with the OCTAVIUS system for the original clinical VMAT plan of
Patient no. 9 and for three error-induced plans with 2%/2 mm criteria.

Pseudo-3D gamma score [%] OCTAVIUS 1500 detector
2%/2mm criteria + OCTAVIUS 4D
Original VMAT plan 99.6

1 mm leaf bank shift 99.5

3 mm leaf bank shift 85.5

3% MU error 94.6
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4.2.5 Clinical example of IMRT commissioning with film

The film dosimetry data from this study for Patients no. 7 and 8 (the IMRT sliding window 18 MV
prostate plan and the IMRT sliding window 6 MV glioblastoma plan) were also used for clinical
commissioning of the IMRT technique after installation of two Varian TrueBeam accelerators in the
Thomayer Hospital in Prague. Compared to the previous linac (Siemens Artiste), the IMRT technique
was different (sliding window compared to step-and-shoot), the treatment planning system was
different (Eclipse compared to XiO, AAA algorithm compared to Superposition Convolution
algorithm), the record-and-verify system was different (ARIA compared to Mosaiq), the detectors
and software for patient-specific plan verification were different (PTW OCTAVIUS 1500 detector
compared to PTW Seven29, newer version of VeriSoft and also Varian Portal Dosimetry). The 6 MV
beam model was based on Golden Data provided by Varian while the 18 MV beam model was based
on measured data in the Thomayer Hospital because Varian does not provide data for this energy.
During commissioning, it turned out that the 6 MV beam model agreed almost perfectly with all
measured data but it was not the case with the 18 MV beam model, even though everything was
within tolerances. Moreover, while the OCTAVIUS 1500 detector with VeriSoft v. 8.0 showed almost
perfect agreement for field-by-field verification for all tested patients and plans (100% gamma score
with 3%/3 mm criteria and gamma score above 95% for 2%/2 mm criteria), the Portal Dosimetry tool
from Varian very often showed gamma score values lower than 95% or even 90% with the 3%/3 mm
criteria, worse results were seen for the 18 MV beam.

Table 4-35 shows results of field-by-field verification with the Portal Dosimetry tool and 3%/3 mm
criteria as well as 2%/2 mm criteria for Patient no. 7 (prostate treated with IMRT and 18 MV beam).
Table 4-34 shows field-by-field results obtained for the same plan with the OCTAVIUS system, also
applying 3%/3 mm and 2%/2mm criteria. The criteria of gamma analysis for Portal Dosimetry and for
the OCTAVIUS 1500 detector with VeriSoft v. 8.0 were the same where possible (normalization to the
maximum dose in predicted matrix, 10% threshold, evaluated ROl was the whole active area of the
detector — 27 x 27 cm for OCTAVIUS 1500 detector and 40 x 40 cm for EPID). The difference between
the OCTAVIUS-based verification and Portal Dosimetry-based verification is, among others, in the
algorithm that is used to recalculate the treatment plans in order to prepare a verification plan. In
the case of the OCTAVIUS 1500 detector, the plan is recalculated into the phantom geometry (in this
case an RW3 phantom and planar measurement with the detector in isocentre in reference depth)
with the same dose algorithm that is used to calculate the dose in patient (in this case the AAA
algorithm). In the case of Portal Dosimetry, the TPS uses the PDIP (Portal Dose Image Prediction)
algorithm that is configured independently of the AAA algorithm (and uses different input data, even
though it is partly based on the AAA beam model). Because there was no previously used verification
tool that could be relied on and all the verification equipment was commissioned together with the
new linacs, there was a need for an independent, previously established method. The pseudo-3D film
dosimetry method established in this work was used for this purpose.

Table 4-34: Field-by-field verification results for Patient no. 7 obtained with the OCTAVIUS 1500 detector in an RW3
phantom evaluated in VeriSoft v. 8.0.

Field no. 1 2 3 4 5 6 7
Gamma 3%/3 mm | 100 100 100 100 100 100 100
score [%] | 2%/2 mm | 100 100 96.2 98.7 95.5 97.1 100
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Table 4-35: Field-by-field verification results obtained with the Portal Dosimetry tool and the old PDIP model for Patient no.
7.

Field no. 1 2 3 4 5 6 7

Gamma 3%/3 mm 95.9 97.8 94.4 95.7 96.3 92.7 98.2
score [%] | 2%/2 mm 87.3 95.0 80.8 84.5 83.9 79.9 95.1
Maximum gamma index 2.73 3.50 2.69 2.35 2.46 3.73 2.88
(with 3%/3 mm criteria)
Mean gamma index 0.34 0.22 0.42 0.39 0.39 0.44 0.22
(with 3%/3 mm criteria)

Results from the pseudo-3D film dosimetry method shown in Table 4-7 in chapter 4.2.1 for Patients 7
and 8 were, at a first glance, similar to those previously seen with the film dosimetry method for
Siemens Artiste. This was confirmed by the statistical chi square test of independence. Two
categories of linacs were considered — Siemens Artiste (both the 6 MV and 18 MV beam) and Varian
TrueBeam (both the 6 MV and 18 MV beam but only IMRT technique). The other categorical variable
were the usual gamma score bins: gamma score < 90%, gamma score between 90% and 94%, gamma
score between 94% and 97% and gamma score > 97%. The null hypothesis was that gamma scores
obtained with the pseudo-3D dosimetry method for the IMRT technique are independent of the type
of accelerator. The contingency table is given in Table 4-36 and the p-value was 0.0821, so the null
hypothesis could not be rejected at a 5% significance level. Even though there is little data for the
Varian TrueBeam category and gamma scores between 90% and 97%, all the so-called expected
values were larger than 5. (Note that for both patients, the lower gamma scores in planes 4 cm
distant from the isocentre could be explained by the fact that these planes lay beyond the edge of
the PTV in area of very small dose, as already discussed.) It is, of course, important to investigate
each treatment case individually as well. This test gives just a general idea that there is probably no
reason to think that one linac (in our case the new TrueBeam) performs worse than the other.

Table 4-36: Contingency table with frequencies for the chi square test of independence comparing Siemens Artiste and
Varian TrueBeam IMRT patients.

Gamma score category Siemens Artiste Varian TrueBeam Row totals
(GS)
GS < 90% 30 13 43
90% <GS < 94% 18 2 20
94% < GS < 97% 23 4 27
GS>97% 19 11 30
Column totals 90 30 Grand total: 120

This result, supported by the excellent results of field-by-field verification with OCTAVUS 1500 and
VeriSoft v. 8.0, suggested that the beam model was probably correct and maybe the Portal
Dosimetry tool might not have predicted correct gamma scores. There might have been some issues
with the EPID aSi-1200 detector or the PDIP model might not have been configured optimally. It was
expected, also based on previous experience with Varian Portal Dosimetry, that the Portal Dosimetry
tool should give higher gamma scores than what can be seen in Table 4-35 for Patient no. 7 as an
example.
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The PDIP model was reconfigured with different data provided by Varian. The gamma scores
improved substantially. Table 4-37 shows field-by-field gamma scores for Patient no. 7 after
improvement of the PDIP model. Table 4-38 shows filed-by-field gamma scores for Patient no. 8 (the
glioblastoma case treated with IMRT and 6 MV beam) obtained with the Portal Dosimetry tool after
improvement of the PDIP model. (Before the improvement of the model, this patient was only
measured with the pseudo-3D film dosimetry method and with the OCTAVIUS 1500 detector in a
field-by-field manner. Evaluation of OCTAVIUS measurements in VeriSoft v. 8.0 gave 100% gamma
scores for all fields with 3%/3 mm criteria. There is no data available for this patient and the old PDIP
model).

Table 4-37: Field-by-field verification results obtained with the Portal Dosimetry tool and the new PDIP model for Patient no.
7.

Field no. 1 2 3 4 5 6 7

Gamma 3%/3 mm | 98.5 98.6 98.4 98.6 99.4 97.5 99.0
score [%] 2%/2 mm | 94.1 97.1 92.9 94.3 95.3 91.2 97.3
Maximum gamma index | 2.16 2.97 241 1.97 1.87 3.24 2.31
(with 3%/3 mm criteria)
Mean gamma index 0.25 0.19 0.29 0.27 0.26 0.30 0.19
(with 3%/3 mm criteria)

Table 4-38: Field-by-field verification results obtained with the Portal Dosimetry tool and the new PDIP model for Patient no.
8.

Field no. 1 2 3 4 5

Gamma 3%/3 mm 99.8 99.9 99.8 99.9 99.7
score [%] 2%/2 mm 95.8 98.8 99.2 99.0 98.6
Maximum gamma index | 2.04 2.15 1.76 1.06 1.51
(with 3%/3 mm criteria)
Mean gamma index 0.24 0.14 0.18 0.18 0.13
(with 3%/3 mm criteria)

4.2.6 Summary

The clinically used field-by-field IMRT dosimetry with PTW Seven29 as implemented at the Thomayer
Hospital for Siemens Artiste gives generally lower gamma scores than EBT3 film field-by-field
method. At the same time, gamma scores obtained with the PTW Seven29 array are less variable
than with film. In literature, works can be found that prove the opposite (gamma scores with film are
lower than with electronic devices) [106, 119]. Their results are perhaps obtained with sub-optimal
methodology for film dosimetry.

An important finding is that field-by-field verification gives higher gamma scores than if 2D planes in
different directions in the 3D space are evaluated when the global plan dose distribution is measured
in a pseudo-3D manner (Table 4-14). Measurements of the global plan dose distribution in only one
plane might also hide potential errors in accelerator performance and/or treatment planning
software (see e.g.Table 4-26) — this is in accordance with literature, e.g. [135].
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MLC positioning errors introduced into 3 fields of two clinical IMRT treatment plans (generated in XiO
for Siemens Artiste) were not revealed with field-by-field EBT3 film verification and 3%/3 mm criteria
for one of the two plans. However, pseudo-3D gamma score calculated with our MATLAB code and
local normalization (as defined above) would probably reveal the error. This finding is based on
insufficient amount of data, on the other hand, in clinical applications we need to decide adequately
for each single patient plan. For clinical plans without introduced erorrs, pseudo-3D gamma scores
with local normalization (as defined in this work) seem to give similar pass/fail information as the
clinically used field-by-field 2D gamma analysis method with the PTW array Seven29.

For a VMAT plan, the pseudo-3D film dosimetry method was able to detect 1 mm and 3 mm MLC leaf
positioning errors (X1 leaf bank shift in each control point in one of two arcs) as well as 3% MU error
(in each arc) with 3%/3 mm criteria and 95% tolerance level when more planes were evaluated. The
psuedo-3D gamma score alone would not detect the 1 mm positioning and 3% MU errors with 3%/3
mm criteria and 95% tolerance level. The 2%/2 mm criteria could not be applied using the film
dosimetry method as established in our work because the 2% criterion is below the uncertainty of
relative film dosimetry (k = 2).

The pseudo-3D OCTAVIUS 4D method did not detect the 1 mm positioning error at all. It did not
detect the 3% MU error with 3%/3 mm criteria and 95% tolernace level. It was able to detect the 3
mm MLC positioning error, when more planes were evaualted, with 3%/3 mm criteria and 95%
tolernace level. The pseudo-3D gamma score alone did not detect any of the errors with 3%/3 mm
and 95% tolerance level. The psuedo-3D gamma score from the OCTAVIUS system did detect the 3
mm positioning error and 3% MU error with 2%/2 mm criteria and 95% tolerance level. It also
detected these errors with the 2%/2 mm criteria and 95% tolerance when more planes were
evaluated in 2D (plane-by-plane).

Generally speaking, 2D gamma analysis (field-by-field or plane-by-plane) can give false positive
results (plan fails tolerance even though it should not) because it is likely to find a more suitable dose
point with 3D gamma analysis in 3D space. But this depends on the particular properties of measured
data. Field-by-field approach can give false negative results (plan passes tolerance even though it
should not) because it does not take into account potential errors comming from rotational plan
delivery or incorrect dose calculation of the TPS in 3D. On the other hand, field-by-field approach can
also give false positive results (plan fails tolerance even though it should pass) because small errors
can cancel out in the 3D space when the whole treatment plan is delivered, so they are not relevant
for the patient. Measurements in different directions in the 3D space (transverse, sagittal, coronal)
can give more information about the dose distribution and its agreement with predictions. Each
direction gives different information, actually. For example, the transverse plane is at all times
parallel to the beam and each transverse plane is associated with potential leaf positioning errors
coming from only one leaf pair. On the other hand, transverse plane is the one where patient CT data
are available with good precision in the TPS. Results might be affected by detector directional
dependence, the direction of MLC leaf travel and gantry rotation, as well as TPS algorithm for dose
calculation on CT data in the 3D grid.

From our findings and taking into account the above mentioned issues, it seems that it is more
appropriate to use a pseudo-3D method, at least when new complex techniques are introduced in
the clinic. Our pseudo-3D film method was used for example during commissioning of two TrueBeam
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linacs and dosimetric equipment for patient plan verification. The same conclusion is drawn in
several other works using different approaches, above all in a monography based on recent findings
[136]; this topic is very often addressed in literature. But the author of the dissertation has not found
a similar study in literature that would compare radiochromic film dosimetry in 2D and 3D, where
differences in gamma results are caused solely by considering the extra dimension (and not by
inherent dosimetric system differences). The overall pseudo-3D gamma score should not serve as the
routine pass/fail decision criterion for patient-specific verification, unless the gamma score threshold
for passing and the input criteria of gamma analysis are very carefully estabslished for a given
dosimetric system. It is recommended, based on our findings, to analyse individual 2D planes in the
3D space at least before appropriate action limits are established for IMRT verification in the clinic.
Field-by-field verification as the only applied method is not recommended. Gamma analysis is a
complex tool dependent on many input parameters and field-by-field verification with 2D gamma
analysis might not give the right answers.

Our work also points out several observations regarding gamma analysis specifically with
radiochromic film dosimetry. Relative gamma analysis applied to dose distributions measured with
film is sensitive to the selection of a specific dose normalization point, such as the maximum dose,
because noise remains on film even after smoothing. Normalization strategies should be explored
and the user should be aware of their significance when using film dosimetry for verification of IMRT
plans. Preferably, the normalization method should be to a percentile, such as the 75th percentile as
used in this work. If the 3D verification method as described in this work is implemented, dose
distributions that belong to one data set (for example transverse, sagittal and coronal dose planes for
one treatment plan) should always be measured in one session and with the same batch of films in
order to minimize uncertainties in the process. Film dosimetry as implemented in this work is not
appropriate for measuring planes in the out-of-field area, i.e. planes with doses below 0.5 Gy. The
film dosimetry method implemented in this work cannot be used with dose difference criterion
tighter than 3% because the relative uncertainty of relative dose estimation with film is 1.85% (k = 1)
for a dose of 2 Gy (and rises for lower doses).

4.3  Overall discussion
Detailed discussion of results, their meaning and comparison with literature was already done in
chapters 4.1 and 4.2. Chapter 4.3 aims at bringing all results together and explaining the novelty of
our work and contribution to the field of IMRT plan verification.

The strategy of our work was to find a dosimetric method that could be applied both in 2D and in 3D,
so that our results of 2D and 3D IMRT plan verification would directly be comparable to each other.
We also aimed at using equipment that is usually available at hospitals, so that any site could apply
our findings or start using our method in routine practice. The chosen method was therefore
radiochromic film dosimetry in a simple water equivalent slab phantom, because radiochromic film is
used for a number of applications [11-18].

The first step was to establish a methodology for film dosimetry that could easily be implementable
at our working site, would suit our experimental goals and at the same time would be simple enough
to apply in routine clinical practice. Under our particular experimental conditions and for 2 Gy on
film, we achieved an uncertainty of 1.85% (k = 1) for relative dose determination with EBT3
radiochromic film (without covariance terms that would further decrease the uncertainty). The
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relative uncertainty of absolute dose determination with film for a dose of 2 Gy was 2.28% (k = 1),
where a large contribution to this value was the uncertainty of absolute dose determination with an
ionization chamber (1.33% for k = 1). For relative gamma analysis, the uncertainty of relative dose
determination is relevant. This is well within uncertainties published elsewhere [25, 47, 104]. The
only drawback that would prevent our method from being used directly at hospitals is the fact that
films were processed in MATLAB. This software is not normally available at hospitals. On the other
hand, using MATLAB enabled automation of data evaluation which saved a lot of time. Similarly, this
could be performed in GNU Octave or Python, which are available to hospitals.

The second step was benchmarking our method against currently available and clincially used
method. In our experimental conditions, a rather older version of 2D inoization chamber array was
available (PTW Seven29) and in use for routine clinical IMRT verification for the Siemens Artiste linac.
Also a rather older version of VeriSoft (v. 3.1) was used, where the user cannot adjust many
parameters and therefore it is not very convenient for experimental purposes. From another point of
view, however, this is actually an advantage. Most published papers focus on newly released
dosimetric systems at the time. In older papers [105, 107], it was the PTW Seven29 and either
radiographic EDR2 film or radiochromic EBT2 film. Other recently published works [137, 138] focus
on OCTAVIUS 1500 or OCTAVIUS 1000 SRS detector from PTW compared to EBT3 radiochromic film.
Thus, our work brings quite unique results combining EBT3 film and PTW Seven29, which is still in use
at hospitals, while EBT2 or EDR2 film is not (or very rarely). Our results might be interesting for clinics
using the same combination of equipment and were published in our paper [139]. Moreover, our
finding is in contrast with previous published works [106, 108] on a similar topic. We proved that
radiochromic EBT3 film can be an excellent tool for IMRT verification, unlike the mentioned authors.
The PTW Seven29 array was replaced with the OCTAVIUS 1500 detector and a newer version of
VeriSoft (v. 8.0) at the Thomayer Hospital and the rotating cylindrical phantom OCTAVIUS became
available together with the Varian TrueBeam linacs.

The final step was to perform the actual 3D measurements and compare them to 2D results. This was
done for both clinical plans and error-induced plans. The question was whether 3D gamma analysis is
more appropriate than 2D gamma analysis, whether 3D global plan dose verification is needed
instead of 2D field-by-field verification to reveal relevant errors in IMRT clincial plans and also,
whether it is sufficient to measure just onle single plane in the 3D space when the whole treatment
plan is delivered to the dosimetric system. A number of previous works has been published on this
topic (cited throughout this study). But it needs to be pointed out that none of the previously
published works that the author is aware of made a direct comparison of 2D and 3D data. None of
the works used the very same measured data set for 2D and 3D evaluation and none of the works
used at the same time the same software code where all parameters are user-adjustable. This is not
possible with commercially available equipment. So this is a novelty of our work.

In comparison to previously made attempts of using radiochromic or radiographic film for pseudo-3D
verification of IMRT and VMAT techniques, as mentioned in chapter 2.3, the advantage of our
method is above all the type of phantom used. All of the works [17, 83-87] used a custom-made
cylindrical phantom with specific gaps designed for film placement, usually in a spiral manner. Our
method uses an IMRT cube phantom which is already available at most clinics. For the previous
attempts mentioned in literature, additional steps are sometimes required, such as Monte Carlo
simulation [84] or modification of the gamma analysis concept [85]. Some of the works are not even
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meant for 3D gamma evaluation [17] or cover a very small portion of the 3D space [83]. In case of
suspicious TPS dose calculation results in the 3D space, as shown in Figure 3-12, where calculated
dose profiles differ in a sagittal and in a transverse plane, our geometry of film placement into
the phantom can be more helpful compared to most of the previous works [17, 83-87] where film is
arranged in a spiral manner. Because treatment planning systems and their algorithms are more
often based on cartesian coordinates than on polar or any other type of coordinates. Incorrect TPS
dose calculation is thus one of the problems that could be revealed with our film method.

The answer to the above mentioned questions can be summarized as follows: Field-by-field
verificatin of IMRT treatment plans does not give the user enough information to accept or reject
the treatment plan (similar conclusion to [140] using MapCHECK by Sun Nuclear Corporation,
Melbourne, FL, USA). The whole plan should be measured in a 3D manner, i.e. several 2D planes in
several directions should be evaluated, additionally a 3D gamma evaluation can be performed
(similar conclusion to [141] using Presage and film). A simple tolerance limit for the 3D gamma score
value can be applied as a pass/fail criterion only when the level of the limit is chosen carefully and
inspection of individual planes in the 3D space is recommended. This is an ideal scenario, probably
not applicable in routine practice for all treatment plans. But the author believes that this should be
done at least when a new treatment technique or a new TPS algorithm is set up at the hospital.

Comparison of our results to literature is problematic in that a range of conclusions can be found,
from finding no correlation between 2D and 3D gamma analysis [8, 142], to finding some [9, 143] or
strong correlation [7, 144] or even rejecting clinical gamma analysis as a suitable method to predict
relevant dose errors [94, 140]. Conclusions usually depend on methods and equipment used. As
reported by Hussein et al. [144] in a recent review and in accordance with the demonstrations
presented here, there are many differences between the 2D and 3D gamma calculation. Therefore, it
is necessary to report a number of parameters when gamma analysis is addressed in published
literature and individual papers are not usually comparable. Pulliam et al. [95] have stressed out the
importance of having the same system for 2D and 3D comparisons because otherwise the
comparison is affected by the systems’ inherent properties. When using artificial data without
measurement (TPS and Monte Carlo calculated dose distributions), these authors conclude that 3D
gamma analysis always gives higher pass rates than 2D gamma analysis. But this is only natural, it is
the mathematical property of gamma analysis. In real world, there are usually measured data and
their format also affects the results of gamma analysis. Some authors, however, report the same
conclusions on measured data [141, 145].

Our pseudo-3D method was used at the Thomayer Hospital in Prague when IMRT step-and-shoot
technique was commissioned for Siemens Artiste, together with the PTW Seven29 for 2D
measurements. It was used again for benchmarking a new detector (PTW OCTAVIUS 1500) when it
was purchased for IMRT plan verification. It was also used when new TrueBeam linacs were
commissioned (capable of IMAT) and the OCTAVIUS 4D system was purchased. It proved to be a
useful benchmarking method in clinical practice. It was also used several times for individual plan
verification when some sort of problem occured with the commercial verification equipment in use.

Using the Siemens Artiste linear accelerator with a step-and-shoot IMRT mode together with
the treatment planning system XiO 4.80 makes this study one of the rare examples of this
experimental setup. Siemens Artiste was the last model of Siemens linear accelerators, released
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before the year 2010, and the number of these linac models in the world is relatively low, but they
are still in use (which can be declared by ongoing research — e.g. [146-148] and many more).
Therefore, the newer EBT3 film is rarely used for this type of linac in the literature. For example, film
dosimetry for IMRT techniques can be sensitive to inter-leaf leakage specific to linac models (small
non-zero doses on film). Siemens Artiste does not have jaws in the X direction, only MLC. Siemens
Artiste also has a specific behaviour during the first few monitor units, being very stable and
reproducible with its step-and-shoot IMRT technique. Siemens Artiste is capable of delivering even
0.1 MU. A part of segments that are delivered clinically within one treatment plan typically has less
than 2-3 MU.

In comparison with commercially available detection systems, our pseudo-3D method has
the advantage of very good in-plane resolution (0.35 mm compared to several milimeters for
the best electronic devices and comparable to the 0.34 mm resolution of the newly released portal
imager aSi-1200 by Varian) and no need of software algorithms for recalculation into 3D. Thus, it
does not require commissioning of the system in terms of beam data acquisition and it is not
dependent on particular algorithm (the implementation of which is not usually known to the end
user in full). Another advantage of our pseudo-3D method is that no additional (and costly) resources
need to be purchased by the hospital. The only extra cost is the film material. For hospitals, it might
be more convenient to buy another box of film for a relatively low cost several times per year than to
buy a very expensive equipment for which a tender must be held.

Regarding the workload, it is similar for our radiochromic film method and commercially available
solutions based on electronic detectors. All commercial solutions need some sort of commissioning,
while film dosimetry might be already an established method at the hospital. Electronic detectors
might require recalibration before each use, while radiochromic film can be calibrated once per
batch. On the other hand, commercial solutions require one delivery per treatment plan while our
pseudo-3D method requires three deliveries per treatment plan. Some extra time is needed for
scanning with the film method, but 15 planes can be scanned in 15-20 minutes. Data processing and
gamma analysis are automated. Even a large number of patient plans can be processed at once
(unlike in most types of commercial software), the time needed for 3D gamma analysis evaluation
depends on the particular hardware available. Optimizing the code in terms of computation time was
not the priority of our work. There is a relatively long time needed for film response stabilization
before scanning, up to 24 hours (in our case 72 hours — for practical reasons, because it was more
convenient to irradiate films on Friday and evaluate them on Monday). However, hospital personnel
is not involved in the process during this period. Compared to gel dosimetry, the film method is more
suitable and less time consuming for routine use in the clinic. Our pseudo-3D method might be
efficient in the following situations: establishing new treatment techniques, commissioning new
detection equipment, dosimetry audits and individual treatment plan verification in questionable
cases.

The drawback of our study is the low number of patients used. However, for each patient there was a
relatively big amount of data obtained, i.e. 135 2D planes and 58 fields available for comparison in
some evaluations. Due to the material and time at the linac available for our experiments, we chose
to look at the problem from different perspectives rather than to get a statistically significant amount
of data for all of the comparisons. Where possible, statistical evaluation was performed (when
individual fields or planes from the 3D space were taken into account, the amount of data was
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sufficient). But certain parts of the study, especially section 4.1, 4.2.3 and 4.2.4, would require more
data to confirm the conclusions. On the other hand, in patient-specific plan verification, each and
every individual plan matters because it is delivered to the patient.

An interesting paper reporting seven real-life examples of failure in clinical dosimetry of intensity
modulated beams has been published [68]. It shows different types of errors that occurred in
different types of linear accelerators and treatment planning systems that could not be properly
identified with routinely used modern detection and verification methods. Only a more in-depth
analysis with advanced methods, focused on the particular type of problem, could reveal what was
wrong. The seven cases included incorrect TPS settings for leaf-end modelling; failure to account for
the tongue and groove effect in the TPS; dose gradient errors in the TPS due to volume-averaged
dose profiles entered into the beam model; inherent dose gradient errors in the TPS algorithm (for
which the vendor was responsible) or TPS underestimation of dose for narrow MLC segments in a
complex VMAT plan. These errors led, for example, to a loss of target dose coverage of 5.5 % or to
local dose deviations of up to 31.5 %, which is already clinically significant. This paper points out the
need for accurate dosimetry and verification in the modern era of radiotherapy.

Gamma analysis, being dependent on so many aspects while hospitals use it to obtain a simple
pass/fail decision criterion, has been and will always be topical, regardless the number of
publications that are already available. This is supported by the cited publications from recent years
up to today (even for example [149] on EPID dosimetry). As Tomas Kron states in his recent review
[150], it is surprisingly difficult to assess if clinically relevant errors can be detected by gamma
analysis in various scenarios. There is always work to be done.
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5 Conclusions

We developed a pseudo-3D dosimetric method for verification of IMRT techniques that is based on
radiochromic EBT3 film and a water equivalent slab phantom. Data processing and gamma analysis
(2D and 3D) were performed in MATLAB. The advantages of our pseudo-3D method compared to
commercial solutions are: better in-plane resolution (0.35 mm compared to several mm for
electronic devices), water equivalence of film, no need of recalculation into 3D (the method is based
only on measured data in the 3D space), relatively low cost and automation of data processing
(alarge number of patient plans can be evaluated at once). The disadvantages of the method are:
3D dose distribution is obtained in 3 subsequent irradiations, extra time is needed for stabilization of
film response, the film method is not applicable to doses below 0.5 Gy. The method was used
clinically at the Thomayer Hospital for IMRT commissioning and commercial detector benchmarking
and proved to be a useful tool. It can be readily used at hospitals because radiochromic film and
water equivalent slab phantoms are usually available. The expected use of our method is:
commissionig of new techniques and detectors, dosimetry audits, patient-specific verification for
qguestionable cases.

Another big advantage of the method is the possibility to compare 2D and 3D evaluation directly on
the same measured data and with the same code (where all parameters are user-adjustable). This is
not possible with commercial electronic detectors, so comparison of 2D and 3D gamma analysis in
literature is affected by the inherent differences of the 2D and 3D systems.

Based on our pseudo-3D method, it seems that field-by-field verification of IMRT techniques does
not give enough information to approve or reject a treatment plan. This was proven by a statistical
test performed in chapter 4.2.2, which showed that field-by-field gamma scores were higher than
plane-by-plane gamma scores when the whole treatment plan was delivered at once with its original
gantry angles. This conlcusion is also based on comparison of field-by-field and pseudo-3D
verification for error-induced plans in chapter 4.2.3. One of the error-induced plans would be
delivered clinically if the desicion was based on field-by-field verification results only. Global plan
dose evaluation is thus recommended because of the interplay of individual fields’ errors.

Evaluation of only one 2D plane in the 3D space is not sufficient because none of the tested clinical or
error-induced plans passed the tolerance of a 90% (95%) gamma score in all of the measured planes,
as shown in chapters 3.3 and 4.2. Problematic TPS dose calculation might be revealed if 2D dose
distributions in different directions (transverse, sagittal, coronal) are checked at the same place in
the 3D space. Different plane directions are affected by different sources of error both during dose
calculation and plan delivery (patient CT data set, MLC leaf travel, gantry rotation, etc.).

A 3D gamma score value should not be used as a pass/fail decision criterion in routine clinical
practice unless tolerance limits are very carefully established for a given irradiation technique and
verification system. In chapter 4.2.4, the clinically relevant errors in the VMAT plan were not
revealed by the 3D gamma score value alone with clinically used criteria (3%/3 mm, gamma score >
95%) neither with the pseudo-3D film method, nor with the pseudo-3D OCTAVIUS 4D method.
Ideally, it is recommended to complement the 3D gamma score value with inspection of several 2D
planes in the 3D space, also in terms of gamma index distributions and absolute dose values, because
this can give the user additional valuable information. This is at least recommended for
commissioning of new irradiation techniques or treatment planning systems.
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Detailed guidelines for general clinical practice cannot be given because gamma analysis is
dependent on a large number of parameters including the particular system used (type of
accelerator, treatment planning system and hardware and software verification tools). However,
chapter 3.1 can serve as a practical guide for establishing film dosimetry in the clinic.

Our film dosimetry method is based on and optimized for EBT3 radiochromic film and EPSON
Perfection V700 Photo scanner. We use 16 dose points between 0 Gy and 5.5 Gy for calibration and a
4th order polynomial function to convert scanner values to dose values. We use only the red channel
because it turned out that the multichannel approach does not improve the results with our
particular scanner. We do not subtract blank film prior to irradiation because it turned out that this
does not improve the results either. The lateral response artifact and film-to-light distance have little
effect on the results obtained with our particular scanner. The uncertainty of absolute dose
determination with film according to our protocol is 2.28% (k = 1). The uncertainty is dose-dependent
and the reported value is valid for 2 Gy on film. The uncertainty for relative applications (for a dose of
2 Gy on film) is 1.85% (k = 1) and 3.70% (k = 2). Therefore, relative gamma analysis with 3%/3 mm
criteria can be performed but a 2% or 1% dose difference criterion cannot be used. Film dosimetry as
implemented in this work is not appropriate for measuring planes in the out-of-field area, i.e. planes
with doses below 0.5 Gy, because the uncertainty rises unacceptably for low doses. Noise remains on
film even after smoothing and normalization to maximum dose therefore should not be used when
performing relative gamma analysis with film data.

For Siemens Artiste and step-and-shoot IMRT field-by-field verification, our EBT3 film method gave
higher gamma scores than the clinically used method (PTW Seven29 and VeriSoft v. 3.1). This was
proven by a statistical test in chapter 4.2.2. For Varian TrueBeam and a clinical VMAT plan, the
pseudo-3D film method seemed to give similar results to the clinically used method (PTW OCTAVIUS
4D phantom, OCTAVIUS 1500 array and VeriSoft v. 3.1) but there was not enough data to confirm
this by a statistical test. For Varian TrueBeam and error-induced VMAT plans, the pseudo-3D film
method revealed all introduced errors with 3%/3 mm criteria and a gamma score limit of 95% if 2D
plane-by-plane evaluation was considered. The clinically used pseudo-3D method (PTW OCTAVIUS 4D
phantom, OCTAVIUS 1500 array and VeriSoft v. 3.1) only revealed the 3 mm leaf positioning error
with these criteria and 2D plane-by-plane approach. Lowering the criteria to 2%/2 mm helped to
reveal the 3% MU error but not the 1 mm leaf positioning error.
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Appendix

The following is a list of the most important MATLAB scripts, in alphabetical order, created in this
work for various tasks that have been described throughout the text and gives a brief description of
each script’s funcionality. It does not aim to be a software documentation or anything of that kind.

— subtracts blank film from irradiated film and saves the differencial image
— fits calibration curve to calibration dose points
— performs statistical chi square test of independence
— converts scanner values to dose values with an appropriate calibration curve

— finds cross sections of different 2D planes in the 3D space, draws profile plots and
quantifies differences

— processes input data (measured and predicted field dose in isocentric coronal
plane), performs 2D field-by-field gamma analysis, shows and saves results

— adds gaussian noise to film dose matrices and performs 2D gamma analysis
repeatedly to simulate propagation of uncertainties to gamma score

— processes input data (15 film palnes and 15 XiO predicted planes in
ASCII), builds 3D data cubes, performs 3D gamma analysis — global normalization, shows and
saves results (gamma index maps, gamma scores, gamma index images, dose plane images,
profile images, gamma histograms)

- processes input data (15 film palnes and 15 Eclipse predicted planes in
DICOM), builds 3D data cubes, performs 3D gamma analysis — global normalization, shows
and saves results (gamma index maps, gamma scores, gamma index images, dose plane
images, profile images, gamma histograms)

- processes input data (15 film palnes and 15 XiO predicted planes in
ASCll), builds 3D data cubes, performs 3D gamma analysis — local normalization, shows and
saves results (gamma index maps, gamma scores, gamma index images, dose plane images,
profile images, gamma histograms)

- processes input data (15 film palnes and 15 Eclipse predicted planes in
DICOM), builds 3D data cubes, performs 3D gamma analysis — local normalization, shows and
saves results (gamma index maps, gamma scores, gamma index images, dose plane images,
profile images, gamma histograms)

— function that is called for 2D gamma analysis

— function that is called for 3D gamma analysis
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— creates histograms from already saved data, optimizes graphical display and saves them as
images

— performs 2D gamma analysis on 10 consecutive scans of the same film taking the first
one as reference and saves results
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