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Abstract
Sequence assembly is one of the most common tasks
in bioinformatics. Its goal is to produce estimates of
the DNA sequence of an organism only by knowing
short substrings of this sequence. The sequence as-
sembly field is mature; therefore, it is possible to get
reasonable estimates quickly. However, the problem
itself is known to be NP-hard, and some instances are
not efficiently solvable; some are unsolvable at all.
This work presents several methods for capturing sim-
ilarities in sequencing data. We will avoid the diffi-
culties of sequence assembly in the problems of phy-
logeny and sequence alignment. Firstly, we avoid
the assembly step completely. Secondly, we assem-
ble only the easy parts. Finally, we merge those two
approaches into a single measure. We will provide
many theoretical insights into the proposed measure,
including a lower-bound view and the p-value, as well
as experimental evaluation.
Sequence similarity can be used as an input in many
machine-learning algorithms. In this thesis, we focus
on unsupervised learning and namely on hierarchical
clustering, which allows us to estimate evolutionary
trees.
Next, we apply similar ideas to the problem of anno-
tation of circular RNA with annotation terms, such
as, for example, gene ontology terms. Further, we
discuss the possibility of incorporating the RNA-Seq
data into the annotation problem and, thus, provide
further methods for learning on different sequencing
data.
Keywords: genomic sequences, read bags, sequence
assembly, sequence similarity, circular RNA, annota-
tion, Monge-Elkan distance, Levenshtein distance
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Abstrakt
Skládáńı sekvenćı je jeden z nejběžněǰśıch úkon̊u v
bioinformatice. Ćılem je źıskat odhady DNA sek-
vence organismu v situaci, kdy známe pouze krátké
podřetězce této sekvence. Obor skládáńı sekvenćı je
vyspělý, takže je možné źıskat rozumné odhady brzy.
Nicméně problém jako takový je NP-těžký a některé
jeho instance nelze řešit efektivně, některé jsou do-
konce neřešitelné.
Tato práce prezentuje několik metod pro zachyceńı
podobnost́ı v sekvenačńıch datech. Budeme se snažit
vyhnout problémům se skládáńı sekvenćı v kontextu
fylogenetiky a zarovnáváńı sekvenćı. Nejprve vy-
necháme skládáńı sekvenćı zcela. V druhém kroku
budeme skládat pouze jednoduché části sekvenćı a
nakonec tyto dvě motody spoj́ıme do jedné. Po-
skytneme teoretické náhledy do řešených problémů,
včetně dolńı meze, p-hodnoty a experimentálńı evalu-
ace.
Podobnost sekvenćı může být použita jako vstup v
mnoha algoritmech strojového učeńı. V této práci
se zaměř́ıme na nesupervizované učeńı, jmenovitě na
hierarchické shlukováńı, které umožňuje odhadnout
evolučńı stromy.
V konci práce aplikujeme podobné myšlenky na
problém anotace cirkulárńıch RNA termy, jako jsou
např́ıklad termy genových ontologíı. Dále budeme dis-
kutovat možnosti zapojeńı RNA-Seq dat do problému
anotace, což nám pak umožńı vytvořit daľśı metodu
pro učeńı na r̊uzných sekvenačńıch datech.
Kĺıčová slova: genomické sekvence, multimnožina
čteńı, skládáńı sekvenćı, podobnost sekvenćı,
cirkulárńı RNA, annotatace, Monge-Elkanova
vzdálenost, Levenshteinova vzdálenost
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cially my parents, Petr a Marie Ryšavých. I am very thankful for their
support and for having the possibility to think about ”what I can do
to improve my future” instead of ”what I need to do to improve my
future,” and for teaching me that there is no work that one should not
try doing himself. Very few things teach patience as much as situations
when one says for the tenth time that ”that darned pipe does not fit.” I
am also helpful for the support my girlfriend, Kačka, gave me. Thank
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Chapter

1 Introduction

In living organisms, the molecule that stores the cookbook for life is the deoxyribonucleic
acid, DNA in short. This molecule contains all information needed for cell replication,
development, and function. Any DNA molecule consists of three primary ingredients.
Deoxyribose and fosfate group form a chain on which nucleotides bound. The nucleotides
carry genetic information. There are four of them - adenine (A), cytosine (C), guanine
(G), and thymine (T).

Each DNA molecule consists of two complementary strands. The orientation of de-
oxyribose in the strand determines its orientation. We call the respective ends of the
strand 3’ end and 5’ end based on the bonds of the deoxyribose. The complementary
strands are oriented in reverse directions and are connected with peptide bonds between
the nucleotides. The nucleotides in both strands are not connected arbitrarily. Adenine
pairs with thymine, and cytosine has a peptide bond with guanine. Other combina-
tions are unlikely but not impossible [131]. A complete DNA structure is visualized in
Figure 1.1.

In 1869, Friedrich Miescher detected nucleotides for the first time [59]. He extracted
nuclein from leucocytes obtained from pus in bandages. Later, Miescher was able to pro-
duce nuclein in larger amounts and quality from salmon sperm. However, it took another
75 years to prove that DNA is responsible for the transmission of genetic information
[13]. A well-known discovery was made in 1953 when Watson and Crick published a
three-dimensional model of DNA double helix structure [302]. This discovery was later
rewarded with a Nobel prize.

Further research has shown that the DNA molecule is not used directly to synthesize
proteins. Instead, another molecule, the ribonucleic acid (or RNA), is used as a mes-
senger that carries the information stored in DNA to ribosomes where the proteins are
synthesized according to the order of nucleotides. The nucleotides are read by triplets,
known as codons, where each of the 64 possible triplets (called codons) codes one of the
21 amino-acids, a start codon, or a stop codon. The first step when a part of DNA,
called gene, is used as a template for RNA synthesis is called transcription, the riboso-
mal formation of proteins is called translation. This whole process is sometimes called
the central dogma of molecular biology [58].

The DNA can be understood as hardware that defines what can be synthesized in
a cell. Similarly to computers, the core of the cell capabilities is not the hardware but
the software, in the cell terminology called the gene expression. The DNA molecule is
structured and split into many genes, some coding for proteins. Not all proteins are
synthesized at every moment. Some proteins regulate the translation of genes. Other
regulation mechanisms include micro RNA (miRNA) silencing when a short miRNAs
marks a messenger RNA (mRNA) for degradation [34]. The miRNAs are, on the con-
trary, sponged [215] by a circular RNA (a product of mRNA splicing [80]).
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Figure 1.1: Structure of a DNA molecule. [By Madprime [CC0], via Wikimedia Com-
mons, https://commons.wikimedia.org/wiki/File:DNA_chemical_structure.svg]

1.1 Genome Sequencing

It became clear that knowledge and understanding of the DNA sequence may give the
human power to understand life, improve health care [74], and prevent some diseases
before they start to develop [262, 219]. Therefore, a great effort was put into the
development of sequencing. Frederick Sanger was the first one who was able to read the
genetic code indirectly. Sanger identified the insulin protein sequence in 1955 [250].

The first methods to directly sequence DNA were developed in the 1970s. In 1977,
Frederick Sanger developed a chain-terminating method [251]. During replication, a
modified dideoxynucleotide is inserted into DNA. This modified dideoxynucleotide pre-
vents DNA polymerase from replicating the sequence further. As a result, we obtain
a collection of sequences of different lengths terminated by a known symbol. Modi-
fications to the original Sanger’s method rely on fluorescent chain terminators. The
electrophoresis process then separates the sequences by length, allowing us to determine
the correspondence between nucleotides and positions in the sequence [114].

Sanger sequencing was the leading method between the 1980s and mid-2000s. Its
advantages include high accuracy and the ability to read sequences of lengths up to one
thousand nucleotides. For those reasons, it is still used in smaller projects and to validate
the results of newer methods. The higher cost per nucleotide, however, outweighs the
advantages.

A genome is usually much longer than the limited sequence length that can be read
by Sanger sequencing. Therefore, the idea of shotgun sequencing was proposed [274, 12].
Instead of reading the whole sequence at once, the DNA is broken randomly into small
pieces. After sequencing, we call those small pieces reads. To reconstruct the original
sequence, we have to clone DNA several times to provide some overlaps between reads.
The reconstruction process of the original sequence is called the assembly and was first
proposed in 1979 [274]. Due to the scale of the data, assembly needs to be done in
computers.

The shotgun sequencing idea persisted into newer methods called next-generation
sequencing (NGS) [107]. This group is characterized by shorter reads, a slightly higher
error rate than Sanger sequencing, and a much lower cost at the order of five magnitudes.
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A G G C T G G A

Figure 1.2: An illustration of shotgun sequencing. Long sequence AGGCTGGA
is represented by three reads AGGC, TGGA, and GCT. The original sequence is
reconstructed in silico.

The reads are sequenced in parallel, and most of the work is done in silico.
The first commercially successful system was Roche 454 [184]. This sequencer was

based on parallel pyrosequencing and was discontinued in 2013. The most popular
technology nowadays is owned by Illumina (formerly Solexa). The Illumina sequencers
are based on sequencing by synthesis (SBS).

The SBS methods rely on attaching known nucleotides to a single strand during the
synthesis of the second DNA strand by the DNA polymerase. In 454 sequencing, we
add only one nucleotide to the sample. The nucleotide is modified so that it emits light
when it bonds to the strand. Because we know which nucleotide is used in the current
cycle, we know which nucleotide was added to the strand. By repeating this procedure,
we can synthesize the second strand and, at the same time, detect all nucleotides. Ion
Torrent technology uses a similar single-nucleotide addition (SNA) approach; however,
instead of light emission, the changes in pH are measured.

Illumina’s approach belongs to the cyclic reversible termination CRT group of SBS
approaches. During the synthesis of the second strand, the nucleotides are marked and
modified so that no new nucleotide can attach to them. In each cycle, one nucleotide
hybridizes to the complementary base. Next, imagining is done with a laser. By this
procedure, the markers on the newly added nucleotides are read. The last step of the
cycle consists of the removal of the markers blocking further synthesis.

Sequencing by ligation approaches are competing to SBS. In each step, probes of
one or two nucleotides together with a degenerate bases anchor are added to the chain.
They hybridize to the strand that is read. Then the ligation and imagining steps follow.
After several cycles, we know nucleotides (or dinucleotides) with gaps of a known size
between them. Therefore, the anchors are removed, and a new cycle is started with
a different offset anchor. Sequencing by ligation includes SOLiD technology [291] and
Complete Genomics technology [75].

To make the in silico genome reconstruction possible, especially in the whole-genome
sequencing (WGS) projects, there is a need for longer reads. Therefore, the long-read
sequencing methods were proposed. Pacific Biosciences introduced a real-time long-
read sequencing that can read a cyclic molecule. This technology has a relatively high
error of 13 %, which can be decreased by reading a read several times. Oxford Nanopore
proposed a competing method [46, 81] where a single molecule is passed through a pore
in a protein molecule. By measuring the changes in the electric current flow, the machine
detects nucleotide k-mers as they flow through the pore.

Illumina’s response to the long-read sequencing was the synthetic long-read sequenc-
ing approach. The long reads are separated one from the other. A short barcode is
appended to the fragments when a long read is sheared into fragments. The classical
sequencing technologies then read short reads and group them by the barcode. As a
result, the long reads can be assembled in silico. The advantage comes from the fact that
no new equipment is needed, only chemicals that can append the barcodes. However,
the reconstruction in a computer cannot overcome some disadvantages of the classical
short-read approach. A brief overview of the sequencing technologies we mentioned is
in Table 1.1.

There are other methods that undergo active development in order to increase read
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length, decrease the time needed to provide results, and decrease costs. The nanopore
and PacBio methods are the first methods from the group called third-generation se-
quencing [255, 160]. Other methods exploit electric properties of DNA molecules [312],
spectrometry [79], electron microscopy [19], or extend the existing methods.

1.2 Gene Expression Analysis and Other Alternatives to the
Next-Generation Sequencing

Besides NGS, there are several other methods that either compete with or complement
NGS. The most relevant to us are DNA microarrays [283] and RNA sequencing (RNA-
seq) [300]. Both are used for the gene expression analysis. The gene expression analysis
aims to find out which genes are transcribed to RNA. This is usually done by counting
the quantities of RNA molecules in a biological sample. By knowing the counts of each
gene, it is possible to find out which genes are actively used in a cell to synthesize
proteins and which are suppressed. We call the active genes expressed. Reconstruction
of the original gene sequences from the RNA transcripts allows detection of mutations
[146], single nucleotide polymorphism [228], alternative gene splicing [142, 247, 174], and
others. It can be said that DNA encodes what is possible to happen in a cell and the
gene expression shows what really happens.

The DNA microarrays [283] consist of several thousand probes on a chip. The probes
are selected to cover a great variety of sequences typical for particular genes, mutations,
or other subsequences that we are interested in. If an RNA sample contains a sequence
that matches a probe, it hybridizes to the probe. The hybridization is connected with
a signal that can be measured automatically, for example, by the emission of light.

The RNA-seq [300] is related to the NGS methods. The RNA molecules are reverse
transcribed to DNA. Then the DNA is sequenced using the standard approaches. Fur-
ther, reads can be mapped to the genes to obtain expression levels. One of the typical
pipelines includes STAR [71] for read mapping, HTSeq-count [11] for abundance quan-
tification, and DeSeq2 [182] for differentially expressed genes identification. Nowadays,
the resolution of RNA sequencing is being improved up to single cells. With single-cell
RNA sequencing (scRNA-seq) [41], the current technology can read expression levels of
individual cells, which are then clustered in silico to increase the coverage.

Cytometry is an older alternative to the RNA-seq. In principle, we are interested in
the same question, i.e., which genes are expressed. However, the technology is entirely
different. Instead of broad transcript sequencing, we measure levels of proteins directly
in cytometry. The cells flow through a machine that is able to detect amounts for
approximately 20 selected proteins, producing a data matrix with tens to hundreds of
thousand or more rows, each with the expression profile of a cell. On such a matrix, data
reduction techniques are applied so that it is possible to identify different cell populations
in blood sample [4] and improve our understanding of diseases [47] or cancer [16, 6].

Besides DNA microarrays, there is another method for testing whether a sample
contains a pre-selected genetic sequence. The name of the method is polymerase chain
reaction (PCR in short) [203], and it became well known in the recent covid pandemics
[280]. By an iterative procedure, a sample with initial DNA sequence is amplified so
that the sequence is copied in large quantities. Next, the sample can be tested for
an infectious disease [292], cancerous mutations [23], or whether a potential parent is
a carrier of an inheritable disease [248]. The invention of PCR by Kary Mullis was
rewarded with a Nobel Prize in Chemistry in 1993. The main advantage of PCR is its
cost-efficiency and speed of the process. The cloning is often done in 30 to 40 cycles,
causing an exponential growth in the number of samples, which allows the results to
be available in just a few hours. The method also allows abundance quantification by
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counting the number of cycles needed for the test to show positive [32]. One disadvantage
is that the possibilities to detect multiple probes are not limitless [191].

There are many other related methods for studying cell processes. For example,
ChIP-Seq [217] is a method to measure how proteins interact with DNA, which in turn
influences gene expression. Similarly, CLIP-Seq [286] and RIP-Seq [135] are used to find
interactions between RNA and proteins.

1.3 Sequence Databases

There are huge amounts of sequencing data produced each day. Genome sequencing
is one of the sources producing most of the big data in the world [276]. The cost of
sequencing per base pair decreases faster than expected from Moore’s Law [117]. Many
researchers publish sequenced DNA data into public databases, where the amount of
data grows exponentially [48].

One of the most important sequence databases is the European Nucleotide Archive
(ENA) [166], which is operated by the European Molecular Biology Laboratory’s Eu-
ropean Bioinformatics Institute (EMBL-EBI) in the United Kingdom. The data can
be downloaded online from https://www.ebi.ac.uk/ena. The American counterpart
to the ENA archive is operated by the National Center for Biotechnology Information
(NCBI) [306]. The NCBI database is available on https://www.ncbi.nlm.nih.gov/.

Development of the NGS technologies is connected with the Human Genome Project
[159]. The project started in 1990 in the United States of America. The aim of the
project was to identify the whole sequence of the human genome. A first draft was
published in 2000, and almost the entire genome was published in 2003. The goal
was to sequence only the euchromatic regions of the genome that are lightly packed
parts of the chromosomes. The euchromatic regions are easily accessible by the RNA
polymerase. The remaining 8 % of the genome was not sequenced. Although the project
is finished, the human genome sequencing process continues to fill missing regions and
improve accuracy.

The knowledge of a consensus human genome cannot help in some applications,
including single nucleotide polymorphisms (SNPs) [279], variant calling [311], and others.
Therefore, a more ambitious project was proposed. The goal of the 1000 genomes project
[1] is to sequence more than one thousand individuals from different populations. The
goal is to provide some guidance on differences between human genomes based on ethnic
and geographic location. The authors of the project made the data available online on
http://www.internationalgenome.org/.

The Human Genome Project is the most remarkable of the sequencing projects
since it was the first one. Nevertheless, further, more ambitious projects, such as the
aforementioned 1000 genomes project, arise and will arise. The goal of the 100,000
genomes project [102] was to sequence patients in the British health care system with
emphasis on the medical history of the sequenced patients. The number of samples
to sequence was reached after five years in 2018. Concurrently, an even more broad
project, named Earth BioGenome [169], was started. Its goal is to sequence as many
living organisms DNA as possible to understand biodiversity better.

The DNA sequence databases are not the only sources that are available. For exam-
ple, protein data are available in the UniProt [284] database. For DNA data, the most
appropriate file format used is FASTA. For read data, the FASTQ format is used.

Not only the sequence in the database is important. Therefore, other databases
annotate the sequences, genes, and molecules with function. The most important are
ontology-based databases. An ontology is a directed acyclic graph that stores a hierarchy
of annotations from the most general to specific ones. For example, the genes are
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1.4. PHYLOGENETICS

annotated by the Gene Ontology database [56]; proteins are annotated by the Protein
Ontology database [206].

1.4 Phylogenetics
The knowledge of a DNA sequence may be helpful in many applications. For example,
many inheritable diseases are encoded in the genome, namely several cancer types [99].
A similar example is connected with the p53 gene, which acts as a tumor suppressor, and
contains a mutation in more than 50 % cancerous cells [232]. Therefore, the knowledge
and understanding of the genome may allow us to predict diseases even before the first
symptoms are visible [305].

Another popular application is the reconstruction of evolutionary trees. Many species
split in two during evolution due to the different environmental conditions influencing
the separated populations. If we pick several organisms, it may be helpful to draw a
hypothetical tree that shows the history of such events. Such a tree is called a phylo-
genetic tree. It is usually a rooted tree, where the root depicts a hypothetical common
ancestor of the species. The leaves of the tree belong to clustered organisms, and the
lengths of the edges represent time.

Traditionally, such trees were built manually by observing simple characteristics of
the organisms, such as the number of legs. However, the knowledge of DNA sequences
makes the task much more exact. From DNA sequences, it is possible to estimate
the time that has passed since the common ancestor of the organisms. If we apply a
hierarchical clustering algorithm on such distances, we get a tree called a dendrogram,
which in our case, serves as a phylogenetic tree. The standard approaches include the
neighbor-joining algorithm [249] and UPGMA [269].

One of the most famous applications of phylogenetic trees arose with the Ebola
virus outbreak in 2014. Due to the high mortality and a rapid outbreak in Africa, it
was not possible to sequence the DNA of the virus in the early stages of the epidemic.
Also, due to the rapid outbreak, it was not clear where the virus originated from.
Therefore, researchers sequenced 99 virus genomes and used an inferred phylogenetic
tree to discover that the outbreak was caused by a single transmission from a non-
human source to a human [104]. A similar application is mentioned with respect to the
Salmonella bacteria in [157].

Another famous example of the usage of sequencing in phylogeny is connected with
the panda bear. The panda is an animal visually similar to the bear. However, the panda
misses some essential features of bears. For example, the panda does not hibernate in
winter, similar to the raccoon. Biologists had disagreed on whether the panda is a
bear, a raccoon, or a separate species family for more than one hundred years. In 1985,
authors of paper [211] have shown by sequencing 500, 000bp of the genome that the
panda is, in fact, a bear and not a raccoon.

Other usages of phylogenetic trees include the study of the migration of human
tribes in the past [112] or forensic applications [263]. Phylogenetic studies were ir-
replaceable over the COVID-19 pandemics. A common source for media and other
researchers was based on the Gisaid initiative data [261] and provided on address
https://nextstrain.org/ncov/gisaid/global [113]. The provided data were used
to generate the phylogenetic tree in Figure 1.3.

1.5 Summary of Contributions
The main contribution of the thesis is a collection of methods that facilitate unsupervised
learning from NGS data. At the heart of the methodology are novel algorithms for

7 / 166

https://nextstrain.org/ncov/gisaid/global


Efficient genome similarity estimation for learning from sequencing data

Figure 1.3: A recent example of a phylogenetic tree built after the COVID-19
outbreak. The tree is used to study mutation, evolution, and spread of the virus.
The image was produced by the nextstrain tool [113].

efficient estimation of similarities between genomes from sequencing data formalized as
distance functions on sequences. The estimated distances are readily valuable in tasks
such as clustering and phylogenetic tree reconstruction. The main challenge in this
endeavor is to avoid the problems entailed by the traditional approach consisting of
de novo genome reconstruction and subsequent sequence alignment. We tackle this by
proposing a novel approach for calculating the distance directly from read data or contig
data if the latter is available. As a next logical step, we combine both read-level and
contig-level methods into a unified method. We will compare the proposed method with
the mentioned conventional approaches. The proposed method will be analyzed not
only experimentally, but some theoretical insights will also be provided; these include
the formal derivation of the p-value of the proposed distance and an algorithm for its
calculation using an original approach based on generating polynomials.

Towards the end of the study, we focus on similarity calculations in a different
context, particularly circular circRNAs. Here, the distances will be captured by the
circRNA — annotation term relationship. Later, we will show how to extend the an-
notations by incorporating sequencing data, which will, in this case, originate from the
RNA-seq. We provide a theoretical analysis in a fashion analogical to the first contri-
bution and adopt some of the core concepts of the latter, such as the p-value derivation
using generating polynomials.
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Chapter

2 Basic Concepts

We will study sequences that describe the DNA code. Therefore, we restrict ourselves
only to sequences1 over alphabet Σ = {A, C, G, T}. Each of the symbols in the alphabet
represents one of the possible nucleotides - adenine, cytosine, guanine, and thymine,
respectively. We consider only sequences with a finite, however unbounded, length, i.e.,
if A is a sequence, then

A ∈
∞⋃

i=1
Σi.

By |A|, we denote the length of sequence A. By Ai we denote the i-th character in
sequence A for i ∈ {1, 2, . . . , |A|}, i.e., A = A1A2 · · ·A|A|. By Aj

i , we will denote a
substring of A that starts at i-th position and ends at j-th position. Formally, Aj

i =
AiAi+1 · · ·Aj .

We have already mentioned that not all pairings between nucleotides on the com-
plementary strands are common — adenine bonds to thymine and cytosine bonds to
guanine. Therefore, we define the concept of complementary nucleotides.

Definition 2.1 (Complementary nucleotide) Let Σ = {A, C, G, T}. The comple-
ment of x ∈ Σ (denoted x) is:

A = T, C = G, G = C, T = A.

Having this pairing between nucleotides, we can define a complementary sequence.

Definition 2.2 (Complementary and reversed sequence) Let A = A1A2 · · ·A|A|
be a sequence over alphabet Σ = {A, C, G, T}. We define its complement as

A = A1A2 · · ·A|A|. (2.1)

Further, we define the reversed sequence as

A←− = A|A| · · ·A2A1. (2.2)

The combination of those two operations is the reversed complement, which is

A←− = A|A| · · ·A2A1. (2.3)
1In this work, we will use terms string and sequence for the same thing. The difference is only in the

context - term sequence originates from the bioinformatics field. In contrast, term string comes from
mathematics, automata, and related fields.
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2.1 Distance between Two Sequences

If we consider two sequences A and B, we may be interested in knowing their dis-
tance. For our purposes, we will use the Levenshtein distance [167] (sometimes called
the edit distance), which counts the minimum number of elementary operations needed
to transform one sequence to the other.

Definition 2.3 (Levenshtein distance) Let A and B be two sequences. Then the
Levenshtein distance of A and B (denoted dist(A, B)) is the minimum number of
single symbol edit operations insert, delete, and substitute needed to transform A to B.

The Levenshtein distance approximates well the evolutionary distance of two organ-
isms under the molecular clock hypothesis [329]. This hypothesis states that the rate
of evolutionary changes is constant over time and for different species. In other words,
the probability of mutation within a time unit is the same for all organisms studied in
an experiment. For smaller-scale sequences (i.e., viruses or single genes in eucaryota),
there are three common mutations in genes:

• insertions, when a new nucleotide is inserted into the sequence;

• deletions, when a single nucleotide is deleted from the sequence; and

• substitutions, when a single nucleotide is replaced with another one.

Those mutations are at a single point and correspond with the edit operations consid-
ered in the Levenshtein distance. Substitutions are more common than insertions and
deletions (together called indels) because some substitutions lead to the synthesis of
precisely the same protein, i.e., do not change the meaning of the genetic code. Even
if a substitution leads to a different amino acid, the protein may still keep its function.
On the contrary, an indel may shift the genetic code (which is based on triplets of nu-
cleotides, called codons). As a result, the indels are much less often viable. However,
[30] states that the indels are the mutations that cause most of the differences between
organisms, assuming they do not cause death.

For larger-scale genomes, we have to consider two additional edit operations:

• transpositions, when a long block of DNA moves from one position to another; and

• inversions, when a piece of DNA is replaced by its reversed complement, which is
taken from the complementary strand.

Insertions and deletions may arise not only at a single point but for longer blocks as
well.

The Levenshtein distance is a metric, i.e., it fulfills the properties stated in the
following definition.

Definition 2.4 (Metric) A metric on set S is function f : S × S 7→ R such that for
all x, y, z ∈ S holds:

1. f(x, y) ≥ 0 (non-negativity),

2. f(x, y) = f(y, x) (symmetry),

3. f(x, y) = 0⇔ x = y (identity condition),

4. f(x, z) ≤ f(x, y) + f(y, z) (triangle inequality).
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2.2. OTHER RELEVANT DISTANCE MEASURES

There are many alternatives to the Levenshtein distance. In computational biology,
costs for indels and substitutions are often different, and their values are proportional
to the probability of the corresponding changes to the genome [8]. In the model used
in Definition 2.3, we assume that the cost per one gap is the same regardless of the gap
length. Intuitively, we might say that there is some fixed cost for opening a gap, and
then the cost of making the gap longer is much smaller. This idea brings us to the affine
gap penalty [17], which can be calculated by a sum of the opening cost and a factor that
grows linearly with the gap length. We will discuss modifications to the Levenshtein
distance in Section 3.1.1.

A simple extension of the Levenshtein distance is the Damerau-Levenshtein distance
[61], where transpositions of two adjacent characters are allowed. Damerau stated that
those four edit operations correspond to more than 80 % of human spelling errors. If we
allow transpositions of longer substrings, we obtain the string block edit distance [181],
which better matches the similarity for longer genomes. Among the simpler distance
measures, we mention the Hamming distance [115], which allows only substitutions.

Often, we require a distance measure to be normalized to the [0, 1] interval. There
are several ways how to normalize the Levenshtein distance. The normalization should
be done so that the final measure is still a metric, as proposed in [193]. However, for
our purposes, we will mention only the post-normalized Levenshtein distance, which is
not a metric.

Definition 2.5 (Post-normalized Levenshtein distance) Let A and B be two se-
quences. The post-normalized Levenshtein distance of A and B is

dist(A, B) = dist(A, B)
max{|A|, |B|} . (2.4)

This normalization is based on the following proposition, which guarantees that
the resulting number is from the [0, 1] interval. In this case, the resulting measure is
not a metric. There are several ways to normalize the Levenshtein distance, so that
the metric properties are met, for example, in [193]. In that paper, the Levenshtein
distance is defined as a minimum of W (A, B)/L(A, B), where W (A, B) is the cost for
an alignment of A and B, and L(A, B) is the length of this alignment. Nevertheless,
this approach has a cubic runtime, making it inapplicable to our settings.

Proposition 2.6 (Upper bound on the Levenshtein distance) For any two se-
quences A and B holds that

dist(A, B) ≤ max{|A|, |B|}. (2.5)

Proof WLOG assume that |A| ≥ |B|. Then by |B| substitutions and |A|−|B| deletions,
we can transform A to B. Therefore, the distance has to be smaller or equal |B|+ |A|−
|B| = |A| = max{|A|, |B|}. Moreover, this bound is tight for |Σ| ≥ 2. We can pick the
sequences so that A = x|A| and B = y|B|, where x and y are two different symbols from
Σ. �

2.2 Other Relevant Distance Measures

In this section, we mention other distance measures related to the thesis. Namely, we
will mention the Monge-Elkan distance [200] and the q-gram distance [290].
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2.2.1 Monge-Elkan Similarity

The Monge-Elkan similarity [200] was proposed to be used in the field of databases to
search for duplicates. Imagine that we have a similarity function s, which compares
two strings. When humans enter non-atomic fields, two strings may represent the same
object. For example, ”John Doe“ and ”Doe, John“ are very likely to represent the same
person, which may not be reflected by measure s.

Therefore, both inputs are split into two sets, S1 and S2, with the space as a delimiter.
For each string in set S1, we find the most similar string in S2 and its similarity. The
Monge-Elkan similarity is defined as an average of those similarities over all strings of S1.

Definition 2.7 (Monge-Elkan similarity) Let S1, S2 be two sets on universum U
and s be a similarity measure on U , i.e., s : U × U 7→ R+

0 . The Monge-Elkan simi-
larity is defined as

MES(S1, S2) = 1
|S1|

∑

x∈S1

max
y∈S2

s(x, y). (2.6)

Should we need to calculate a distance using Formula (2.6), we need to replace similarity
measure s with a dissimilarity measure and maximum operator with minimum.

2.2.2 q-gram Distance

We will use the q-gram distance for faster calculations in an algorithm proposed in
Chapter 5. The q-gram distance was formalized in [290], where it was used for the
approximate string matching problem [207], where we look for approximate occurrences
of a pattern in a long text. The distance stems from the following definitions.

Definition 2.8 (q-gram) Let Σ be an alphabet. Then a q-gram is any string from Σq.

Definition 2.9 (q-gram profile) Let Σ be an alphabet, let A be a string over Σ, and
let q ∈ N. Let f be a bijection from all q-grams to the set {1, 2, . . . , |Σ|q} (i.e., f :
Σq 7→ {1, 2, . . . , |Σ|q}). Then the q-gram profile of A, Qq(A) ∈ (N0)|Σ|q , is a vector,
where for any q-gram a, f(a)-th field contains the number of occurrences of a in A as a
substring.

We assume that bijection f is fixed throughout the thesis. It is not important which
of the possible |Σ|q! bijections we choose, but it needs to be the same whenever the
q-gram distance is used.

Definition 2.10 (q-gram distance) Let A, B be two strings over alphabet Σ and let
q ∈ N. The q-gram distance is the Manhattan distance of the sequence’s q-gram
profiles, i.e.,

distq(A, B) = ∥Qq(A)−Qq(B)∥1. (2.7)

The term q-gram comes from the approximate string matching field [207]. However,
in bioinformatics, the term k-mer is often used, for example, in [316]. They both
have the same meaning; the difference comes from the fact that the fields developed
independently.

As stated in the following theorem, the q-gram distance is a lower bound on the
Levenshtein distance. Paper [278] shows that two sequences sharing a large number of
q-grams are likely to be close in the Levenshtein distance. The observation is largely
supported by the success of the BLAST algorithm [9], which uses high scoring q-grams
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as seeds for the alignment. The choice of q depends on the expected sequence length;
we follow recommendation of [207], where

q = log|Σ|(E(|A|)). (2.8)

The result in Formula (2.8) corresponds with the situation when each field in the q-gram
profile contains one on average. I.e., the length of the q-gram profile (|Σ|q) is equal to
the expected sequence length.

Because the read length varies from tens to hundreds of symbols, we choose q = 3
when working with reads.

Proposition 2.11 ([239]) For any two sequences A and B and q = 3, holds

dist(A, B) ≥ 1
6 distq(A, B). (2.9)

Proof ([239]) Theorem 2.11 can be proven through mathematical induction on the
Levenshtein distance between A and B. Suppose that dist(A, B) = d.

• If d = 0, then both dist(A, B) = distq(A, B) = 0 and the inequality holds.

• Now suppose the bound holds for any two sequences with distance at most d− 1.
There exists a sequence of d operations insert, delete, and replace that transforms
A into B. Denote B′ the result we obtain after applying the first d− 1 operations.
Then dist(A, B′) = dist(A, B) − 1. Consider the last operation and calculate the
maximal value of distq(A, B)− distq(A, B′).
In the case of insertion (or, vice versa, deletion), we obtain, in the worst case,
instead of q-grams abc,bcd, q-grams abX,bXc,Xcd (or vice versa). The q-gram
distance grows by at most 5. In the case of a mismatch, q-grams abX,bXc,Xcd
are replaced by q-grams abY ,bY c,Y cd. The q-gram distance grows at most by 6.
Therefore, distq(A, B)− distq(A, B′) ≤ 6. Making the induction step results in

dist(A, B) = 1 + dist(A, B′) ≥ 1 + 1
6 distq(A, B′)

≥ 1 + 1
6 (distq(A, B)− 6) = 1

6 distq(A, B).

The proof is then finished by the standard mathematical induction axiom. �

2.3 Sequences in Sequencing

As we mentioned in the introduction, the NGS methods are not able to read long
sequences. Instead, they read short substrings called reads. In this section, we define
the key terms that are connected with the process of sequencing and further genome
reconstruction.

Definition 2.12 (Read) Let A be a sequence and l ∈ N, such that

l≪ |A|. (2.10)

Read a is any approximate substring of A, A, A←− or A←− that has length l, where we allow
a small number of insertions, deletions, and substitutions. By RA, we denote the set
of all reads that can be obtained from sequence A.
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Throughout the text, we will assume that the length of reads is constant and the
same for all reads. We will denote this constant l and call it the read length. Not for
all sequencing technologies, the constant read length assumption is valid. However, the
most common technology provided by Illumina follows this pattern.

Many sequencing technologies read sequences from the 5′ end to the 3′ end of a
DNA strand.2 If the direction of strands is known to us, we can restrict the reads to be
substrings of A and A←− only.

In many technologies, a read is sequenced from the two opposite ends of a DNA
fragment. Those reads are called paired-end reads. During the wet lab work, only
fragments of an approximately known small length are filtered out. Then the fragments
are read from both ends. A common trick is based on sequencing fragments that are only
a few base pairs shorter than 2l. If we calculate the overlap of the two reads obtained
from the same fragment, we can join them into a single one, which is longer.

A sequencing machine does not read a single read but many of them. A collection
of reads will be called a read bag.
Definition 2.13 (Read bag) Read bag RA generated from sequence A is a multiset
of |RA| reads drawn from a probabilistic distribution on RA.

This definition of a read bag is too broad, so it matches the actual sequencing
procedure. In theory, we usually restrict the read bag by some additional constraints so
that the reads are easier to analyze.

• A common assumption is that the reads are drawn, i.i.d. from a distribution on
RA. This assumption is not strictly valid; for example, when enzymes break a
DNA molecule into fragments, one fragment likely starts where the other ends.

• The second usual assumption is that the reads are approximately uniformly dis-
tributed on the sequence. In the real world, the reads are not uniformly distributed,
and this assumption causes a bias due to the wet-lab work noise [233]. However,
many NGS algorithms work with this assumption, for example, to test for the
existence of long repeating blocks, called repeats, or to assess the quality of an
assembly [73, 190].

Besides the read length l, another critical term is connected with sequencing. The
per-base coverage (alternatively called the sequencing depth)3 for a particular base pair
is the number of reads that span over this base pair. For position i, we will denote
the per-base coverage c(i). However, usually, we are not interested in the coverage at a
single position but in the average coverage.
Definition 2.14 (Coverage) Assume that A is a sequence, RA a read bag, and l the
read length. Then coverage c is

c = |RA| · l
|A| . (2.11)

Under the uniformly i.i.d. generated reads assumption, the coverage is a random
variable, with the same expected value c for all base pairs except a few at the ends
of the sequence. For simplicity, we adopt the assumption that coverage c is the same
constant for all datasets in one experiment. The coverage is usually around 3 or 5 for
low-quality sequencing. However, coverage over 30 is usually required for high-quality
assemblies [267].

2This direction is not random; it is the direction in which the DNA polymerase synthesizes the second
strand over the process of DNA replication.

3The term coverage is often used with many different meanings. Besides the per-base coverage and
average coverage, it is sometimes used to quantify the percentage of a reference genome covered by
sequenced reads [267].
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2.4 Sequences in Assembly
The goal of assembly is to produce a putative sequence from the original reads. However,
this is usually impossible for the reasons explained later in Section 2.6. Therefore, the
sequence assembly is a multistep process. Following Occam’s razor, the assembly can
be formalized as a search for the shortest common superstring.

Definition 2.15 (Shortest common superstring problem) Let {S1, S2, . . . , Sn} be
a set of strings. Find the shortest string S, such that ∀i ∈ 1, 2, . . . , n : Si is a substring
of S.

The complication is that the shortest common superstring problem is known to be
NP-complete [185]. Because of the amounts of data and the fact that the reads are only
approximate, we have to use heuristic approaches for assembly. Moreover, the exact
assembly is often not possible. As a result, the assembly algorithms produce several
putative sequences, which are eventually subsequences of the actual DNA sequence.
Those output sequences are called contigs. They usually represent the parts that are
easily reconstructed from a read bag.

Definition 2.16 (Contig) The contigs are maximal, mutually non-intersecting se-
quences that are assembled from reads.

The contigs are only approximate substrings of the original sequence because they
may include some errors caused by the sequencing process. The assembly process is
another source of errors. The contigs should be non-intersecting in the meaning of
location in the original sequence. If two contigs intersect, a proper assembly algorithm
should be able to detect this as an overlap and join the contigs into a single sequence.

For completeness, we include the original definition of a contig, which was stated in
paper [275]:

A contig is a set of gel readings that are related to one another by overlap
of their sequences. All gel readings belong to one and only one contig, and
each contig contains at least one gel reading. The gel readings in a contig
can be summed to form a contiguous consensus sequence and the length of
this sequence is the length of the contig. [275]

It is usually unknown for any pair of contigs, whether they come from the same strand.
We also usually do not know their relative order and locations in the original sequence.
Conversely, the information about the fact that the contigs are oriented from the 5′ end
to the 3′ is preserved from the orientation of the reads.

Definition 2.17 (Contig set) A contig set of sequence A, denoted CA, is a set of
all contigs assembled by an assembly algorithm from read bag RA.

For whole-genome studies, more than the contig data is needed. Therefore, the
contigs have to be assembled into a single sequence. This is done via a process called
scaffolding. Using long-read data or mate-pairs, it is possible to build a scaffold, order
contigs, and identify gaps between them. So-called mate-pairs are a particular type of
paired-end reads that are separated by a gap of an approximately known length, usually
around 10 kbp. To sequence the mate-pairs, a different approach for sequencing has to
be used, as described in [132]. Once the scaffold is built, the process of gap filling is
used to fill as many blanks between the contigs with unmapped reads as possible. If the
mate-pair data (or the long read data) are available at the assembly time, the assembly
algorithms may do both assembly and scaffolding at once [221].
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sequencing

assembly

scaffolding

DNA

read bag

contig set

scaffolds

Figure 2.1: The types of strings that are connected with the sequencing and
de-novo assembly process.

So far, we have talked about the de novo assembly. This is the case when a completely
unknown genome is sequenced. However, in many cases, it is possible to reuse a genome
of a related species or even another individual of the same species. In this case, we talk
about the mapping assembly. We use a reference genome to order the reads [71]. From
the sequence similarity, it is possible to match the reads with a location in the reference
genome. From the counts of symbols at a particular position, it is possible to build
a consensus sequence by considering only the most common symbol at each position.
The mapping assembly is much easier than the de novo process. However, the reference
genome does not need to be known. Also, knowledge of a reference genome allows us to
do the sequencing with a smaller coverage, which allows us to save some costly wet lab
work. On the contrary, when used improperly, the reference sequence might introduce
a bias into the assembly process [42].

In Chapter 9, we will need to work with both read and contig data simultaneously.
As a shorthand, we define a tuple of the latter.

Definition 2.18 (Read tuple) Let A be a sequence, RA its read bag, and CA a contig
set assembled from RA by an assembly algorithm. We define a read tuple, or tuple for
short, as

TA = (RA, CA). (2.12)

If we write that a sequence is from TA, we automatically assume that it is either a read
from RA or a contig from CA.

2.5 Duality of Subsequence and Interval

All reads (and all contigs in an ideal situation) can be understood not only as subse-
quences of the DNA sequence but also as subintervals of the nucleotide indices. Through-
out the work, we will often work with some prefix-suffix overlaps of two contigs (or reads,
sometimes). However, in some cases, the overlapping subsequences will be from the same
sequence, and in some cases, they will be from different sequences. To ensure clarity
in the future, we need to distinguish those two cases. For this reason, we include the
following definitions.

Definition 2.19 (Prefix-set, suffix-set, subsequence-set) Let A be a sequence. We
denote

• the set of all prefixes of A as Pref(A),

• the set of all suffixes of A as Suff(A),

• the set of all subsequences of A as Subseq(A).
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Definition 2.20 (Possible overlap set) Let A and B be two sequences. We denote
the set of all possible overlaps of A and B as

Overlaps(A, B) = Suff(A)× Pref(B) ∪ Pref(A)× Suff(B)
∪ Subseq(A)× {B} ∪ {A} × Subseq(B). (2.13)

Definition 2.21 (Sequence overlap) Let A, B be two sequences. We say that A and
B overlap with respect to an algorithm if this algorithm predicts an element from set
Overlaps(A, B) to be a high similarity region of A and B.

Informally, the overlap is a calculated prefix-suffix (or substring) similarity of two
subsequences (of two possibly different sequences). If two sequences overlap, it means
that some of the nucleotides of one sequence are contained in the other sequence as
well. On the contrary, the intersection will be defined for two subsequences of the same
sequence. While overlap is inexact, the intersection is an exact match.

Definition 2.22 (Subsequence intersection) Let A = A1A2 · · ·A|A| be a sequence.
Let Aj

i = AiAi+1 · · ·Aj ∈ Subseq(A) and Al
k = AkAk+1 · · ·Al ∈ Subseq(A) be two

subsequences of A. We say that x and y intersect if one of the following holds

• i ≤ k and j ≥ k, or

• i > k and l ≥ i.

2.6 Problems Connected with Assembly
The process of de-novo assembly is often difficult or even impossible. There are several
sources of obstacles. There may be sequencing errors, the selection of reads from RA is
random, and many problems come from the complexity of the underlying data.

• During the sequencing process, some errors may be introduced. The sequencing
machines include in the FASTQ format a line that shows the expected error rate
at each position of the read. Because the fragments are located in clusters on a
chip, sometimes, two clusters merge. As a result, the sequencing machine gets
contradictory signals about the nucleotide present in each cluster [82].
Other errors come from the fact that the sequencing process is quite lengthy. As
there is a mixture of chemicals on the chip, the quality of data degrades with
time. For example, during the process of phasing, the blocker that prevents the
hybridization of multiple nucleotides at once might not be removed from some of
the fragments in the cluster. The respective fragment is then read one nucleotide
behind the rest of the cluster. Other types of errors can happen as well. As a
result, there is usually a lower error rate at the beginning of each read than at the
end [98].

• The randomness of read locations causes that, despite a high coverage, there may
be some parts of the genome that were not covered by any of the reads. The
uniform i.i.d. assumption is idealized and is not valid in the real world, as stated
in [233]. The enzymes may be unlikely to fragment the DNA molecule at some
positions [225]. In a better case, an assembly algorithm reports two contigs; in
a worse case, two non-intersecting contigs are connected due to a random prefix-
suffix overlap.
On the contrary, some of the simplest ways to check the assembly quality are
based on the coverage [73]. For example, when the estimated per-base coverage is
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approximately two times higher than elsewhere for a part of a contig, the assembly
algorithm might have used reads from a paralog gene. The paralogs, which are
duplicated genes in a single species, are not only important evolutionary but are
very useful in classifying organisms [154].

• Suppose that sequence A contains a repeated subsequence, called a repeat. If this
subsequence is longer than l and is repeated at least 3-times, then no assembly
algorithm has a guide to order the blocks between the repeats. As a result, multiple
contigs are usually generated. For random sequences, the repeats are extremely
unlikely; however, in real-world data, they are common, especially for plants [95].
Similarly, if there is a single-nucleotide subsequence longer than l, no assembly
algorithm can reliably identify its exact length.
Telomeres are a perfect example of a repeat that cannot be sequenced by the
shotgun sequencing method. Telomeres are protective caps at the ends of chromo-
somes long 5 to 15 kbp containing repeated TTAGGG. Each time the cell replicates,
the chromosome ends shorten. The telomeres, therefore, protect valuable genetic
information from being lost in the cell replication process. The shotgun sequencing
produces many similar reads, however, with only limited information about the
telomere length (and cell’s potential for future replications) [70].

2.7 Avoiding the Assembly Step?
In the following chapters, we will propose a way to use read data in unsupervised learn-
ing. Mainly, we will focus on phylogeny as one of the most popular applications of
unsupervised learning in bioinformatics. To do so, we will use read bags directly.

A typical property of distance-based algorithms such as the neighbor-joining algo-
rithm [249] or the UPGMA algorithm [269] is that they rely on a single input - the
distance matrix between the clustered objects. Therefore, a distance measure will be
developed as a crucial requirement for phylogeny. The idea is sketched in Figure 2.2.
Instead of calculating the estimates of the genomic sequences to estimate the distance,
we will estimate the distance directly from read bags. A theoretical discussion will follow
with a calculation of the p-value for the proposed distance measure. Later, we will show
that the proposed measure is connected to the evolutionary distance as a lower bound.
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⇒ ⇒

Figure 2.2: A common approach for phylogeny consists of a two-step procedure.
First, the read bags are assembled into long sequences, and then those sequences
are used for phylogeny. In this proposal, we either avoid the assembly at all or
assemble only the easy parts.
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Chapter

3 Related Work

In this chapter, we will first focus on the related work describing the sequence distance
calculations. Then, we will briefly describe the most common algorithms for inferring
phylogenetic trees. We will overview approaches for hierarchical clustering. As a next
step, we will mention the alignment-free approaches, out of which several apply to NGS
data, and therefore, they are trying to solve the same problem as our method. The
chapter is closed with an overview of current sequence assembly algorithms.

3.1 Sequence Distance

The most common approach for calculating the Levenshtein distance [167] defined in
Definition 2.3 is the Wagner-Fischer algorithm [296]. It is a simple dynamic program-
ming algorithm based on the recursive formula

dist(A, B) = min





dist(A|A|−1
1 , B) + 1,

dist(A, B
|B|−1
1 ) + 1,

dist(A|A|−1
1 , B

|B|−1
1 ) +

q
A|A| ̸= B|B|

y
,

(3.1)

where J�K represents 1 if the condition inside is true, 0 otherwise. The first case cor-
responds to a deletion of a symbol in A (or inversely, an insertion in B if we switch
the direction in which the operations are applied), the second case corresponds to an
insertion in A (a deletion in B), and the third case represents a substitution or a match.

A dynamic programming algorithm based on Formula (3.1) was invented multiple
times, and the list of inventors includes several names. In the context of the Levenshtein
distance calculation, the Wagner-Fischer algorithm [296] is usually referenced. However,
in the context of bioinformatics and sequence alignment, the algorithm is sometimes
called the Needleman-Wunsch algorithm [208]. In that case, Formula (3.1) is used in
a second pass to backtrack the alignment of the sequences. The algorithm then uses
information which of the cases considered in the min operator in (3.1) was used to
construct the alignment. The first case corresponds to a gap in sequence B, the second
to a gap in A, and the third to either a match or a mismatch.

There are several variants of the Wagner-Fischer algorithm. A formula similar to
(3.1) is used for calculating the local alignment using the Smith-Waterman algorithm
[268]. The only difference is that we do not enforce the whole sequence to be used in the
alignment, and therefore, we search for the most similar substring of both sequences.
This search is implemented by an additional 0 option in the set of the minimum operator
arguments in Formula (3.1).
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3.1.1 Substitution Matrix and Gap Penalty
The bioinformaticians often replace the uniform cost for substitutions, deletions, and
insertions with a scoring matrix [8] that provides different costs for different nucleotide
or amino-acid mutations. In the case of amino acids, the BLOSUM matrix [120] and the
PAM matrix [64] are commonly used. The BLOSUM matrix was designed to identify
conserved regions of divergent proteins; hence, it is appropriate for local alignment. The
PAM matrix, on the contrary, is used to calculate the similarity between related proteins
using the global alignment. Both matrices have different versions based on the expected
distance of the sequences compared.

For nucleotide substitutions, several models exist. Transitions (A-G and C-T substi-
tutions) and transversions (A-C and G-T substitutions) have different probability, and
those probabilities are reflected in the matrices. The models differ by the number of
free parameters and form a hierarchy. The most important substitution models include
the Tamura-Ney (TN93) model [281], the Kimura 2-parameter (K80) model [151], the
Jukes-Cantor (JC69) model [140] and the F81 model [89]. For this thesis, the most rel-
evant is the Jukes-Cantor model, which assumes that all substitutions are equiprobable
and that all basis have probability 1

4 .
Not only the substitution penalty might be changed, but we may also introduce

a different gap penalty. The biological motivation is that the long gaps are usually
more likely than several consecutive single-nucleotide gaps [7]. To account for this
phenomenon, we might introduce the affine gap penalty. For a gap of length g, the cost
is

(gap open penalty) + g · (gap extension openalty). (3.2)
As a result, we need more memory to calculate the alignment. Nevertheless, the asymp-
totic complexity remains unchanged. Instead of the affine function, we might introduce
any cost function, which, however, might affect the asymptotic complexity.

3.1.2 Sub-quadratic Approaches
The problem with the previous algorithms is that they require a quadratic amount
of work (i.e., O(|A||B|) for dist(A, B) calculation). Therefore, much effort was put
into the development of faster algorithms. The first group relies on a faster exact
calculation of the Levenshtein distance. We can mention the Ukkonen’s cutoff [287, 288].
The algorithm runs in O(dist(A, B) ·min(|A|, |B|)) time. The speedup is based on the
observation that not all fields in the dynamic programming table need to be calculated
in order to determine the Levenshtein distance. If we have some upper bound k on the
Levenshtein distance, we do not need to look further than on k-th diagonal from the
middle one. This restriction comes from the Levenshtein distance being monotonic along
each diagonal of the dynamic programming table. The approach of Ukkonen was further
improved by [22]. A competing approach was proposed by [194], where the runtime is
equal to O

(
|A| ·max

{
1, |B|

log |A|
})

, under the assumption that |A| ≥ |B|.
Besides the exact approaches, there are approximate methods for calculating the

similarity (or distance) of two sequences. The most important is the BLAST algorithm
[9]. This algorithm is used mainly for searching large databases. The algorithm finds
high-scoring subsequences (of length 3 in the case of amino acids and 11 in the case of
nucleotides). Those subsequences are found in the database using a fast index. The
alignment is expanded only locally around those matches using the classical dynamic
programming in the original version of the algorithm. Newer variants include optimiza-
tions. For example, two nearby hits can be required to initiate the alignment expansion
[10]. When the accuracy of the match starts to drop below a threshold, the algorithm
stops and reports the sequence.
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3.2 Embeddings for the Edit Distance
One of the ways to get below the quadratic runtime of the edit distance calculation is
a usage of an embedding. An embedding is a mapping that preserves some structure
of the data. In the case of the Levenshtein distance, we would like to map strings to
some other space (of strings, numbers, vectors, . . . ) so that the relative distance is
preserved. Ideally, the embedded strings are close under a distance measure if and only
if the original strings are close. The distance in the embedded space is supposed to be
easier to calculate than the distance in the original space.

Work [214] proposes to embed {0, 1}l to the ℓ1 space with distortion 2O
(√

log l log log l
)
.

This means that the distances are preserved up to the factor 2O
(√

log l log log l
)

and uniform
scaling.

Work [39] proposes a randomized embedding to the space of strings with the Ham-
ming distance [115]. The Hamming distance between the projections of A and B is in
O
(
(dist(A, B))2) with a high probability. The embedding, therefore, does not increase

the distance more than quadratically. The embedding from [39] can be calculated online,
and only local knowledge of the sequences A and B is needed. This streaming approach
was further extended by [318] on genomic data and similarity joins that we will present
in the next section.

3.3 Approximate String Matching

The work of Ukkonen [287, 288] has a strong connection to the field of approximate
string matching. A classic overview of the approximate string matching field is in [207].
The motivation for this field is the ability to fix typos in human writing. When a human
makes several typos in a word, a computer program may try to find the closest match in
a dictionary. Therefore, the goal is to find words that differ by at most k edit operations
under some metric. A good example of a metric is the Damerau-Levenshtein distance
[61], which we mentioned in Section 2.1. In this context, one often has to solve the
similarity join and the dictionary search problems.1

Definition 3.1 (Dictionary search) Let x be a string, S be a set of strings, k a fixed
threshold, and d a distance measure on strings. Find

{x′ ∈ S | d(x, x′) ≤ k}.

Definition 3.2 (Similarity join) Let S1, S2 be two sets of strings, k a fixed threshold,
and d a distance measure on strings. Find

{(x1, x2) ∈ S1 × S2 | d(x1, x2) ≤ k}. (3.3)

The evaluation of (3.3) is similar to the evaluation of the Monge-Elkan distance
in (2.6). The main difference is that we are interested only in the most similar string
instead of all that are closer than the threshold.

There are several ways to evaluate the similarity searches and joins more effectively
than using a näıve implementation. The approaches follow several directions, namely
automata (proposed by Ukkonen in [289]), the bit-parallelism approach (proposed in
the Ph.D. thesis of Baeza-Yates [14]), filtering (for example by q-grams [290]), and
modifications of the dynamic programming algorithms [307].

One of the most straightforward approaches to improve dictionary search is with a
trie. A trie [65] is a data structure that can store sets of strings by exploiting common

1Sometimes, an equivalent term similarity search is used.
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prefixes. It is efficient, especially for small alphabet Σ. Each node has up to |Σ| children,
each representing one single character prefix. Each leaf stores a string that starts with
characters that annotate the path from the root to the leaf. Because common prefixes
are represented by the same path, a trie forms a compact representation of a set of
strings. [243]

Paper [258] proposed a way to use PATRICIA trie [202], an even more compact
representation of trie, for dictionary search. Suppose that the query string is ATCA,
S = {AGCT, AGAA}, and assume the usage of the standard Wagner-Fischer [296] dy-
namic programming algorithm. Once the distance of ATCA and AGCT is calculated,
the algorithm moves to calculate the distance of ATCA and AGAA. However, strings
AGCT and AGAA share a common prefix — AG. The first three rows of the dynamic
programming table will be equal. Therefore, [258] proposes to build a trie on set S and
then traverse the trie in a way that avoids repeated work. Each time a leaf node of a
trie is reached, the algorithm backtracks only to the deepest node lying on a path to a
not-yet-explored string from set S. [243]

3.4 Clustering in Bioinformatics
There are several approaches to cluster reads to speed up the assembly process and other
related NGS algorithms. Paper [15] uses clustering of reads to remove redundancy in
data. This allows many NGS data analysis algorithms to run faster because it is possible
to replace clusters only by selected representatives. Paper [187] uses clustering of reads
in context of mapping reads to a reference genome. Paper [147] uses clustering to speed
up the assembly process. Having the clusters, the authors can align the reads effectively
and provide a de novo assembly. Paper [303] proposes an alignment-free measure of the
similarity between reads based on k-mer counting.

Commonly, clustering is used in bioinformatics for phylogeny. A hierarchical clus-
tering can be represented as a dendrogram representing an evolutionary tree, where
the length of an edge is proportional to the evolutionary distance. To calculate such
a tree, usually, the agglomerative approaches are used, mostly UPGMA [269] and the
neighbor-joining algorithm [249]. Another simple approach is WPGMA [269], which is
a weighted variant of UPGMA.

The agglomerative algorithms follow the same schema. First, there is one cluster
created for each clustered object, in our case for each organism. The distances between
the clusters are held in a distance matrix. As long as there is not a single cluster, two
clusters are merged under some criteria, and the distance matrix is recalculated to reflect
the new setting.

UPGMA and the neighbor-joining algorithm belong to the group of algorithms called
distance based. Those algorithms rely on a distance matrix. This matrix is traditionally
built from a multiple-sequence alignment, where we align all sequences at once. The
alignment can be calculated by a simple generalization of the Wagner-Fischer algorithm
in O(Ln), where L is the length of the sequences and n is the number of the sequences.
Other, more effective approaches exist, such as CLUSTALW [123] or STAR [111]. In the
simplest model, the evolutionary distance can be obtained from the multiple sequence
alignment by the Jukes-Cantor estimate [140] as

dist
JC

(A, B) = −3
4 ln

(
1− 4

3p

)
, (3.4)

where p is the number of mismatched nucleotides in the alignment of A and B divided
by the length of this alignment. Formula (3.4) is justified by the fact that for ran-
dom sequences and uniform nucleotide probability, one-quarter of nucleotides match.
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For similar sequences, the number of mismatched nucleotides is small compared to the
length of the alignment. Hence, p being small allows us to use the first-order Taylor
approximation as follows

dist
JC

(A, B) ≈ −3
4

(
−4

3p

)
= p. (3.5)

We see that value p can be used directly for similar sequences.
Another big group of phylogeny algorithms consists of parsimony-based approaches.

The main idea is to find a tree that best explains the observed sequences. Similarly to
the maximum likelihood approach and Occam’s razor principle, the tree is reconstructed
so that the minimum number of mutations had to occur during the evolution. This
procedure does not only give a phylogenetic tree but provides an estimate of the DNA
sequences of the extinct species. The Fitch algorithm [93] can be used to find labeling
(i.e., the sequences) for non-leaf nodes of a known tree under the assumption that the
cost of each mutation is the same. A weighted generalization is the Sankoff algorithm
[252] that uses dynamic programming to find labeling for non-uniform mutation costs.
The runtime of this algorithm is O(|Σ|nm), where n is the number of species to be
clustered, and m is the number of bases in the sequences. The more general problem
of finding the most parsimonious tree, i.e., when the tree structure is not known, is
NP-hard [63]. Exact methods are based on a branch and bound search [119]. However,
due to the complexity of the problem, they cannot be used for whole genome studies,
and heuristical approaches have to be used.

The last group of methods is based on maximum likelihood [90]. The Felsenstein
algorithm [90] is a method to calculate the likelihood of a tree that has labels in its
leaves. The algorithm is based on dynamic programming. The likelihood of a node is
calculated from the likelihood of the node’s children for all possible annotations of the
node. In this way, it is possible to compare dendrograms produced by several algorithms.
Also, the approach might be turned into an iterative procedure when a tree is calculated
using a multiple-sequence alignment. Then this tree is used to calculate an alternative
multiple sequence alignment [91]. Further, those two steps are iterated.

3.4.1 UPGMA Algorithm
The UPGMA algorithm [269] restricts the calculation to the ultrametric distance ma-
trices. An ultrametric tree is a rooted tree where all paths from the root to any leaf
have the same length. An ultrametric matrix is a matrix that can be obtained from
an ultrametric tree by summing the lengths of the edges connecting a pair of leaves.
As a result, we can find the distance to a common ancestor for any two leaf vertices
by halving their distance. Ultrametricity can be tested by the following theorem and
matches the real world under the molecular clock hypothesis assumption [329].

Theorem 3.3 (Ultrametric matrix) Symmetric matrix D is ultrametric if and only
if, for every three indices i, j, and k, the maximum of D(i, j), D(j, k), and D(i, k) is
not unique.

In UPGMA, the cluster distance is defined as the arithmetic average of all distances
between the objects in the clusters, i.e.,

D(Ci, Cj) = 1
|Ci||Cj |

∑

ci∈Ci,cj∈Cj

d(ci, cj),

where C� represents a cluster, D is a distance measure between the clusters, and d is the
distance between the clustered objects. It is possible to develop a recursive formula for
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updating the cluster distances

D(C(ij), Ck) = |Ci|D(Ci, Ck) + |Cj |D(Cj , Ck)
|Ci|+ |Cj |

,

where C(ij) is the cluster formed by merging clusters Ci and Cj . Ck denotes an arbitrary
cluster different from Ci and Cj . In each step of the algorithm, the two closest clusters
are merged.

3.4.2 Neighbor-joining Algorithm
The neighbor-joining algorithm [249] avoids the molecular clock hypothesis assumption.
The claim is that the evolutionary changes do not have the same speed on all branches
of the evolutionary tree. Therefore, it is only sometimes correct to merge the two closest
clusters. The neighbor-joining algorithm merges two clusters that are close to each other
and, at the same time, far away from the others. The cost of avoiding ultrametricity is
that the neighbor-joining algorithm produces only unrooted trees.

The neighbor-joining algorithm can optimally reconstruct a phylogenetic tree for
additive matrices.

Definition 3.4 (Additive matrix) Symmetric matrix D is additive if and only if
there exists a tree such that for any indices i, j, D(i, j) is equal to the sum of the lengths
of the edges connecting i and j.

The additivity of a matrix can be tested by the four-node condition [33]. This condition
is stronger than the triangle inequality, and it implies that the triangle inequality is true
but not vice versa.

Theorem 3.5 (Buneman, 1974, four-point condition) Symmetric matrix D is ad-
ditive if and only if, for every four indices i, j, k, and l, two sums of

D(i, j) + D(k, l), D(i, l) + D(j, k), D(i, k) + D(j, l)

are the same, and the other is smaller.

The neighbor-joining algorithm merges in each step two clusters Ci, Cj minimizing

D(Ci, Cj)− 1
n− 2

∑

Ck

(D(Ci, Ck) + D(Cj , Ck)) , (3.6)

where n is the number of clusters. The first part of the sum tells that clusters Ci and
Cj should be close to each other, and the second part says that Ci and Cj should be
far apart from the remaining clusters. Equation (3.6) guarantees that clusters Ci and
Cj share a common parent. By solving a simple set of equations for three leaves, it is
possible to calculate the update rule

D(C(ij), Ck) = 1
2 (D(Ci, Ck) + D(Cj , Ck)−D(Ci, Cj)) .

3.4.3 Notes on Clustering Algorithms
Both UPGMA and the neighbor-joining algorithm make assumptions about the under-
lying distance matrix. The problem is that for many common distances that follow the
metric properties, the conditions from Theorem 3.3 (or Theorem 3.5) are not met. This
issue would make those algorithms often unusable in praxis. Therefore, they are used
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anyway as a form of a heuristic, although they may produce counterintuitive results as,
for example, negative edge lengths. When a matrix is additive, the neighbor-joining
is, however, guaranteed to generate the optimal tree. Similarly, for the ultrametric
matrices, UPGMA is guaranteed to generate the optimal tree.

Regarding the neighbor-joining algorithm, we may be interested in finding a rooted
tree. A rooted tree allows some additional analyses which are not possible in unrooted
trees [87]. However, the actual root may be located on any edge of the tree. To remove
this uncertainty, a concept of an outgroup [87] is used. Researchers include in the
tree some organism which is not interesting to them and which is different from the
others. This organism is the one that has the highest evolutionary distance from all
other clustered organisms. Therefore, the root lies somewhere on the edge connecting
the outgroup with the rest of the tree. If an outgroup is not in the data, a good choice
for placing the root can be the longest edge connecting a leaf with the rest of the tree.

3.5 Alignment-free Measures
The community that proposed the alignment-free measures reasons that the traditional
methods for phylogeny based on the sequence alignment are slow. The alignment-
free measures usually avoid the alignment step by various statistics on the sequences
representing the clustered organisms.

As we will see in the following subsections, many alignment-free methods are ap-
plicable to raw read data because they rely mostly on k-mer counts, which can be
approximated from the read bags. A brief overview of the methods mentioned in this
section is in Table 3.1.

3.5.1 Statistical Measures
One of the first papers that proposed an alignment-free measure was [25]. The work
proposed the D2 statistic to compare the correlation between two sequences. The D2
statistic is a dot product of vectors containing the number of occurrences for all possible
k-mers. Using the notation from Section 2.2.2 we can write that

D2(A, B) = QT
k (A)Qk(B) = ⟨Qk(A), Qk(B)⟩. (3.7)

Further, a new statistic D2z was proposed by [143], and DS
2 and D∗

S were proposed by
[231]. D2z is motivated by the fact that the background models for DNA sequences for
various organisms may be different. Therefore, the D2 statistic should be normalized as
follows

D2z(A, B) = D2(A, B)− E(D2(A, B))
σ(D2(A, B)) , (3.8)

where σ denotes the standard deviation. To introduce the DS
2 statistic and the D∗

2 statis-
tic, we need to define a few symbols. Let count(a, A) denote the number of occurrences
of k-mer a in A. Let p(a) = ∏k

i=1 p(ai) denote the probability that the subsequence a is
observed by chance. Under the equiprobable nucleotides model (Jukes-Cantor, proposed
in [140]) this probability is equal to

(
1
4

)|a|
. Define

count:(a, A) = count(a, A)− (|A| − k + 1) · p(a).

In the formula, we see that the true count of k-mer a is decreased by the expected count
when it is observed by chance. Paper [231] then defines

DS
2 (A, B) =

∑

w∈Σk

count:(w, A) · count:(w, B)√
count:(w, A)2 + count:(w, B)2

. (3.9)
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Method Paper Assembled Read bags Main idea
D2 [25] X ✗ k-mer counts
D2z [143] X ✗ k-mer counts
DS

2 [231] X ✗ k-mer counts
D∗

2 [231] X ✗ k-mer counts
d2 [271] ✗ X k-mer counts
dS

2 [271] ✗ X k-mer counts
d∗

2 [271] ✗ X k-mer counts
CVTree, Hao [226] X ✗ k-mer counts
S2 [60] X ✗ k-mer counts
Under2 [53] X ✗ underlying patterns
Under2 [51] ✗ X underlying patterns
QCluster, Dq [54] ✗ X quality values
dq [55] ✗ X quality values

[26] X ✗ spaced k-mers
FSWM [165] X ✗ filtering, spaced k-mers
co-phylog [315] X X C-grams and O-grams

[285] X X compression-based distance
Mash [213] X X dimensionality reduction
NexABP [234] ✗ X anchors
Cnidaria [3] X X k-mer counts

[195] ✗ X k-mer counts
kWIP [204] X X inner product, hashing

[254] X X fuzzy integral similarity
[177] X ✗ conversion to images

andi [116] X ✗ small exact matches
Afann [282] ✗ X bias adjustment

[44] X X Bloom filters
[196] ✗ X Earth mover’s distance
[148] ✗ X Earth mover’s distance

Table 3.1: Selected alignment-free methods that can be used for genome com-
parison and their intended use.
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In praxis, the probability of each nucleotide is estimated by the relative counts of each nu-
cleotide in both sequences under the null hypothesis that both sequences were generated
i.i.d. from the same distribution. Denote this empirical probability as p̂(a) = ∏k

i=1 p̂(ai).
Then [231] defines

D∗
2(A, B) = 1√

(|A| − k + 1)(|B| − k + 1)
∑

w∈Σk

count:(w, A) · count:(w, B)
p̂(w) . (3.10)

The measures DS
2 and D∗

2 proposed in [231] were further studied in [298]. The authors
provided a detailed theoretical analysis of the measures.

The D2, DS
2 , and D∗

2 statistics are used for comparing long sequences. Work [270]
modify them so that they can be used for short read NGS data. This conference paper
was further extended in journal paper [271]. The main motivation is the fact that the
magnitudes of the original statistic depend on the sequence length, nucleotide frequen-
cies, and the number of reads. Therefore, the values are normalized to the unit interval.
The new statistics are defined as

d2 = 1
2

(
1− D2(A, B)
∥Qk(A)∥2∥Qk(B)∥2

)
,

dS
2 = 1

2


1− DS

2 (A, B)√∑
w∈Σk

count:(w,A)2√
count:(w,A)2+count:(w,B)2

√∑
w∈Σk

count:(w,B)2√
count:(w,A)2+count:(w,B)2


 ,

d∗
2 = 1

2


1− D∗

2(A, B)√∑
w∈Σk

count:(w,A)2

(|A|−k+1)p̂(w)

√∑
w∈Σk

count:(w,B)2

(|B|−k+1)p̂(w)


 .

(3.11)
In the formula above, we can approximate Qk(A) either from reads by ∑a∈RA

Qk(a)
or from contigs by∑α∈CA

Qk(α). This approximation is common for all other alignment-
free measures that can process raw read data.

Among the previously listed statistics, there have been several others developed.
Namely, we can mention the Hao statistic proposed in [226, 313, 227], which is applicable
to whole genomes. The method uses Markov models to eliminate random noise from the
original k-mer counts. As a result, the weight of the evolutionary changes in the model
is increased. Another measure based on a synergy of Markov models and k-mer counts
is S2, which was proposed in [60].

A review of other alignment-free measures can be found in [272]. This paper claims
that the provided measures were used several times in praxis. However, due to the
randomness of read bags, they are less powerful with read data than with whole genomes.
Other review papers include [27, 28, 327].

3.5.2 Work of Matteo Comin
Work [53] proposed measure Under2 based on a concept named the underlying subword.
The authors decided to filter out from the statistic words that are located in large non-
coding regions. Those regions tend to be highly repetitive and may skew the similarity
score. The paper shows that it is possible to define a distance measure on the irredundant
common subwords. Work [53] is based on [50].

Work [51] extends this approach to NGS data. After finding the underlying patterns
from read bags, the authors propose a measure Under2 and compare it with all d-type
statistics from (3.11). The measure performs better on most of the experimental data
allowing a better phylogenetic tree reconstruction. One of the main advantages is that
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the proposed method does not rely on a fixed pattern length which is commonly used
as it was in the case of k-mers. The proposed method is parameter-free. The method
was further described in [52].

Comin et al. proposed in [55] to modify the d-type statistics by using the quality
values we mentioned in Section 2.6. In FASTQ file format, the sequencing machines
provide estimates of the probability that the particular nucleotide was sequenced with an
error. Paper [55], therefore, proposes to use the quality values to weight each occurrence
of a k-mer. Each occurrence of k-mer a is weighted by the probability that it was
read without any error. Each occurrence of a word a is, therefore, counted as a real
number between 0 and 1, instead of 1. Following this idea, the d-type statistics are
replaced with the dq-type statistics defined similarly to (3.11). Work [55] was based on
conference paper [54], where the same authors modified just the D-type statistic to deal
with the quality values. The authors also make their source code available on http://
www.dei.unipd.it/˜ciompin/main/qcluster.html. We will use their implementation
for evaluation of the proposed method in Chapter 11.

3.5.3 Other Relevant Alignment-free Measures

Work [26] proposes using the spaced k-mers to estimate the distance. A spaced k-mer
contains besides k important symbols also some number of positions where we do not
care about the underlying nucleotide. Positions of don’t care characters are fixed and
predefined. Once the spaced k-mer counts are counted, the count vector is used similarly
to other alignment-free measures, i.e., as an input to a numeric distance. In the study,
the Jensen-Shannon distance [178] is used. The method is proposed only for whole
genomes, not for read data. The authors further developed their method, for example,
in works [125, 164].

Some of the authors of paper [26] continued with the development of this approach
and proposed the Filtered Spaced Word Matches (FSWM) [165] approach that improved
the previous work by filtering and allows fast phylogeny. Paper [165] was based on thesis
[163]. Paper [201] is the last work using the spaced words we can track.

Outside of the main track of the statistical measures designed for NGS reads stands
the co-phylog algorithm [315]. The authors modify the concept of k-mers by introducing
C-grams and O-grams, which can simulate a local alignment with only substitutions
considered. For each exact match (a C-gram), some inexact close O-grams are considered
and then used in the distance calculation. The algorithm can identify well outer branches
of the phylogenetic tree; however, it does not work well for distant organisms. The
algorithm can calculate the similarity of unassembled read data as well as the similarity
of contigs.

Work [285] proposes to use a compression-based distance measure. The idea is that
the NGS data contain redundancy. By removing this redundancy, it is possible to com-
press sequences into a smaller representation that can be used by the standard methods
to estimate the sequence similarity. The paper then shows that the compression-based
distances are consistent with the k-mer-based distances.

The Mash algorithm [213] relies on k-mer counting and MinHash dimensionality
reduction techniques to estimate the similarity of two read bags or whole genome se-
quences. Instead of full count vectors Qk(A), only vectors of counts of k-mer hashes are
used.

Authors of [234] modify their anchor-based measure from [293] to be applicable to
raw NGS data. Work [3] presents a tool based on k-mer counting that can be used
for comparing whole genomes or raw sequencing data. Work [195] proposed another
measure for inferring E. coli phylogenetic tree. Work [85] proposes an assembly-free
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and alignment-free method. The proposed method was designed for low-coverage data
from poorly known species.

Work [204] proposes a novel metric called the weighted inner product with k-mer
counts obtained from read data. The measure called kWIP is alignment-free and assembly-
free and can be used with success for calculating phylogenetic trees. Again, it is based
on an idea similar to Mash — the k-mers are hashed to produce a memory-efficient hash
vector. This vector, called sketch, is then used as input for a statistical measure.

Two papers [196, 148] use the Earth mover’s distance [168] to compare MiSeq data
[229] from viral outbreaks. The MiSeq data contain very short reads that make assembly
difficult. However, it is possible to capture many different populations of a rapidly
developing virus.

3.5.4 Strengths and Future of the Alignment-free Measures

This section is far from providing a complete overview of the alignment-free measures.
Query ”alignment-free genome comparison“ on Google Scholar returns more than 2000
scientific articles matching the query. The range of used papers includes many new
and recent ideas from Bloom filters [44], neural networks [282], finding small exact
matches [116], conversion to images and Fast Fourier transform [177], to fuzzy integral
similarity [254].

Also, alignment-free measures have made their way into many applications. Only in
2022, the alignment-free methods were used, for example, to study covid data [152], coral
organisms [180], bacteria plasmids [150], or endangered crocus variety [38]. The main
advantage of the alignment-free methods compared to the alignment-based methods is
their low sensitivity to events such as genome rearrangements. Genome rearrangements
cannot be captured by the standard nucleotide-to-nucleotide pairing as the order of
nucleotides changes dramatically [327]. Another advantage is that the alignment-free
methods are faster by order of magnitude than the alignment-based methods [327]. A
disadvantage is the apparent loss of information incurred by the breakage into k-mers.

In this section, we talked only about applications of the alignment-free measures to
phylogeny and genome comparison. However, it is worth mentioning the Salmon tool
[218], which belongs to the alignment-free approaches for abundance quantification in
RNA-seq data. The algorithm uses the k-mer counts of genes and read data. The read k-
mer counts are split onto genes sharing the same k-mers. The expectation-maximization
algorithm [67] is then used to calculate the proper split ratio. The mapped k-mers counts
are then used to quantify the abundances.

The author of this thesis recommends [327] as the best source to start with the
alignment-free measures together with a benchmarking review [328] in which the author
of the aforementioned review cooperated with many other authors of alignment-free
measures to provide a dataset and toolkit for benchmarking the measures on various
applications, including, among other, genome comparison of unassembled reads.

3.6 Discriminative Patterns

Works [295, 134, 133] try to solve the problem of finding the discriminative patterns in
metagenomic samples. This problem belongs to the supervised learning area. On input,
there are several positive examples and several negative examples. In an idealized case,
the output is the shortest string that contains all positive examples as a substring and
no negative example. This may not be possible, and also, in reality, we have read bags
instead of the actual sequences. Therefore, the goal is to assemble a string with the best
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discriminatory properties. This string should cover as much from the positive examples
and as little from the negative.

The proposed approach uses the PN-value criterion to measure the discriminative
qualities of a pattern. Once the initial seeds are identified, a local view on the overlap
graph is built in a lazy manner from the suffix-prefix overlap. Using a beam search, the
initial seeds are prolonged as long as the expansion leads to a higher objective function
value.

3.7 Assembly Algorithms

The sequence assembly process was mentioned in Section 2.4. In this section, we will
focus on the state-of-the-art algorithms that solve this problem. The algorithms can
be grouped into three groups: the greedy algorithms, the overlap layout consensus
algorithms (OLC), and the de Bruijn graph algorithms (DBG). A review of the assembly
methods can be found in [199].

The greedy algorithms start with a seed. In each iteration, this sequence is prolonged
by a read that shares the maximum overlap with the current sequence. Once the overlap
quality drops below a specified threshold, a contig is produced, and a new seed is found
among the remaining reads. The main advantage of the greedy approaches is their
simplicity. However, this is paid by the sub-optimality of the algorithm. The greedy
approaches were the first ones used for the assembly of NGS data. Examples of the
greedy algorithms are SSAKE [301], SHARCGS [72], VCAKE [136].

3.7.1 Overlap-Layout-Consensus

The overlap layout consensus approaches use an overlap graph for sequence assembly.
For each pair of reads, their overlap is identified. The assembly algorithms differ in
the way how the graph is constructed. Either only exact matches are considered, or
the possibility for sequencing errors is included. Some algorithms filter out the non-
perspective overlaps and avoid their calculation [110].

Each vertex in an overlap graph represents one read. The weighted edges connecting
the reads represent the quality of the prefix-suffix overlap. A possible assembly then
corresponds to a path in the overlap graph that goes through all reads. Because shorter
assemblies are preferred, we are interested in finding the shortest path. The shortest
path through all vertices reduces to the traveling salesman problem (TSP), which is a
well-established problem from the graph theory. The TSP problem is, however, known
to be NP-hard [185, 101]. Despite its complexity, the TSP problem is well known, and
many heuristic/approximate algorithms running in polynomial time were developed. We
can mention the O(n3) Christofides algorithm [43], which is guaranteed to find a path
that is longer by less than 50 % than the optimum. Therefore, the biggest source of the
computational complexity is usually connected with finding the prefix-suffix overlaps of
all reads.

Once the overlap graph is calculated and the longest path is identified, the putative
alignment of the reads to the unknown sequence is calculated. We call this second step
layout. The third step, called consensus, is used to identify each nucleotide from the
reads. Majority voting is used together with weighting by the quality data.

The advantages of the OLC approaches include a direct connection to the shortest
common superstring problem. On the opposite, computational inefficiency is a disad-
vantage. Common OLC assembly algorithms include Celera Assembler [205], Arachne
[18], CAP and PCAP [128], and Edena [122].
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3.7.2 De Bruijn Graph
The de Bruijn graph approaches rely on a modification of de Bruijn graphs. Each read is
split in k-mers. Those k-mers then form vertices of a graph. Two vertices are connected
by an oriented edge if and only if the respective two k-mers are consecutive in a read.
For example, the sequence ACTGCCA would be split into {ACT, CTG, TGC, GCC, CCA}
for k = 3. The graph then contains edges (ACT, CTG), (CTG, TGC), (TGC, GCC), and
(GCC, CCA). We can reconstruct the original sequence by following the path formed by
the aforementioned edges.

Finding a sequence in a de Bruijn graph reduces to finding an Eulerian path. This
problem can be easily solved in linear time by Hierholzer’s algorithm (described, for
example, in the textbook [141]). Therefore, the main advantage of the DBG approaches
is computational efficiency. There are, however, many problems that need to be solved.
First, due to the double-stranded nature of the DNA molecule, we cannot be sure
whether to include an edge between two k-mers or their reverse complements. Sequenc-
ing errors may introduce into graph new vertices and edges. Therefore, many heuristic
approaches were proposed to eliminate those false edges. In this case, not only the ex-
istence of an edge is important, but its multiplicity is used to simplify the graph. For
example, spurs are short dead-end paths leaving the main graph, which are connected
only by a single edge. The spurs are induced by sequencing errors near the ends of reads.
Similarly, an error near the middle of a read causes the creation of an alternative path,
called a bubble. Details of the error correction techniques might be found, for example,
in review paper [198].

Another problem that is connected with the DBG approaches is the sensitivity to
the setting of k. Small k might lead to a too-dense graph, and too large k leads to a
graph that is not connected. In the OLC approaches, the threshold for overlap is more
natural. Decomposition of reads into shorter k-mers also causes a loss of information.
Despite the disadvantages of the DBG approaches, the DBG algorithms can run faster
than the OLC approaches. The common DBG approaches are Velvet [316], ABySS [266],
AllPaths [35], SOAPdenovo [173], SPAdes [210], and Euler [222].
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Chapter

4 Distance Estimation and

Complexity

In this thesis, we restrict ourselves to the distance-based phylogeny methods. Their
common property is that to calculate the phylogenetic tree, we need to calculate only
the distance matrix. Therefore, the problem of inferring a phylogenetic trees reduces
to inferring the distance matrix between the clustered species. The idea is sketched in
Figure 5.1. As we will see in Chapter 13, the applicability of a distance measure is much
wider than only application to phylogeny, aka hierarchical clustering.

The problem does not provide any guarantees for an exact solution. We cannot be
sure that reads cover all spots on the original DNA sequence. In the opposite extreme,
the contigs can have even bigger sum of lengths than the length of the original sequence.
Therefore, an approximation of the Levenshtein distance is needed. In this chapter, we
will show that the problem is hard from the computational point of view. [240]

The shortest common superstring problem is often formalized differently from Defi-
nition 2.15. The problem might ask for existence of a superstring instead of finding it
while remaining its computational complexity with respect to the NP class [153] and
related classes of problems. The equivalence of optimization and decision is a more
general concept from algorithm theory and the reader might be referred to Chapter 8
of book [153]. To conclude, the alternate definition is as follows.
Definition 4.1 (Shortest common superstring problem) Given a set of strings
M = {S1, S2, . . . , Sn} and a positive integer K, is there a string S such that |S| ≤ K,
and for all i ∈ {1, 2, . . . , n}, Si is a substring of S.

To show the complexity of the problem solved in this thesis, we need to define the
problem more formally. In the following definition, we will ask for the distance of the
assembled sequences. As mentioned above, in an alternate definition, we might ask for
the distance value. The yes/no problem is, however, more practical for the purposes of
the following proofs.
Definition 4.2 (Partially-Assembled-Sequences Distance Problem (PASDP))
Let A and B two sequences, and TA, TB their reads with partially assembled contigs, and
let K be a non-negative integer. Let Ã (B̃, respectively) be the shortest superstring of
RA ∪ CA (RB ∪ CB, respectively). Decide whether dist(Ã, B̃) ≤ K. [240]

Theorem 4.3 The partially-assembled-sequences distance problem is NP-hard. [240]

Proof Let (M, K) be an instance of the shortest common superstring problem. We will
show that it reduces to the PASDP.

Let CA = CB = ∅. Let RA = M and RB = ∅. Then B̃ = ε and Ã is the shortest
superstring of M . As B̃ is empty, by the definition of the Levenshtein distance,

dist(Ã, B̃) = dist(Ã, ε) = |Ã| = |shortest superstring of M |. (4.1)
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The shortest superstring problem (M, K) has a solution if and only if dist(Ã, B̃) ≤ K.
Therefore, the shortest common superstring problem cannot be harder than the PASDP,
and as a result the PASDP is NP-hard. �

The fact that our problem is NP-hard does not mean that it is not solvable. However,
the complexity of the problem justifies the usage of heuristic approaches we will develop
in future chapters. Also, one might argue that estimating the distance is, intuitively, a
less complex problem than estimating the sequences. A small change in sequences, that
in biological world coincides with transposition of two large blocks of nucleotides might
lead to a drastic change in the distance of the assemblies. On the contrary, the heuristic
we provide will be influenced marginally.

From the algorithmic point of view, a proof of NP-completeness is usually connected
with a second proof to show that the problem is in class NP. For completeness, we
include this proof in the next paragraphs.

Proposition 4.4 The partially-assembled-sequences distance problem is in NP.

Proof The proof will be done by providing a certificate and a polynomial time verifier.
In our case, the certificate is tuple (Ã, B̃). In polynomial time, it is possible to verify
that all strings in RA∪CA (RB∪CB, respectively) are substrings of Ã (B̃, respectively).
The näıve implementation of this verification runs in

O


|Ã| ·


 ∑

a∈RA

|a|+
∑

α∈CA

|α|

+ |B̃| ·


 ∑

b∈RB

|b|+
∑

β∈CB

|β|



 . (4.2)

The complexity in (4.2) is quadratic with respect to the size of the input, as the shortest
substring cannot be longer than all sequences in the set on the input.

The verifier then needs to calculate dist(Ã, B̃), and compare it to K, which can be
done in quadratic time using dynamic programming [296] and Formula (3.1).

As there exists a polynomial time verifier for the certificate, the problem is in NP.
�

Corollary 4.5 The partially-assembled-sequences distance problem is NP-complete.

Proof The statement is a direct corollary of Theorem 4.3 and Proposition 4.4. �
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Chapter

5 Estimating Similarity

from Read Bags

In this chapter, we will present an approach that shows how to estimate the sequence
similarity from read bags. The contents will correspond to the work presented in paper
[237]. The text of this chapter will be mostly taken from its extended version [239].

For distance-based phylogeny methods, only a distance matrix between the clustered
objects is needed. Therefore, our goal is to propose a distance function Dist(RA, RB) that
approximates dist(A, B) for read bags RA and RB of arbitrary sequences A and B. We
also want Dist(RA, RB) to be more accurate and less complex to calculate than a natural
estimate dist(Ã, B̃) in which the arguments represent putative sequences reconstructed
from RA and RB using assembly algorithms described in Section 3.7. [239]

5.1 Distance Function Design

5.1.1 Base Case: Which Reads Belong Together [239]

A natural approach to instantiate Dist(RA, RB) is to exploit the |RA||RB| pairwise
Levenshtein distances between the reads in RA and RB. Most of those values are useless
because they match reads from entirely different parts of sequences A and B. Therefore,
we want to account only for those pairs which likely belong together.

If we seek a read from RB that matches read a ∈ RA, we make the assumption that
the most similar read in RB is the one that we look for (see Figure 5.2), i.e.,

arg min
b∈RB

dist(a, b).

To calculate the distance from RA to RB, we average over all reads from RA:

Dist
ME

(RA, RB) = 1
|RA|

∑

a∈RA

min
b∈RB

dist(a, b). (5.1)

This idea was presented in [200] for searching duplicates in database systems. The
method is known as the Monge-Elkan similarity (hence the ME label), which we alter
here into a distance measure.

In a practical setting, we do not know which DNA strand the reads come from. If
we match read a with read b, there are two possible matchings. If reads come from the
complementary strands, we need to calculate dist(a, b←−) besides dist(a, b). We consider
only the option that leads to a lower distance.

Based on the sequencing setting, we have up to four options for how to match reads
a and b. The options that need to be considered are a subset of dist(a, b), dist(a, b),
dist(a, b←−) and dist(a, b←−). Other options are redundant as, for example, dist(a, b) =
dist(a, b).
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⇒
0 5 9 9
5 0 10 10
9 10 0 9
9 10 9 0





 ⇒

Figure 5.1: A procedure for phylogeny without assembly. In order to reconstruct
the phylogenetic tree, we estimate the distance between the clustered objects di-
rectly from read bags. For this purpose, we estimate the Levenshtein distance
between the DNA sequences from read bags.

dist = 2dist = 1 dist = 1

A T C G C T G C A A

C T C C T C C A

Figure 5.2: We calculate read-read distances in order to find matching pairs of
reads. For each read from the first sequence, we find the least distant read in the
second sequence. We see an optimal alignment of ATCGCTGCAA and CTCCTCCA.
Read TCG is paired with TCC.

5.1.2 Symmetry [239]

DistME(RA, RB) is non-symmetric in general, which is undesirable given that the approx-
imated distance dist(A, B) is known to be symmetric. Therefore, we define a symmetric
version by averaging both directions

Dist
ME

(RA, RB) = 1
2

(
Dist
ME

(RA, RB) + Dist
ME

(RB, RA)
)

. (5.2)

5.1.3 Distance Scale [239]

Consider duplicating a non-empty string A into AA and assume RAA = RA∪RA. Typi-
cally, for a B similar to A, we expect that dist(AA, B) > dist(A, B) but the (symmetric)
Monge-Elkan distance will not change, i.e., DistMES(RAA, RB) = DistMES(RA, RB), in-
dicating a discrepancy that should be rectified.

In fact, DistMES has the constant upper bound l. The distance is the average (c.f.
(5.1) and (5.2)) of numbers no greater than l (see (2.5)). On the other hand, dist(A, B)
has a non-constant upper bound max{|A|, |B|} as by (2.5).

To bring DistMES(A, B) on the same scale as dist(A, B), we should, therefore, mul-
tiply it by the factor max{|A|, |B|}/l = max{|A|/l, |B|/l}. By (2.11), we have |A| =
l
c |RA|, yielding the factor max{|RA|/c, |RB|/c}, in which c is a constant divisor which
can be neglected in a distance function. Therefore, we modify the read distance into

Dist
MESS

(RA, RB) = max{|RA|, |RB|}Dist
MES

(RA, RB).
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dist = 0t = 1

A T C G C T G

A T C G C T G

Figure 5.3: Because reads locations in sequences are random, we do not want to
penalize small leading or trailing gaps.

5.1.4 Margin Gaps [239]

Consider the situation in Figure 9.3 showing two identical sequences each with one shown
read. The Levenshtein distance between the two reads is non-zero due to the one-symbol
trailing (leading, respectively) gap of the top (bottom) read caused only by the different
random positions of the reads rather than due to a mismatch between the sequences.
Thus, there is an intuitive reason to pardon margin gaps up to a certain size t

t <
l

2 (5.3)

when matching reads. Here, t should not be too large, as otherwise, the distance could
be nullified for pairs of long reads with small prefix-suffix overlaps, which would not
make sense.

To estimate an appropriate value for t, consider sequence A and its sampled read
bag RA. We now sample an additional read a of length l from A. Ideally, there should
be a zero-penalty match for a in RA as a was sampled from the same sequence as RA

was. This happens iff there is a read in RA sampled from the same position in RA as a,
or from a position shifted by up to t symbols to the left or right as then the induced gaps
are penalty-free. Since RA is a uniform-probability i.i.d. sample from A, the probability
that a particular read from RA starts at one of these 1 + 2t positions is1 1+2t

|A| . We
want to put an upper bound ε > 0 on the probability that this happens for none of the
|RA| = c

l |A| reads in RA:

p =
(

1− 1 + 2t

|A|

) |A|·c
l ≤ ε.

Consider the first-order Taylor approximation (1+x)n = 1+nx+ε′ where the difference
term ε′ > 0 decreases with decreasing |x|. Due to (5.3) and (2.10), 1+2t

|A| is small, and
we can apply the approximation on the above formula for p, yielding

p = 1− 2t + 1
|A|

|A| · c
l

+ ε′ = 1− (2t + 1)c

l
+ ε′ ≤ ε.

For simplicity, we choose ε = ε′. The smallest gap size t for which the inequality is
satisfied is obtained by solving 1− (2t + 1) c

l = 0, yielding

t = 1
2

(
l

c
− 1

)
. (5.4)

This choice of t matches intuition in that with larger read-length l, we can allow a larger
grace gap t, but with larger coverage c, t needs not be so large as there is a higher chance
of having a suitably positioned read in the read bag. Another way to look at Formula

1Strictly speaking, this reasoning is incorrect if read a is drawn from a place close to A’s margins,
more precisely, if it starts in fewer than t (t + l, respectively) symbols from A’s left (right) margin, as
then not all of the 2t shifts are possible. This is, however, negligible due to (2.10).
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sequence Aread a

read a1 read a2

> l/2c < l/2c

≈ l/c

Figure 5.4: An illustration to the reasoning in Section 5.1.4.

dist = 2
? dist = 0

A T C G C T G C A A

A G C A A

Figure 5.5: If the distance between a read and its closest counterpart is greater
than threshold θ, we assume that the read matches a gap in the sequence alignment.

(5.4) is to realize that reads in a read bag are approximately l
c positions from each

other. Consider matching read a to reads from RA. If there is read a1 ∈ RA requiring
a gap larger than l

2c to match a, then there will typically be another read a2 ∈ RA

requiring gap at most l
2c (see Figure 5.4). From (5.3) and (5.4) we see that this method

is applicable only when c > (1
l + 1)−1, which is a bit less than 1. However, the results

start to be nonzero for c > (1
l + 2)−1, which is a bit less than 0.5.

DistMESS equipped with the margin gap technique is denoted DistMESSG. The modi-
fication to the Levenshtein distance defined in this section will be denoted distrr.

Implementing the grace margin gaps in function DistMESSG requires only a small
change to the standard Wagner-Fischer algorithm [296]. When the algorithm is filling
the first or the last row and column of the table, margin gaps up to t symbols are not
penalized. Larger margin gaps are penalized in a way that satisfies the constraint that
the distance between string a and an empty string is |a|. In particular, the standard
linear gap penalty is replaced with a piecewise linear function that gives the cost of
margin gap at x-th position

g(x) =





0, if 0 ≤ x ≤ t− 1,

2 x−t+1
l+1−2t , if t− 1 < x ≤ l − t,

2, if l − t < x < l.

(5.5)

5.1.5 Missing Reads [239]

Sometimes there is no good match for read a in RB. During evolution, the substring that
contained a may have been inserted into A or may have vanished from B. Therefore, if

dist(a, b) ≥ θ

for some reads a and b, and threshold θ, we consider a and b to be dissimilar, and we
force their distance to be l. (See Figure 5.5.)

The threshold θ should be a linear factor of the maximal distance between two
sequences of length l, i.e., θ = θ′ · l. The value of θ′ should reflect the probability that
the read is in one sequence and not in the other. Because the actual probability is
hidden, it needs to be determined empirically.

The distance function equipped with the missing read detection as described gives
rise to the version denoted as DistMESSGM.
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5.2 Theoretical Analyses

5.2.1 Asymptotic Complexity [239]

Calculating dist(A, B) for sequences A and B requires Θ(|A||B|) operations if we use
the standard Wagner-Fischer dynamic programming algorithm [296]. This algorithm
also requires Θ(min(|A|, |B|)) memory as we are interested only in the distance and not
in the alignment. To calculate DistME, we need to know the distances between all pairs
of reads, so we have to evaluate (see (2.11)) c

l |A| cl |B| distances where each one requires
l2 operations. Therefore, c2|A||B| operations are required. For the symmetric version,
DistMES we make 2c2|A||B| operations, which can be reduced to c2|A||B| operations and
Θ(l + c

l (|A|+ |B|)) memory. Further modifications (MESS, MESSG, MESSGM) do not change
the asymptotic complexity.

Sampling, as will be described in Section 10.1 reduces runtime by c2 factor to
Θ(|A||B|), assuming that the final coverage is a small constant. Method MESSGq (see
Section 10.2) does not give any theoretical guarantee on the number of pairwise edit dis-
tances that need to be explored. However, assuming this number to be a small constant
yields the runtime of Θ(|RA||RB|+ l2(|RA|+ |RB)).

Constants c and l are determined by the sequencing technology, and the independent
complexity factors are |A| and |B|. To calculate the distance in the conventional way
as dist(Ã, B̃) requires reconstructing Ã and B̃ from the respective read bags through an
assembly algorithm. This is an NP-hard problem that becomes non-tractable for large
|A| and |B|, and which is avoided by our approach.

5.2.2 Metric Properties [239]

Distance DistMES as well as the subsequent versions are all symmetric and non-negative,
but none of the proposed versions satisfies the identity condition (dist(a, b) = 0 iff
a = b) nor the triangle inequality, despite being based on the Levenshtein distance dist,
which is a metric. For example, let RA = {ATC, ATC, GGG}, let RB = {ATA, GGG},
and let RC = {CTA, GGG}. Then DistMES(RA, RB) = 7

12 , and DistMES(RB, RC) = 1
2

but DistMES(RA, RC) = 14
12 > 7

12 + 1
2 . While this might lead to a counter-intuitive

behavior of the proposed distances in certain applications, the violated conditions are
not requirements assumed by clustering algorithms. See Section 3.4.3 for more details
about the behavior of hierarchical clustering algorithms when metric properties are not
met.

41 / 166



Efficient genome similarity estimation for learning from sequencing data

42 / 166



Chapter

6 Monge-Elkan Distance

p-value

In most bioinformatics tools, the p-value is the desired output for a statistical measure.
The DistMESG distance can be viewed as a measure of how two sequences are similar.
Knowing that the distance is, say, 10 means that the sequences are more similar than in
the case when the distance is 20. However, can we say that distance 10 means similar
sequences A and B? The p-value formalism allows us to get statistical insights on the
similarity of the sequences. We might look at all possible sequences A and B and say
for how many of them the distance was less than 10. This value is called the p-value
and tells us the probability of getting a more extreme value of the statistic (i.e., more
similar sequences) only by chance.

6.1 Null Distribution of the Levenshtein Distance

Calculation of the p-value in a closed-form for DistMESG is not known to us. Moreover,
to our best knowledge, the closed-form for the p-value of the simplest component of
the measure, the Levenshtein distance dist, has yet to be discovered today. The clos-
est reference we could find was a question on the StackExchange forum [109] with a
recommendation to use an empirically calculated null distribution of the Levenshtein
distance. In addition, a connection to a related Longest Common Subsequence prob-
lem [45] is mentioned with the fact that the null distribution in this problem follows
the Tracy-Widom distribution [186]. Therefore, we will assume that this distribution is
known (for example, calculated empirically) and use this knowledge to build an algo-
rithm that calculates the p-value for a distance value obtained by distance DistMESG in
Section 5.1.4.

If we use the Levenshtein distance, the null distribution is discrete with the domain
of {0, 1, . . . , l}. An example with read length l = 100 is in Figure 6.1. If we use the
modified Levenshtein distance distrr, real distance values are possible; however, their
number is still small and finite. Alternatively, discretization might be used. An example
with read length l = 100 is in Figure 6.2. Both Figures 6.1 and 6.2 were generated
under the assumption that the sequences are random, i.e., each of the nucleotides has
probability 1

4 on any position. This case corresponds to the Jukes-Cantor model [140].
A similar distribution can be calculated for any model that generates the sequences.
One can model the genomic sequences by a Markov model of the first order and get
the respective probability distributions. Alternatively, the null distribution might be
constructed from an extensive database of genomic sequences or real-world reads.
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Figure 6.1: The null distribution of the Levenshtein distance dist. The dis-
tribution was calculated empirically for 108 trials assuming random sequences of
length l = 100 generated by the Jukes-Cantor model [140]. Nevertheless, distances
smaller than 38 and bigger than 70 were never registered as their probability is
very low. The zero probabilities in the calculation could be dealt with using the
Laplace smoothing (explained, for example, in textbook [236] as add-one smooth-
ing).
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6.1. NULL DISTRIBUTION OF THE LEVENSHTEIN DISTANCE
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Figure 6.2: The null distribution of the modified Levenshtein distance distrr as
used in DistMESG (see Section 5.1.4). The distribution was calculated empirically
for 108 trials assuming random sequences of length l = 100 generated by the Jukes-
Cantor model [140]. The histogram was calculated with the box size equal to 0.1.
The distribution has a smaller mean than in the case of the Levenshtein distance,
as seen in Figure 6.1.
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6.2 Null Distribution of the Minimum Operation

Having the null distribution for the Levenshtein distance (dist, or alternatively its mod-
ification distrr), we can calculate the null distribution for minb∈RB

dist(a, b) for a single
fixed random read a. To do that, we need a rather strong assumption of independence
of all reads, which we know is not true. This is because the reads in RB come from
the same sequence. However, with the assumption that the read length is much smaller
than the sequence length, i.e., l≪ |B|, we can neglect the error caused by violating this
assumption.

Theorem 6.1 Let Ω be a finite, totally ordered set. Let p : Ω 7→ [0, 1] be a probability
distribution of a discrete random variable. Suppose that S is a bag of i.i.d. samples
taken from Ω with replacement. Then function q : Ω 7→ [0, 1] defined as

q(ω) =
|S|∑

i=1

(
|S|
i

)
· p(ω)i ·


 ∑

{ω′∈Ω|ω′>ω}
p(ω′)




|S|−i

(6.1)

represents the probability distribution of min S.1 [241]

Proof Suppose that min S = ω. Then at least one element in S equals ω. Denote i
the number of elements in Ω equal to ω. There are

(|S|
i

)
possible choices to select those

and each of the minimums has probability p(ω). The remaining elements in S have to
be bigger than ω, termed in the right multiplicand. The overall result is obtained by
summing over all possible values of i. �

Corollary 6.2 Suppose that the distance calculations of dist(a, b) are random, i.i.d. for
fixed a. Then

P

(
min
b∈RB

dist(a, b) = d

)
=

|RB |∑

i=1

(
|RB|

i

)
·P (dist(a, b) = d)i ·P (dist(a, b) > d)|RB |−i. (6.2)

Example 1 Suppose that l = 2 and the null distribution of dist is P (dist = 0) = 1
8 ,

P (dist = 1) = 5
8 , and P (dist = 2) = 2

8 . Suppose that |RB| = 3. For d = 0, Formula
(6.2) evaluates to

3 · 1
8

7
8

7
8 + 3 · 1

8
1
8

7
8 + 1

8
1
8

1
8 = 169

512 .

The first addend represents a situation when 0 is considered only a single time in the
evaluation of min, the second when 0 is considered twice, and the third one when all
distances in the min evaluation are equal to 0. Similarly, in the case of d = 1, we obtain
335
512 , and 8

512 when d = 2.

We have to be careful when applying Corollary 6.2. The distribution of the distance
is calculated for fixed a. Consider the situation when universe U = {0, 0.1, 0.2, . . . , 1.0}
and the distance metric is the absolute difference between two numbers. Then the null
distribution looks different when a = 0.5 and a = 0. In the first case, the maximum
distance is 0.5, and in the second case, 1.0. However, if we align the points on a
circle so that the coordinates go from 0.0 to 1.0, i.e., that the distance is defined as
min{|a− b|, 1−|a− b|}, then the null distribution of the distance looks the same for any
a, and all we need is to have i.i.d. uniformly selected elements in RB. Another example

1Should the last term of the multiplication be in the form of 00, then this value is considered 1.
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Figure 6.3: The null distribution of the minimum of the Levenshtein distance
over read bags of size of 1,000. The underlying distribution of the Levenshtein
distance is the same as in Figure 6.1. The distribution is not as symmetric as the
original one - the smaller distances are preferred and the minimum being higher
than 50 is unlikely but possible.

of a distance with the same null distribution for any selection of a is the Hamming
distance [115]. [241]

The Levenshtein distance [167] is another example where the null distribution de-
pends on a. For string AA, there is only one string of distance 1 if A is inserted, but
for string CG, there are three strings of distance 1 if A is inserted. The overall effect
of this repetition-based discrepancy needs to be assessed experimentally; nevertheless,
with larger alphabet sizes and longer sequences, the effect of repeated symbols will be
more negligible. [241]

In Figures 6.3 and 6.4, we can see Formula (6.2) applied on distributions from Figures
6.1 and 6.2. We see that the minimum operation skews the distribution towards the
smaller values. The probability that all of the 1,000 distances in a sample are bigger
than the mean of the original distribution is very low.

6.3 Generating Polynomials

For the p-value calculation, the multiplicative terms before the sum in (5.1) play no role.
Therefore, the task of calculating the p-value of (5.1) is equivalent to calculating the
p-value only for term

Dist
MESG

′(RA, RB) = Dist
ME

(RA, RB) + Dist
ME

(RB, RA). (6.3)

For now, assume that the distance was calculated without the leading multiplicative
terms as stated in the equation above. The second modification to the equation is
that we will eliminate the 1

|RA| and 1
RB

terms by multiplying with |RA||RB|. This
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Figure 6.4: The null distribution of the minimum of the modified Levenshtein
distance distrr (see Section 5.1.4) over read bags of size of 1,000. The underlying
distribution of the Levenshtein distance is the same as in Figure 6.2.

multiplication does not affect the p-value calculation. The formula becomes

|RB|
∑

a∈RA

min
b∈RB

dist(a, b) + |RA|
∑

b∈RB

min
a∈RA

dist(a, b). (6.4)

For now, consider the simpler case when dist is the Levenshtein distance. In this
case, the possible distance values are from the set Ω = {0, 1, . . . , l}. To evaluate the p-
value, we can employ the concept of generating polynomials, which is a well-established
concept in probability theory. The reader is referred to [88] for more details. [241]

Definition 6.3 (Probability-generating function) Let Ω be a finite subset of R.
Let p : Ω 7→ [0, 1] be a probability distribution of a discrete random variable. Then the
probability-generating function is

genpolyp(x) =
∑

ω∈Ω
p(ω) · xω. (6.5)

Usually, the probability-generating function is defined only when Ω is a subset of
non-negative integers. However, for our application, any finite subset of real numbers is
admissible. [241]

Example 2 For now, we will illustrate the usage of the probability-generating func-
tions in a simple example. Consider tossing a biased dice that can produce three outcomes
– 1, 2, and 3. The first one has a probability of 1

6 , the second one 1
3 , and the probability

of 3 is equal to 1
2 . Then the generating polynomial is

1
6x1 + 1

3x2 + 1
2x3. (6.6)

We immediately see the probability of an outcome as a coefficient of the respective power
of x. Now, let’s see what happens when we toss the dice twice and sum the numbers.
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For example, the sum of 4 can be reached by having the first dice with 1 and the second
with 3 with probability of 1

6 · 1
2 = 1

12 , both dices showing 2 with probability 1
9 , or, finally,

3 and 1 with probability 1
12 . The probability of seeing 4 is, therefore, 2 · 1

12 + 1
9 = 10

36 .
The previous calculation is exactly what happens to the coefficients if we multiply two
polynomials. Consider the second power of the polynomial in (6.6)

1
36x2 + 4

36x3 + 10
36x4 + 12

36x5 + 9
36x6. (6.7)

We can notice that the power by 4 is equal to 10
36 . To sum it up, the probability-generating

function allows an easy calculation of the null distribution for a sum of independent
variables. [241]

Having this intuition at hand, we can define the generating polynomial for a ∈ RA

in the calculation of minb∈RB
dist(a, b) as

genpolya(x) =
∑

d∈{0,1,...,l}
P

(
min
b∈RB

dist(a, b) = d

)
· xd. (6.8)

We can notice that if we would like to know the probability that the minimum of
distances for random read a is equal to d, we only need to read the coefficient of xd. I.e.,
the constant term is equal to the probability of the distance minimum being equal to
zero; the leading term is equal to the probability of the distance minimum being equal
to l.

Example 3 In our running example (see Example 1), the generating polynomial is
equal to

genpolya(x) = 169
512x0 + 335

512x1 + 8
512x2. (6.9)

We immediately see that probability that minb∈RB
dist(a, b) = 0 is the coefficient of x0,

which is equal to 169
512 .

6.4 Null Distribution of the Sum

Having defined the generating polynomial for the min term, we can define the generating
polynomial for the whole sum in Equation (6.4). We need to account for the different
weights of the left summand and right summand, i.e., the multiplicative term of |RA|
(or |RB|) in front of the minimum operator. To do so, we might use genpolya(x|RB |) in
the final calculation instead of genpolya(x), yielding

genpolyMESG’(x) =
(
genpolya(x|RB |)

)|RA|
·
(
genpolyb(x|RA|)

)|RB |
. (6.10)

Theorem 6.4 allows us to calculate the p-value.

Example 4 Assume that besides definitions from Example 1, we know that |RA| = 2.
Then we can define, analogously to (6.9)

genpolyb(x) = 15
64x0 + 45

64x1 + 4
64x2. (6.11)
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Using the Formula (6.10), we can compute that

genpolyMESG(x) =
(169

512x0 + 335
512x3 + 8

512x6
)2
·
(15

64x0 + 45
64x2 + 4

64x4
)3

= 1
5122 · 643

(
96393380 + 867540400x2 + 382151200x3+

+2679736000x4 + 3439361000x5 + 3453195000x6+
+10623800000x7 + 4205565000x8 + 12170500000x9+
+10844910000x10 + 2995825000x11 + 12336800000x12+
+747478800x13 + 2877468000x14 + 582508700x15+
+254251400x16 + 134107200x17 + 14224260x18 + 11577600x19+

+1601280x20 + 343040x21 + 138240x22 + 4096x24
)

(6.12)
In the following theorem, we will show that

P

(
Dist
MESG

′(RA, RB) = 3
)

= 382151200
5122 · 643 , (6.13)

i.e., that the coefficients of polynomial genpolyMESG’(x) match to the null distribution
of Dist′

MESG(RA, RB) under the assumption of independence.

6.5 The p-value

Theorem 6.4 Suppose that ad is the coefficient by xd of the polynomial genpolyMESG’(x)
in (6.10). Let Dist′

MESG be used in the form of (6.4). Then

P

(
Dist
MESG

(RA, RB) = d

)
= ad, (6.14)

under the assumption that the addends of the sum in (6.4) are independent.

Proof Polynomial genpolyMESG is constructed by Formula (6.10). By the expansion of
the product, we get (l + 1)|RA| · (l + 1)|RB | terms, each of them in the form

P

(
|RB| min

b∈RB

dist(·, b) = d1

)
· xd1 · P

(
|RB| min

b∈RB

dist(·, b) = d2

)
· xd2 · · ·

· P
(
|RB| min

b∈RB

dist(·, b) = d|RA|

)
· xd|RA| ·

· P
(
|RA| min

a∈RA

dist(a, ·) = d|RA|+1

)
· xd|RA|+1 ·

· P
(
|RA| min

a∈RA

dist(a, ·) = d|RA|+2

)
· xd|RA|+2 · · ·

· P
(
|RA| min

a∈RA

dist(a, ·) = d|RA|+|RB |

)
· xd|RA|+|RB | .

(6.15)

Each of the powers dj represents a possible distance selected in sum (6.4). Their com-
bination represents a possibility of the resulting distance being equal to

d =
|RA|+|RB |∑

j=1
dj . (6.16)
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Also, by the independence assumption, the probability of this particular combination is
equal to

|RA|∏

j=1
P

(
|RB| min

b∈RB

dist(·, b) = dj

)
·

|RA|+|RB |∏

j=|RA|+1
P

(
|RA| min

a∈RA

dist(a, ·) = dj

)
. (6.17)

Again, we use the independence assumption in a form that is not strictly true. We
have a matrix of random variables and calculate row minimums and column minimums.
Even if, in each row, the values were independent (up to a common distribution that
the distances were sampled from), the minimums in each row and column would be
dependent. Nevertheless, we assume they are independent. However, we can argue that
the matrix is large enough (i.e., the sizes of RA and RB are in order of hundreds or
thousands) so that the effect can be neglected.

The probability P
(
Dist′

MESG(RA, RB) = d
)

is equal to the sum of probabilities of all
possible combinations that fulfill Equation (6.16). The probabilities are given by (6.17),
which is, in turn, equal to ad. �

Corollary 6.5 Suppose that

genpolyMESG’(x) = a0 + a1x + a2x2 + · · ·+ anxn. (6.18)

Then the p-value of Dist′
MESG(RA, RB) = d is equal to

∑d
i=0 ai

genpolyMESG’(1) =
d∑

i=0
ai. (6.19)

Example 5 Using the result from Equation (6.12)

genpolyMESG’(x) = 1
5122 · 643

(
96393380 + 867540400x2 + 382151200x3+

+2679736000x4 + 3439361000x5 + · · ·
)

, (6.20)

we can calculate that the p-value of Dist′
MESG(RA, RB) = 3 is equal to (up to an error

caused by violating the independence assumptions)

1
5122 · 643 (96393380 + 0 + 867540400 + 382151200) .= 0.020. (6.21)

6.6 Runtime Requirements
At first sight, it may seem that the calculation of the p-value is too slow as a naive
implementation of the result (6.19) requires (l + 1)|RA|+|RB | multiplications in the poly-
nomial evaluation. However, this number can be reduced by two tricks. The first one
is that we need only coefficients of the polynomial only up to calculated distance d (as
of Algorithm 6.1). Figures 6.3 and 6.4 show that the distribution is slightly skewed to
the left, with the expected value around 50 and 33, meaning that we can expect the
runtime to improve two to three times. Those distances were generated assuming ran-
dom sequences; for real world-data, the runtime improvements are likely to be higher as
real-world sequences should be more similar than random sequences.

The second trick is based on fast power calculation for large numbers. Suppose
we are about to calculate the n-th power of number x. Then, we do not need to do
n consecutive multiplications. Instead, we calculate powers of x1, x2, x4, . . . , x⌊log2 n⌋
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and multiply the respective powers to obtain xn. As a result, we need only 2 · log n
multiplications. [241]

Applying the same trick to our problem of polynomial power decreases the time
complexity so that there are only 2 log2 |RA| + 2 log2 |RB| polynomial multiplications
needed. Each polynomial multiplication takes at most d2 using a naive implementation.
Better results can be obtained if we employ the Fast Fourier Transform for polynomial
multiplication, which can be done in O(d log d) [36], yielding the overall run time of
O(d log d · (log(|RA| · |RB|))).

The last trick can be used to decrease d without actually influencing the result.
This modification might not always be available. In Formula (6.4), we might still divide
the sum by gcd(|RA|, |RB|). The asymptotically same effect can be obtained by using
hashing. If the greatest common divisor is equal to one or is small, there is still room
for an approximation. We might slightly change the read bag sizes so that the result
is not influenced much. For example, the ratio of bag sizes 1000 to 1201 is close to 5
to 6, resulting in almost 200 times smaller value of d and runtime by the order of 3
magnitudes faster.

function MESG-distance(RA, RB)
d = |RB |

gcd(|RA|,|RB |)
∑

a∈RA
minb∈RB

dist(a, b)+ |RA|
gcd(|RA|,|RB |)

∑
b∈RB

mina∈RA
dist(a, b)

P (dist(·, ·))← null distribution of dist
Calculate the null distribution of minb∈RB

dist(·, b) and mina∈RA
dist(a, ·) using

Formula (6.2)
Use this null distribution to construct genpolya and genpolyb using Formula (6.10)

Calculate
(

genpolya(x
|RB |

gcd(|RA|,|RB |) )
)|RA|

·
(

genpolyb(x
|RA|

gcd(|RA|,|RB |) )
)|RB |

p-value is equal to the sum of coefficients of this polynomial up to xd

return d · gcd(|RA|,|RB |)
|RA||RB | · 1

2 max{|RA|, |RB|} and the p-value
end function

Algorithm 6.1: The p-value algorithm.

6.7 A General Case - the p-value of the Monge-Elkan Distance
[241]

It is useful to have an algorithm to approximate the p-value for the method developed
in this thesis. However, from the point of possible future applicability, it is much more
important to develop the p-value algorithm for the general case. We did so in paper
[241], whose contents will be presented in this section with some minor modifications.

The Monge-Elkan similarity was proposed in [200]. The paper used the concept
to solve the field matching problem, i.e., the problem of deciding whether two different
fields (say, strings) represent the same entity. For example, John Doe and Doe, John are
likely to represent the same person despite different textual representations. The field
matching problem often arises in databases when multiple data sources are combined
into a single one.

Due to the simplicity of the idea, it has found its way into many applications, espe-
cially in the approximate string matching field and related tasks such as name matching
[49], information extraction from health records [144], title matching [100], business
process model matching [2], or toponym matching in geography [253]. There are also
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generalizations of the original paper as [138].
The Monge-Elkan similarity found its way into bioinformatics as well. Besides the

usage for read bag comparison in our works [237, 239], it is worth mentioning the identi-
fication of duplicate biological entities in bioinformatical databases [273], or the ontology
alignment problem [277, 40].

6.7.1 Definition of the Problem
Let U be a universe of elements. Let dist be a distance function (for purposes of this
section, not necessarily the Levenshtein distance) on the universe with a finite range
Y ⊂ R, i.e., dist : U × U 7→ Y where |Y | < ∞. Recall the Monge-Elkan distance (5.1),
for which we will calculate the p-value.

The Monge-Elkan distance has the null distribution if all elements in RA ∪ RB are
sampled i.i.d. with replacement from U while keeping bag sizes |RA| and |RB|. The
alternative hypothesis states that the bags are similar. Given a value of DistME(RA, RB),
we call the alternative hypothesis if the probability of obtaining that value or smaller
under the null hypothesis is smaller than a threshold.

6.7.2 The p-value Calculation
The innermost part of the calculation in (5.1) is the dist distance. The null distribution
of dist is assumed to be given. We also assume that the distance has a finite range as
defined in Section 6.7.1.

Once we have the null distribution of the minimum operation (by exploiting Theorem
6.1 and Corollary 6.2), we need to evaluate the null distribution of the sum. To this
end, we will exploit the probability-generating function as in the previous section, and
start from the definition of genpolya(x) in Equation (6.8). The polynomial for the whole
distance in (5.1) is then the respective power of genpolya(x)

genpolyME(x) = (genpolya(x))|RA| . (6.22)

This polynomial can then be used to calculate the null distribution of the Monge-Elkan
distance. However, the calculation will have one condition on independence, similarly
to dice tosses in (6.7), that we will discuss later. [241]

Theorem 6.6 Assume that the probability P (minb∈RB
dist(a, b) = d) is independent of

the choice RB. Then the coefficients of the polynomial genpolyME(x) represent the null
distribution of the Monge-Elkan distance up to a multiplicative term of 1

|RA| .
2 [241]

Proof Polynomial genpolyME(x) is constructed according to Formula (6.22). By ex-
panding the product, we get |Y ||RA| terms, each of them in the form

P

(
min
b∈RB

dist(a, b) = d1

)
· xd1 · · · · · P

(
min
b∈RB

dist(a, b) = d|RA|

)
· xd|RA| . (6.23)

Each of the powers dj represents a possible distance selected by the min operator in
the sum in (5.1). Their combination represents a possibility of the resulting sum being
equal to

d =
|RA|∑

j=1
dj . (6.24)

2In other words, if ad is the coefficient of xd in the polynomial genpolyME, then
P
(

DistME(RA, RB) = 1
|RA| d

)
= ad.
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Also, by the independence assumption, the probability of this particular combination is
equal to

|RA|∏

j=1
P

(
min
b∈RB

dist(a, b) = dj

)
. (6.25)

The probability P
(
DistME(RA, RB) = 1

|RA|d
)

is equal to the sum of probabilities of
all possible combinations of dj that fulfill the equation in Formula (6.24). The prob-
abilities of the combinations are in (6.25), the sum of which is, in turn, equal to ad.

�

Corollary 6.7 Suppose that [241]

genpolyME(x) = a0xd0 + a1xd1 + a2xd2 + · · ·+ anxdn . (6.26)

Then the p-value of DistME(RA, RB) = d is equal to

P

(
Dist
ME

(RA, RB) ≤ d

)
=

∑

{di : di≤|RA|d}
P

(
Dist
ME

(RA, RB) = 1
|RA|

di

)

=
∑

{di : di≤|RA|d}
ai. (6.27)

6.7.3 The Independence Assumption [241]

We have to look in more detail at the independence assumption in Theorem 6.6. The fact
that the minimum selection should be independent of the set over which we select the
minimum is very restrictive and can be satisfied exactly only for very trivial distances.
The calculation in Theorem 6.6 corresponds to the situation when for the first element
a ∈ RA, we generate bag RB and calculate the summand according to the Monge-
Elkan distance (5.1). Then for the second element a ∈ RA, a new set RB is generated
independently, and the summand is calculated. The calculation then follows with the
new set RB for each a ∈ RA.

However, the set RB is kept throughout the calculation in the Monge-Elkan distance.
Hence, we are making some errors in the p-value calculation. Imagine a space defined
by distance function dist. The space looks different in the case where elements RB

are selected randomly uniformly and in the case where all elements in bag RB are the
same. The first case is, however, common, while the second one is unlikely. Therefore,
there are still many situations when Theorem 6.6 will be applicable as a reasonable
approximation.

6.8 Experimental Evaluation [241]

As the presented approach contains an approximation based on the independence as-
sumption that is not true, the null distribution calculated according to Theorem 6.6
needs to be compared to the ground truth data. To do so, we selected three simple
examples of distance functions and evaluated them for various choices of bag sizes as
well as different universa. The distances include:

• the Levenshtein distance [167] on binary strings of length l;

• the Hamming distance [115] on binary strings of length l;
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• the absolute difference between two numbers from {0, 1, 2, . . . , n− 1} aligned on a
circle. I.e., min{|a − b|, 1 − |a − b|} where a and b are numbers in the respective
set.

The parameters l and n were selected so that the null distribution of the Monge-
Elkan distance could be calculated by mere enumeration of all possible bags RA and
RB. For simplicity of presentation, |RA| was set the same as |RB|. The null distribution
was then calculated by enumeration of all possible bags and using Theorem 6.6. Those
two distributions were then compared visually as well as using the Kullback-Leibner
divergence [155] (the KL divergence, sometimes called the relative entropy). In the KL
divergence, the natural logarithm was used.

In the case of the string distances, the boundary set for enumeration was 2l|RA| = 27,
which meant 227 elements in the null distribution at most. In the case of the distance
between the numbers, the limit was n2|RA| = 1010, which meant 1010 elements in the
null distribution at most.

The experimental evaluation is in Figure 6.5. From the figures, we can notice that
the KL divergence is growing with larger bag sizes (the independence assumption is
more relied on in the multiplication). It might be expected that the KL divergence
would decrease with universa of more elements (i.e., higher l or n); however, this trend
is supported by the data only in the case of the string distances.

From the plots, we can also notice that the approximation underrepresents the low
distances for more cardinal universa U . This is not a desired behavior; however, there
remains an open window for future work in modifying the approach so that the p-value
cannot be underestimated.

6.8.1 Summary
We have presented an algorithm to estimate the null distribution of the Monge-Elkan
distance that can be used to compare the sequence similarity from unassembled read
bags. The methodology contains two simplifying assumptions that represent possible
sources of error. However, we have empirically confirmed that their detrimental effect
is generally not significant. In particular, the KL divergence between the calculated
distribution and the one obtained by Monte-Carlo sampling tends to be negligible. The
contributed method thus represents a feasible tool that may even become a necessity
when Monte-Carlo sampling is intractable due to the slow evaluation of the Monge-Elkan
distance.
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Chapter

7 Monge-Elkan Distance as

a Lower Bound

In this section, we will present an alternative view on the Monge-Elkan distance [200]
between the read bags as a lower bound on the Levenshtein distance [167] between the
original sequences. The lower bound will hold only up to a certain probability, which
we will estimate too pessimistically in a closed form. Then, we will provide a guide to
calculate this probability more precisely.

First, we will present a more straightforward problem when only reads for one se-
quence are generated and the second sequence is known. We will present a lower bound
on the Levenshtein distance for this simple scenario. Then we will substitute the known
sequence with a bag of reads to extend the lower bound so that it holds with a certain
probability.

7.1 A Simple Case - Only One Read Bag

Assume that we are about to estimate dist(A, B) when sequence B is known, and instead
of sequence A, we have read bag RA. For now, consider that a is a fixed read. We will
start with a lower bound using a modified distance between read a and sequence B.

The idea of the Monge-Elkan-distance-based approach presented in Chapter 5 is to
find the most similar pairs of reads. Assuming read a and sequence B, we might modify
the Levenshtein distance accordingly so that it searches for the part of B that is the
most similar to a.

The search can be done by a modification of the Wagner-Fischer algorithm [296].
We replace the penalty for leading or trailing margin gaps in B with a zero penalty.
This procedure is similar to what we did in Section 5.1.4, only the margin gap penalty
function is different. As a result, the algorithm finds a substring of B that has the lowest
distance from query a. Denote this substring Ba. Notation and gap costs are illustrated
in Figure 7.1. This modification to the Wagner-Fischer algorithm was presented by
Sellers in [257], and the idea is similar to the local search by the Smith-Waterman
algorithm [268]. [245]

Denote the distance defined in the former paragraph distrS. Formally,

distrS(a, B) = dist(a, Ba) = min
b′∈Subseq(B)

dist(a, b′). (7.1)

We will use a very similar distance to search for reads in contigs in Chapter 8. For a
while, we might think about this distance (similarly to the Levenshtein distance) as a
path in a graph represented by the cells of the dynamic programming table. We already
used this symbolism in Figure 7.1. Each edge of the graph corresponds to an operation
allowed by the distance. Each edge is assigned a weight defined by the distance; for
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B

a

Ba

0
1

1

0
1

1

Figure 7.1: A modification of the Wagner-Fischer algorithm [296] for search. In
sequence B, the leading and trailing gaps are not penalized. The closest part to
read a (denoted Ba) is marked with the green line. The path denotes the distrS
alignment between the closest substring of B and read a. [245]

A

B

a

Ba

distrS(a,B)

da

Figure 7.2: An illustration to Lemma 7.1. Out of sequence A, we know only a
single read a. The green path represents the distance between read a and sequence
B. The lemma then proves that the green path is not shorter than the blue path.

example, the insert operation has a weight of 1. The distance is then the shortest path
length in such a graph.

We now construct such a graph with both the Levenshtein distance dist(A, B) and
distrS(a, B). This situation is illustrated in Figure 7.2. We will denote da part of the
path defined by the Levenshtein distance dist(A, B) that corresponds to read a. The
following lemma will be the first part of the lower bound.

Lemma 7.1 Let a be a substring of A. Consider the Levenshtein distance of A and B
and denote b′ substring of B that is aligned to string a. Denote dist(a, b′) = da. It holds
that

distrS(a, B) ≤ da. (7.2)

Proof Refer to Figure 7.2. Distance distrS selects the minimum from all paths in the
alignment graph that start with an unspecified number of gaps, alignment of a to some
substring of B, and then end by an unspecified number of gaps. The gaps at the
beginning and the end are not penalized. The possible paths for minimum include not
only the path corresponding to distrS(a, B) but also a path that starts with penalty-free
gaps, continues by the alignment between a and b′ of length1 da, and ends with penalty-

1A small reminder is in the place. The path length is, in this case, the sum of the costs of the insert,
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a1

a2

a3

A

B

distrS(a2, B)

distrS(a1, B)

distrS(a3, B)

da1

da2

da3

Figure 7.3: An illustration to Lemma 7.2. Out of the sequence A, we know
several non-intersecting reads. The green paths represent the distances between
those reads and sequence B. The lemma then proves that the length of the green
paths is not smaller than the length of the orange path (including the blue parts).

free gaps. The length of the path is da. As the distrS distance selects by definition the
minimum from a set that contains da, Equation (7.2) holds. �

7.1.1 Sum of Multiple Non-intersecting Reads

The existence of a bound for only a single read is not really practical, but we might
combine this bound for multiple reads. Recall the definition of intersecting reads from
Section 2.5. Suppose that two intervals Ia, and Ia′ represent indices of nucleotides in
A that were sequenced into reads a and a′. If and only if those two intervals do not
intersect, the reads do not intersect. We will prove that the lower bounds for the non-
intersecting reads can be summed while preserving the inequality. The whole situation
is illustrated in Figure 7.3.

Lemma 7.2 Let RA be a read bag where no pair of reads intersect. Then

∑

a∈RA

distrS(a, B) ≤ dist(A, B). (7.3)

Proof Refer to Figure 7.3. The path representing the Levenshtein distance dist(A, B)
can be split into multiple subpaths, each corresponding to distance da for read a (see
Lemma 7.1 for the definition of da). As reads do not intersect and no edge on the path
has a negative weight; we can write

dist(A, B) ≥
∑

a∈RA

da ≥
∑

a∈RA

distrS(a, B) (7.4)

which finishes the proof. �

delete, and substitute operations on the path. I.e., the matched symbols do not count toward the path
length.
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7.1.2 General Read Bag Case

Lemma 7.2 allows us to sum the distance estimates for non-intersecting reads. This
fact is quite limiting, as we usually do not know whether a prefix-suffix overlap between
two reads represents an intersection or not. Lemma 7.2 would also limit the method
only to a coverage of less than one. However, it turns out that it is possible to sum the
read sequence distances for many reads knowing only a single hidden parameter - the
maximum per-base coverage.

Definition 7.3 (Maximum per-base coverage) Let A = A1A2 · · ·A|A| be a sequence
and RA a read bag sequenced from this sequence. Suppose that c(i) denotes how many
reads span over position i in A, i.e., cover nucleotide Ai. Then the maximum per-base
coverage cm is

cm = max
i∈{1,2,...,|A|}

c(i). (7.5)

When we sequence a genome, the maximum per-base coverage parameter is un-
known; however, we might believe that it is not far from average coverage c up to some
multiplicative factor.2 This statement comes from the assumption that the reads are
uniformly i.i.d. generated from the set of all possible reads. For now, suppose, therefore,
that an oracle provides us with this unknown parameter. Then the following lemma tells
us that any read bag can be split into cm non-intersecting read bags.

2The distribution of the maximum per-base coverage can be computed. Coverage c(i) follows the
binomial distribution but for an error close to the beginning or end of the sequence and the dependence
between the neighboring nucleotides. We will neglect this error. For a fixed position i, the probability
that a read of length l spans over this position is l

|A|−l+1 . The nominator is the length of the read; the
denominator is the total number of all reads. Therefore, the probability that c(i) = k is very close to

P (c(i) = k) ≈
(

|RA|
k

)(
l

|A| − l + 1

)k(
1 − l

|A| − l + 1

)|RA|−k

. (7.6)

Using Equation (7.6), we can calculate the probability that maxi∈{1,2,...,|A|} c(i) is equal to a specific
value. To do so, we might exploit Theorem 6.1 and change the minimum calculation to a maximum
calculation. We obtain (with some approximation — the per-base coverage for adjacent nucleotides is
dependent, but in the following calculation, we assume independence)

P

(
max

i∈{1,2,...,|A|}
c(i) = cm

)
=

|RA|∑

j=1

(
|RA|

j

)
P (c(i) = cm)jP (c(i) < cm)|RA|−j . (7.7)

It is hard to grasp the probability (7.6) by hand. Nevertheless, we might get a result that is easier to
interpret. The binomial distribution with parameters n (|RA| in our case) and p (probability l

|A|−l+1 )
can be approximated by a normal distribution with mean np and variance np(1 − p). This fact has been
known since 1738 as the de Moivre-Laplace theorem. Assuming that |A| ≫ l, we might calculate the
mean of this normal approximation as

|RA| · l

|A| − l + 1 ≈ |RA|l
|A| = c. (7.8)

Similarly, the variance is

|RA| · l

|A| − l + 1 ·
(

1 − l

|A| − l + 1

)
≈ |RA|l

|A| · (1 − 0) = c. (7.9)

For example, if coverage is equal to 3, then in order to reach coverage c(i) 3 times bigger than the
average coverage c, we need deviation from mean of 2 · 3 = (2 ·

√
3)

√
3. As the standard deviation is√

c =
√

3, the z-score needs to be equal to 2 ·
√

3, which is more than 3.4. This means that we need,
on average, 3,000-nucleotide long sequences. Generally, to get the maximum per-base coverage k times
bigger than the average, we need approximately 1/p long sequence on average, where p is the probability
of reaching a z-score of (k − 1)

√
c.
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Lemma 7.4 For any read bag RA, there are cm read bags RA1, RA2, . . . , RAcm
such that

for any read bag RAi (i ∈ {1, 2, . . . , cm}), no pair of reads in RAi intersect, and
cm⋃

i=1
RAi = RA. (7.10)

Moreover, cm is the smallest number of read bags that fulfills this condition.

Proof We will use the concept of graph coloring, known from the graph theory field.
Any read from RA will form a vertex. Two reads will be connected by an edge if and only
if they cover the same position in sequence A, i.e., they intersect. Then, the problem of
splitting reads is equivalent to coloring the vertices (reads in RA) with cm colors, as no
two reads covering the same position can be colored with the same color. Denote such
a graph G.

The reads that span a nucleotide with the maximum per-base coverage form a cm-
clique in G. Therefore, the chromatic number χ(G) is at least cm

χ(G) ≥ cm. (7.11)

By the algorithm of sequential coloring [304] (sometimes called greedy coloring, or ex-
tended as Brook’s theorem [31]), we know that

χ(G) ≤ (the maximum degree of a vertex in G) + 1 = cm. (7.12)

Equations (7.11) and (7.12) prove that G can be colored with cm colors but not less.
Hence, we can treat the colors as sets RAi, which proves the lemma. �

The coloring mentioned in the proof can be found by the sequential coloring algo-
rithm (sometimes called the Welsch-Powell algorithm [304]) - we order reads by their
position in A and assign each of them a color from a set of size cm. Read a is colored
by the first color that is not used by any reads that intersect with a and start earlier in
the sequence. By applying this algorithm, we can notice that we need at least cm colors
to color the reads. Moreover, cm colors are sufficient as there will always be at least one
color available unless the per-base coverage is greater than cm.

In the following theorem, we will prove that we actually do not need to know the
exact split of the reads into the bags of non-intersecting reads; we will need only the
maximum coverage parameter.
Theorem 7.5 For any sequences A, B and bag of reads RA holds

dist(A, B) ≥ 1
cm

∑

a∈RA

distrS(a, B). (7.13)

Proof By Lemma 7.4, RA can be split to cm read bags RA1, RA2, . . . , RAcm
such that

within any of those, the reads are non-intersecting. We can apply Lemma 7.2 to each of
those read bags individually, yielding a set of equations

∑

a∈RAi

distrS(a, B) ≤ dist(A, B), (7.14)

where i ∈ {1, 2, . . . , cm}. By summing the cm equations in (7.14), we obtain
∑

i∈{1,2,...,cm}

∑

a∈RAi

distrS(a, B) ≤ cm · dist(A, B). (7.15)

By applying condition (7.10), we can use only a single sum
∑

a∈RA

distrS(a, B) ≤ cm · dist(A, B). (7.16)

Dividing this equation by cm finishes the proof. �
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b

a

0
1

1

0
1

1

Figure 7.4: In the case of read data, we search for a only in b, which is a randomly
selected substring of B. Because the length of the alignment of Ba and a may be
longer than l, we do not penalize the first t leading or trailing gaps in a. In the
figure, t = 2.

Formula (7.13) has a straightforward connection to the Monge-Elkan distance [200]
we use. In our case, the read-sequence part distrS is approximated by the minimum
distance between all reads. Instead of calculating the optimum path as visualized in
Figure 7.1, many reads represent sequence B, and hopefully, one of them is close enough
to the closest Ba. The free margin gap penalty, which we introduced in Section 5.1.4,
solves the shift and length difference. The idea of approximating distrS by sampling
reads will be extended in the next section; we will try to develop a pessimistic estimate
of the probability that this bound works.

7.2 A Pessimistic Bound for Two Read Bags

In the past section, we developed the bound for a single bag of reads while the first
sequence was known. Now, we extend the ideas from the previous section into a situation
solved in the thesis when there are two read bags. The key difference is in Equation (7.2)
that will hold only with a certain probability. First, we will estimate this probability
based on the location of RB reads in B. This section will present the most pessimistic
case when all bounds hold simultaneously.

Recall the margin gaps penalty proposed in Section 5.1.4. In this alternate penalty
definition, we do not penalize the first t margin gaps when aligning the reads. Therefore,
if a read b is sequenced within t nucleotides from the beginning of Ba, there is a good
chance that the calculated distance will be less or equal to da. We will provide an upper
bound on the probability of this event. We start with a bound for a single pair of reads.

We will also modify distrr in this section to be more similar to the distrS distance.
However, there will be only a small difference to the definition we used in Section 5.1.4.
There will be no penalty for leading or trailing margin gaps of arbitrary length in
the direction representing sequence B, i.e., in the first row or column of the dynamic
programming table. On the contrary, the penalty is without any cost only for t symbols
in the other direction - in the first and the last column. See Figure 7.4 for further
illustration. We need this asymmetric definition so that some of the proofs work (proof
of the Lemma 7.6); however, we will stick to the symmetric case in the implementation.
The asymmetry would cause the algorithm to run approximately two times slower, which
is undesired. This modified distance will be denoted distrr

′ in this section.

Lemma 7.6 Let a ∈ RA, and b ∈ RB be reads. Suppose that |Ba| ≤ l and read b starts
within t symbols from Ba starting position. Then distrr

′ provides a lower bound on distrS,
i.e.,

distrS(a, B) ≥ distrr
′(a, b). (7.17)
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t

≤ t

b

a

Ba

...

(a) The first part of the proof.

t

≤ t

y

b

a

Ba

...

(b) The second part of the proof.

Figure 7.5: An illustration to the proof of Lemma 7.6. The figure illustrates the
distrS alignment path. Its cost-free part is colored red, and the green part then
illustrates the part which has possibly non-zero cost. The blue dashed path then
shows one of the possible alignments that are under consideration of distrr

′(a, b)
and which has a cost of at most distrS(a, B).

Proof Refer to Figure 7.5. Suppose that read b starts at most t nucleotides before Ba,
i.e., before the optimal alignment defined by distrS(a, B). Then, the alignment distrr

′

leaves read b in one of the two following places:

1. The distrS alignment leaves read b in one of the horizontal or vertical margin gaps
with no penalty. This case is illustrated in Figure 7.5a. Then there exists an distrr
alignment between a and b that has a cost smaller or equal to distrS(a, B) defined
by this path.

2. The distrS alignment leaves read b above the free margin gaps (as in Figure 7.5b).
Suppose that this occurs y symbols from the bottom right corner of the rectangle
defined by a and b. Then the distrS alignment path to the right from this intersec-
tion needs to contain at least y−t vertical gaps (i.e., indels in a) to fulfill condition
|Ba| ≤ l. The y − t vertical gaps bound is because of the fact that the part of the
distrS alignment has to contain at most t symbols from B. At the same time, it has
to cover exactly y symbols from A. As a result, there exists a path that follows
the distrS alignment between a and B, and once it leaves the interval defined by
b, the alignment uses those y − t gaps in a to get to the cost-free margin gaps
provided by distrr

′. This path has length at most distrS(a, B) and is considered
among valid alignments in distrr

′(a, b). Therefore, distrr
′(a, b) can be only smaller

than distrS(a, B) in this case.

In both cases, Equation (7.17) holds. The situation when b starts at most t nucleotides
after Ba is symmetric. �

Lemma 7.7 Let RB be a read bag of sequence B sequenced with coverage c and read
length l. Let a be a read of sequence A with length l. Then,

distrS(a, B) ≥ min
b∈RB

distrr
′(a, b) (7.18)

with a probability at least

1−
(

1− l

2c(|B| − l + 1)

) |B|c
l

. (7.19)

Proof Due to the assumption of the Jukes-Cantor model, we might claim that the
probability of indels in a and Ba is the same. Therefore, with probability at least 1

2 ,
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|Ba| ≤ a. Consider single read b. This read can be located in one of 2t + 1 positions
so that assumptions of Lemma 7.6 hold. The probability that, for a randomly selected
read b, Equation (7.17) holds is, therefore,

1
2

2t + 1
|B| − l + 1 . (7.20)

The nominator represents the count of the favorable positions for read b; the denominator
is the number of all reads in RB. By exploiting the complementary events, we can
calculate the probability that at least one of the reads in read bag RB matches one of
the 2t + 1 positions as

1−
(

1− 1
2

2t + 1
|B| − l + 1

)|RB |
. (7.21)

Plug t = 1
2

(
l
c − 1

)
(as shown in (5.4)) into (7.21) to obtain

1−
(

1− l

2c(|B| − l + 1)

)|RB |
. (7.22)

Using the dependence between the number of reads and the sequence length in (2.11),
we get Equation (7.19). �

Example 6 Assuming a small experiment with |B| = 10,000, l = 100, and c = 3,
we can calculate |RB| = 300. Inequality (7.18) then holds with approximately 40 %
probability.

We can further simplify Formula (7.19) using the Taylor series approximation. The
first-order approximation gives

1−
(

1− 1
2c

l

|B| − l + 1

) |B|c
l

≈ 1− 1 + 1
2c

l

|B| − l + 1
|B|c

l
≈ 1

2 . (7.23)

The second approximation in (7.23) can be justified by the fact that |B| ≫ l. The
second-order approximation is very close to the result from Example 6. This time we
will use the fact that |RB| = |B|c

l ≫ 1 to obtain the approximation

1−
(

1− 1
2c

l

|B| − l + 1

) |B|c
l

≈

≈ 1− 1 + 1
2c

l

|B| − l + 1
|B|c

l
− 1

2

( 1
2c

l

|B| − l + 1

)2 |B|c
l

( |B|c
l
− 1

)
≈ 3

8 . (7.24)

Following the order of Section 7.1, we shall now extend Theorem 7.5. Unfortunately,
here comes into play the pessimistic part - the lower bound is based on a sum for many
reads in RA. Hence, the bound holds if all of the inequalities in the sum hold. This
gives a very low probability. In terms of Example 6, this probability would be as low
as 0.4300. However, there is still room for improvement, as we will show in the next
section.
Theorem 7.8 For any sequences A, B and bag of reads RA, RB holds

dist(A, B) ≥ 1
cm

∑

a∈RA

min
b∈RB

distrr
′(a, b) (7.25)

with a probability of at least
[
1−

(
1− 1

2c

l

|B| − l + 1

)|RB |]|RA|
. (7.26)

Proof Inequality (7.25) comes from plugging (7.18) into (7.13). The probability in
(7.26) is the joint probability that all of the |RA| inequalities hold simultaneously. �

66 / 166



7.3. A TIGHTER BOUND - EMPIRICAL BOUND

7.3 A Tighter Bound - Empirical Bound

As we said, the bound in Theorem 7.8 has a very low probability estimate (7.26), far
from being practical. Nevertheless, this bound can be made tighter using the following
observation - the bound is based on the inequality that compares distrr

′ to distrS. How-
ever, in fact, we need to compare path length da defined by the alignment dist(A, B),
which does not need to be minimal for read a as distrS(a, B) is.

The inequality in (7.2) is not necessarily equality and, therefore, if the estimate given
by minb∈RB

distrr
′(a, b) is greater than distrS(a, RB), there is still room for Inequality

(7.18) to hold. Also, if for some reads, Inequality (7.18) does not hold, there might be
other read in RA that can compensate this invalid inequality in the final Equation (7.25).
We will try to capture those events theoretically based on an empirically calculated
distribution of the error between distrr

′(a, b) and the corresponding part of alignment
cost in dist(A, B), i.e., da.

Figure 7.6 shows the true distribution of the error defined by the difference between
minb∈RB

distrr
′(a, b) and da for several types of sequences. Assuming that the pool of

sequences is known in advance, we can empirically estimate the probability distribu-
tion of deviation between distrr

′(a, b) and the partial alignment cost da. Denote this
distribution p(∆ = i). Integer parameter i has the meaning of the difference between
minb∈RB

distrr
′(a, b) and da. [245]

Using an approach similar to Chapter 6, we can use the distribution to build a
generating polynomial

genpolyp(x) =
∞∑

i=−∞
p(∆ = i)xi.

Theorem 7.9 For any two sequences A and B, let RA and RB be their read bags. Let
cm be the maximum per-base coverage. Let p be the probability distribution of difference
minb∈RB

distrr
′(a, b)− da. Then,

1
cm

∑

a∈RA

min
b∈RB

distrr
′(a, b) ≤ dist(A, B) (7.27)

with probability
∑0

i=−∞ ai, where

∞∑

i=−∞
aix

i =
(
genpolyp(x)

)|RA|
. (7.28)

Proof The proof can be split into proving two inequalities, as in the equation below

1
cm

∑

a∈RA

min
b∈RB

distrr
′(a, b) ≤ 1

cm

∑

a∈RA

da ≤ dist(A, B). (7.29)

The first inequality comes from the fact that we know the distribution p of the error
between da and its approximation by the sum minb∈RB

distrr
′(a, b). Similarly to the proof

of Theorem 6.4, we can argue that the probability that the inequality holds is the same
as the probability of the sum of errors being less or equal to zero, which can be found
in coefficients of (7.28).

We have already proven the second inequality as part of the proof of Theorem 7.5
and holds with a probability equal to 1. �

To generate Figure 7.6, we used ten pairs of sequences to account for different
data settings. Six pairs included real-world sequences; the remaining four were ran-
dom sequences (generated under the uniform i.i.d. assumption using a tool on http:
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Figure 7.6: A histogram of error approximating the partial alignment cost da in
dist(A, B) by minb∈RB

distrr
′(a, b) for c = 3 and t = 0.
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Dataset description A B |A| |B|
2 long dissimilar real-world sequences DQ812094 AB447435 7702 7511
2 long similar real-world sequences DQ812094 DQ219396 7702 7707
2 short dissimilar real-world sequences FJ966079 EF015778 2280 2687
2 short similar real-world sequences FJ966079 FJ966080 2280 2274
A long, B short, real-world sequences DQ812094 FJ966080 7702 2280
A short, B long, real-world sequences FJ966079 DQ219396 2280 7707
2 short random sequences random random 2000 2000
2 long random sequences random random 10000 10000
A long, B short, random sequences random random 10000 2000
A short, B long, random sequences random random 2000 10000

Table 7.1: Description of the datasets. The code under the real-world datasets
refers to the ENA [166] accession, by which it is possible to find the sequence
online. [245]

x

y

Figure 7.7: An illustration why we might prefer correlated bounds to tighter
bounds. The blue function is the approximated one. We see that the green function
is a tighter bound than the red one; however, the red one is a better estimate.

//www.faculty.ucr.edu/˜mmaduro/random.htm). Two real-world pairs included sim-
ilar virus DNA sequences; in the first case, they were short, and in the second long.
For both dissimilar sequences and random sequences, we considered all four possible
combinations of short and long sequences A and B. The summary of the used datasets
is in Table 7.1. [245]

7.4 A Correlation View

The lower bound in the section above will hold almost for sure. However, a tighter lower
bound is not always the desired output. Imagine two bounds; one is equal to one-tenth of
the predicted distance dist(A, B), and the second oscillates randomly between dist(A, B)
and 1

10 dist(A, B). Clearly, the second bound is tighter than the first one; however, the
first one is preferable in terms of correlation. An illustration of this situation may be
found in Figure 7.7.

Therefore, instead of the error between minb∈RB
distrr

′(a, b) and da, we might be
interested in the correlation of the latter. To further investigate this question, we mea-
sured the dependence of Pearson’s correlation coefficient (see Figure 7.8) and Spearman’s
correlation coefficient (see Figure 7.9) between minb∈RB

distrr
′(a, b) and da. Those mea-

surements were done on the same datasets as in Section 7.3. From Figures 7.8 and 7.9,
we see that on such a small scale, the correlation is in half of the cases close to 0.1 or
0.2. However, the experiments in Chapter 11 show that once we sum the distances, the
correlation is often above 0.9.

We can notice that for random datasets, the dependence is more smooth. When at
least one of the sequences is long, the correlation does not improve much when c > 3.
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The best results are, however, reached for two short random sequences. If we compare
the first two rows in Figure 7.8, we can notice that the correlation is higher for long
sequences in the case of dissimilar sequences. However, for similar sequences, shorter
sequences result in a higher correlation than long sequences. The third row also shows
that comparing a long sequence to a short one is better than the other way. Fewer reads
in RB mean that there is less chance of hitting a more similar read by chance. The other
direction leads to a negative correlation. This holds for both real-world and artificial
datasets.

The author of this text proposes a possible explanation of the latter phenomena by
the ensemble effect [68] that is well known from algorithms as AdaBoost [97] or random
forest [124]. Each of the reads in the bag is a weak predictor of the distance. However,
their sum is a good predictor. In the simplest scenario, there is a noise sampled from
an unknown, however, fixed distribution. This noise causes large errors in the case of
a single measurement (calculation of minb∈RB

distrr
′(a, b)). However, as we select more

and more measurements (i.e., we calculate the sum ∑
a∈RA

), the noise either cancels
out (in the case of a symmetric noise distribution) or converges to a sum that is only a
multiple of the number of reads |RA|. The statistical reason for this behavior is backed
by the central limit theorem [92].
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Figure 7.8: Pearson’s correlation coefficient between da and minb∈RB
distrr

′(a, b)
for different choices of coverage c and the number of cost-free margin gaps t.
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Figure 7.9: Spearman’s correlation coefficient between da and
minb∈RB

distrr
′(a, b) for different choices of coverage c and the number of

cost-free margin gaps t.
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Chapter

8 Estimating Similarity

from Contig Sets

In this chapter, we will present an approach that shows how to estimate the sequence
similarity from contig sets. We will assume that an assembly algorithm provides us with
contigs, i.e., the easy parts of the assembly step. Once we know the contigs, we may
exploit more information in the provided distance measure. Similarly to Chapter 5, we
will provide a distance function for pairs of contig sets. The contents of this chapter
correspond to paper [238].

Our goal is to propose a dissimilarity measure DistCC(CA, CB) that approximates
dist(A, B). First, given any pair (α ∈ CA, β ∈ CB), we estimate their most likely
overlap in the unknown optimal alignment of A and B, assuming they do overlap. Note
that here the term ‘overlap’ is with respect to the mutual positioning of α and β in the
alignment of A and B, so the parts of α and β deemed to overlap may, in general, include
insertions and mismatches. Usually, the term overlap is used for prefix-suffix overlap
between two contigs from the same sequence. In this Chapter, we will also use overlap for
similar, high-similarity regions between two contigs from different organisms. Second,
the |CA||CB| estimates resulting from the latter for all pairs of contigs are filtered using
further (heuristic) constraints imposed on M -to-N contig matching; here, we mainly
want to filter out those pairs of contigs which likely do not overlap in the optimal
alignment of A and B. Lastly, the resulting set of hypothesized contig overlaps is used
to estimate the distance between A and B. These steps are described in the following
three sections, respectively. [238]

8.1 Estimating Overlaps for Contig Pairs [238]

Consider two contigs α ∈ CA and β ∈ CB. In the optimal alignment of A and B,
there are several options for how α and β can be positioned with respect to each other,
assuming they have an overlap - recall Definition 2.20 of the possible overlap set Overlaps.
Let Pref(α) (Suff(α)) be the set of all prefixes (suffixes) longer1 than 20 of string α, and
let α�

� denote an unspecified substring of α. The first option is that a suffix of one contig
overlaps with a prefix of the other contig, which leads to the first two sets in the union
in Equation (2.13). The second option is that one contig matches a substring of the
other contig, which matches the former two sets in Equation (2.13).

The following function then yields our estimate of the most likely mutual overlap of

1The threshold of 20 nucleotides is set to prevent very short random overlaps. This number approx-
imately matches the free gap parameter t (introduced in Section 5.1.4) for most common read length
l = 100 and coverage between 2 and 3.
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⇒ ⇒

Figure 8.1: A procedure for phylogeny with only contig assembly. We estimate
the distance between the clustered objects from contig sets to reconstruct the
phylogenetic tree. For this purpose, we estimate the Levenshtein distance between
the DNA sequences from pairs of contig sets.

A

B

α

β

Figure 8.2: The first step of the procedure. For two contigs α and β, we find
their likely overlap assuming that the contigs do overlap in the optimal alignment
of original sequences A and B.

α and β, assuming that the latter overlap at all.

overlap(α, β) = arg min
(α�

�,β
�
�)∈Overlaps(α,β)

dist(α�
�, β�

�), (8.1)

where dist is the post-normalized Levenshtein distance. See Definition 2.5 for details.
To calculate overlap(α, β), we modify the Smith-Waterman local alignment algorithm

[268]. For this purpose, we maintain an array dist, storing the Levenshtein distance of
suffixes of prefixes of α and β. Two other arrays lenA and lenB store lengths of matching
substrings. When filling each cell, we decide the value based on (14.2). The complete
algorithm that we use is described in Algorithm 8.1. It is a heuristic algorithm; we have
not been able to design an exact algorithm with the time complexity of O(|α||β|) solving
(8.1).2 An execution of the algorithm is exemplified in Table 8.1.

A technical remark is in order. Prior to executing the above algorithm, we need to
pre-process the contig sets for reasons irrelevant to the algorithmic principles described.
In particular, because contigs represent DNA, we do not know which strand they come
from. Therefore, if we calculate the overlap of α and β, we do not know whether to
match α and β or α with the reversed complement of β, i.e., β←−. To deal with this,
we simply expand one (but not both, for obvious reasons) of the two contig sets by the
reversed complements of all its elements.

2While the problem is polynomial, the time complexity of the brute-force solution incurs a polynomial
of order 4, rendering it unusable even on small datasets.
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function overlap(α,β)
dist, lenA, lenB ← 2D arrays of zeros of size (|α|+ 1)× (|β|+ 1)
for i ∈ {1, 2, . . . , |α|} do ◃ for each row

for j ∈ {1, 2, . . . , |β|} do ◃ for each column
5: choose the option that leads to the lowest d

max{lA,lB} :
gap in α: d← dist[i, j−1]+1; lA← lenA[i, j−1]; lB ← lenB[i, j−1]+1
gap in β: d← dist[i−1, j]+1; lA← lenA[i−1, j]+1; lB ← lenB[i−1, j]
(mis)match: d← dist[i− 1, j − 1] + (α[i− 1] ̸= β[j − 1]);

lA← lenA[i− 1, j − 1] + 1; lB ← lenB[i− 1, j − 1] + 1
dist[i, j]← d, lenA[i, j]← lA, lenB[i, j]← lB

end for
checkOptimum(i, |β|)

10: end for

for j ∈ {1, 2, . . . , |β| − 1} do checkOptimum(|α|, j) end for
end function

function checkOptimum(i, j)
if dist[i,j]

max{lenA[i,j],lenB[i,j]} is the smallest & min{lenA[i, j], lenB[i, j]} ≥ 20 then
15: the new optimum is located at (i, j), store it

end if
end function

Algorithm 8.1: Pseudocode for the heuristic used for finding overlap(α, β).

dist matrix
A A G C

0 1 2 3 4
0 0 0 0 0 0

C 1 0 1 1 1 0
A 2 0 0 1 2 1
T 3 0 1 1 2 2
G 4 0 2 2 1 2

lenA matrix
A A G C

0 1 2 3 4
0 0 0 0 0 0

C 1 0 1 1 1 1
A 2 0 1 1 1 2
T 3 0 2 2 2 3
G 4 0 3 3 3 3

lenB matrix
A A G C

0 1 2 3 4
0 0 0 0 0 0

C 1 0 0 0 0 1
A 2 0 1 2 3 1
T 3 0 1 2 3 1
G 4 0 1 2 3 4

Table 8.1: An illustration of Algorithm 8.1 showing the three involved data
matrices for inputs α = CATG, β = AAGC and minimum overlap 2. The entries
yielding the minimum value of the criterion are marked in boldface, producing
(ATG, AAG) as the detected overlap.
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8.1.1 Exact Algorithm
For comparison, we can provide an exact algorithm running in cubic time capable of
optimization of (8.1) in an exact manner. This algorithm was not part of [238] but was
published in [244]. Due to the high polynomial, it cannot be used in real-world applica-
tions; however, the exact algorithm can show that Algorithm 8.1 is a good heuristic for
real-world data.

The idea behind the algorithms is that we try to search for all suffixes of the first
sequence in the second sequence. We enforce a prefix of the second sequence to overlap
with the whole suffix of the first sequence. Then we do the same procedure with the
reversed role of the first and the second sequence. This way, we avoid the O(n4) and
obtain a cubic algorithm. A pseudocode for the algorithm is given in Algorithm 8.2.

[244]

function overlap(α, β)
for i ∈ {0, 1, . . . , |α| − 20} do overlap(α, β, i) end for ◃ for each suffix of α
for i ∈ {0, 1, . . . , |β| − 20} do overlap(β, α, i) end for ◃ for each suffix of β

end function

5: function overlap(α, β, aoffset)
dist← 2D array of zeros
for j ∈ {1, 2, . . . , |β|} do dist[aoffset][j] = j end for ◃ initialize the first row
for i ∈ {aoffset, aoffset + 1, . . . , |α| − 1} do ◃ fill the table as in Wagner-Fischer

dist[i + 1][0] = dist[i][0]
10: for j ∈ {0, 1, . . . , |β|} do

dist[i + 1][j + 1] = min





dist[i + 1][j] + 1,

dist[i][j + 1] + 1,

dist[i][j] + Jαi ̸= βjK
end for ◃ (3.1)
if i− aoffset + 1 ≥ 20 and dist[i+1][|β|]

max{i−aoffset+1,|β|} is the smallest then
the new optimum is at i + 1, |β| ◃ check the last column for an optimum

15: end if
end for
for j ∈ {20, 21, . . . , |β| − 1} do

if dist[|α|][j]
max{|α|−aOffset,j} is the smallest then
the new optimum is at |α|, j ◃ check the last row for an optimum

20: end if
end for

end function

Algorithm 8.2: An exact algorithm to the heuristic in Algorithm 8.1. [244]

8.2 Estimating Overlaps for Contig Sets [238]

The procedure from the previous section can be used to yield the most likely overlap
for each possible pair of contigs α ∈ CA, β ∈ CB. Of course, not all such |CA||CB| pairs
actually overlap in the unknown optimal alignment of A and B. To filter the overlap
candidates towards a smaller, more plausible set, we adhere to the following rules.

1. For given contig α ∈ CA, we should only pick elements from set {overlap(α, β) |
β ∈ CB} which do not intersect between themselves,
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A

B

α

Figure 8.3: The second step of the procedure. After all possible overlaps with
contig α are identified, only some of them are selected. Out of the blue and the
green overlap, only one should be selected.

2. the resulting overlap pairs should minimize the sum of the dist values.

Note that the two selection rules are only a heuristic. Not even rule 1 is dictated
strictly by biological principles. Indeed, it may, in fact, happen that two contigs β, β′ ∈
CB map to the same contig (or its substring) α ∈ CA in a way making β and β′ overlap.

The application of the two selection rules reduces to the weighted interval scheduling
problem defined in [153]. In this problem, we have n tasks, each of a value vt (for
t = 1, 2, . . . , n), and a starting and finishing time. Our goal is to select a subset of
non-intersecting tasks that maximizes the sum of the selected task values.

Weighted interval scheduling can be solved in O(n log n) time by a simple dynamic
programming algorithm. We pass the tasks ordered by the finishing time, and for each
task, we have two options — to include it or not. If St is an optimal solution for all
tasks up to a task t (in the sorted order), then St+1 is the maximum of St and vt+1 +St′ ,
where t′ is the task with the largest finishing time, which is smaller than the starting
time of t + 1.

In our case, the starting and finishing times represent the location of α�
� in α. The

value we assign to a pair (α�
�, β�

�) is given by

v(α�
�,β

�
�) = 1

dist(α�
�, β�

�)
= max{|α�

�|, |β�
� |}

dist(α�
�, β�

�)
. (8.2)

Note that this value can be computed since Algorithm 8.1 has maintained for each
potential overlap (α�

�, β�
�) the values of dist(α�

�, β�
�), |α�

�|, |β�
� |.

To sum up, the procedure described accepts α ∈ CA and CB, and produces a set we
denote overlap(α, CB) which is selected from the initial overlap candidates, i.e.

overlap(α, CB) ⊆ { overlap(α, β) | β ∈ CB } . (8.3)

Further, overloading the overlap functor for contig sets, we denote

overlap(CA, CB) =
⋃

α∈CA

overlap(α, CB).

Note that the above function is not symmetric, and this fact will be dealt with in the
next section.

8.3 Combining the Results [238]

Having the filtered set of suspected overlaps, we first define the pre-distance d(CA, CB)
of contig sets CA, CB as the sum of the distances associated with the individual overlaps.
This, however, does not reflect how much of the alignment of A and B is covered by the
overlaps. Therefore, this sum is scaled

d(CA, CB) =
∑

(α�
�,β

�
�)∈overlap(CA,CB) dist(α�

�, β�
�)∑

(α�
�,β

�
�)∈overlap(CA,CB) max{|α�

�|, |β�
� |}
· l max{|RA|, |RB|}

c
. (8.4)
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A

B

Figure 8.4: The last step of the procedure. Once the overlaps are filtered, we
sum the distances and scale based on the fraction of nucleotides covered by the
overlaps.

The scaling is done by dividing by the maximum distance that all matching substrings
can have (the sum in the denominator) and multiplying by the maximum distance that
A and B can have. For the latter, it estimates sequence lengths |A|, |B| from (2.11).

Since overlap(CA, CB) is not symmetric, neither is d(CA, CB), the final measure
DistCC(CA, CB) averages d(CA, CB) and d(CB, CA)

DistCC(CA, CB) = d(CA, CB) + d(CB, CA)
2 . (8.5)
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9 Combination of the

Measures

In this chapter, we will exploit the results from the previous sections. Namely, we will
combine the read-to-read distance presented in Chapter 5 together with the method
from Chapter 8. The matching strategy differs for the four possible pairing sorts (refer
to Figure 9.1): read-to-read, read-to-contig, contig to one or more reads, and contig to
one or more contigs. This chapter details them individually and also describes how the
matching results integrate into the final distance estimate. Figure 9.2 reveals the data
flow among the methodological components.

9.1 Contig-Contig Mapping [240]

The mapping between contigs and their distance was already covered in Chapter 8
as a single measure. Therefore, we will not describe the complete reasoning in this
section. For later use, we will start with the asymmetric pre-distance defined in (8.4).
In the contig pre-distance, denoted Dist′

CC, we will leave out the scaling factors, i.e., the
resulting measure will be from the [0, 1] interval. We will address the distance range in
a later step (9.10) involving scaling. To sum it up, the contig-contig part measure for
purposes of this chapter will be

Dist′
CC(CA, CB) =

∑
(c,d)∈overlap(CA,CB) dist(c, d)

∑
(c,d)∈overlap(CA,CB) max{|c|, |d|} . (9.1)

9.2 Avoiding Redundancy [240]

Before we start with mapping reads to contigs, we need to filter out duplicate informa-
tion. There are two reasons for that — runtime and the aim to avoid bias caused by

1 1 2 2 3 4 3 4

5 5

5 5

Figure 9.1: An overview of possible matching between reads and contigs. A read can
map either to a read ( 1 , [237]), or a contig ( 2 , Section 9.4). Similarly, a contig can
map to a part of another contig ( 3 , [238]) or multiple reads ( 4 , Section 9.5). Reads
that were assembled to a contig do not need to be considered ( 5 , Section 9.2).
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Inputs
RA, CA, RB, CB

Contig-contig matching
Contig-contig overlap overlap(α, β) (8.1)
Weighted Interval Schedulling (8.2)

DistCC(CA, CB) (9.1)

Chapter 8, [238]

Filter redundant reads and used parts of contigs
R′

A, R′
B, C ′

A, C ′
B

Section 9.2

Weight of contigs
w

Section 9.6

Contig to reads
distcR(α′, RB)

(9.5)

Read to contig
distrc(a, β)

(9.4)

Read to read
distrr(a, b)

Chapter 5, [237, 239]

Read to tuple
distrT(a, TB)

(9.6)

All information in reads only
DistTT\R(TA, TB)

(9.7)

Pre-distance of tuples
DistTT(TA, TB)

(9.9)

Symmetric distance = output
Dist(TA, TB)

(9.10)

Figure 9.2: An overview of the algorithm with references to the corresponding
sections or equations.
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reusing some parts of sequences twice. Firstly, contigs are generated from reads. There
is no need to find matches for a read assembled into a contig since we already found a
match for the contig.

To avoid this duplicate work, we re-define

R′
A ← RA \ {i ∈ RA | i is a substring of some α ∈ CA}. (9.2)

To eliminate the reads that are substrings of a contig, we use the Aho-Corasick algorithm
[5], which builds an automaton on reads in RA and finds their occurrences in a single
linear pass through a contig.

Secondly, if a part of contig α ∈ CA is matched with another contig in CB, we do
not need to match it with reads in RB — we know that the counterparts are already
in CB. Instead of CA, we work further with C ′

A that contains for all contigs α only
substrings of α that are not in overlap(α, CB). In other words, let overlap(α, CB) =
{(α�

�1, β1), (α�
�2, β2), . . . , (α�

�n, βn)}, let α = α′
0α�

�1α′
1α�

�2α′
2 · · ·α�

�nα′
n, and let

overlap(α, CB) = {α′
0, α′

1, α′
2 . . . α′

n}
be a set of all substrings of α that are not matched to any contig in CB. Then,

C ′
A =

⋃

α∈CA

overlap(α, CB). (9.3)

9.3 Read-Read Mapping [240]

We adopt the method from [237] (see Chapter 5) based on the Monge-Elkan distance
[200] to establish the distance function for two read bags. It follows the same spirit as
above; in particular, each read a in RA is matched with the closest read in RB. Recall
the Monge-Elkan distance from Equation (5.1). As the innermost distance function, we
use read-read distance distrr from Section 5.1.4 for selecting the closest read in the other
read bag. Distance distrr is essentially the Levenshtein distance except for the following
adjustment. Because read locations are random, the first t = 1

2

(
l
c − 1

)
leading or

trailing gaps are not penalized in the alignment of two reads. See [237] or Section 5.1.4
for the derivation of the value assigned to t.

9.4 Read-Contig Mapping [240]

When aligning a read to a contig, the read can either overlap with one of the contig
ends, or it can match a substring of the contig. Therefore, the match for the read can
be defined as a substring of β that has the lowest distance from a but for borders where
the first t margin gaps are not penalized. Otherwise, the read-contig distance is defined
as

distrc(a, β) = min
i∈[2,|β|−l−2],

j∈[i+1,|β|−l−1]

dist(a, βj
i ), (9.4)

where βj
i denotes a substring of β that starts at i and ends at j. By definition, the distrc

distance is very similar to distrS used in Chapter 7.
Following the reasoning from Section 9.3, it is not desirable to penalize leading or

trailing gaps up to a certain length at contig ends. Therefore, we modify the Wagner-
Fischer dynamic programming algorithm [296] so that it does not penalize the first t
leading or trailing gaps caused by a random location of the read or different lengths of the
contig and the read. The cost function used for the margin gap penalty is illustrated
in Figure 9.3. By using this modified dissimilarity measure as distance distrr in the
definition of distrc(a, β), we can calculate the distance between a read and a contig.
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Figure 9.3: An illustration to Formula (9.4). Instead of constant 1 (dashed line),
the gap extension penalty on margins changes to the solid line. In this case, the
cost-free margin gaps are t = 2.

9.5 Contig-Reads Mapping [240]

Here, the mapping is very similar to the one used in the previous section. There is,
however, a slight difference - contig α is long, and as a result, there should be multiple
reads b ∈ RB that map to α. By (2.11), there should be |α| · c/l contigs on average. We,
therefore, calculate the distance from α to all b ∈ RB and select the |α| · c/l minimum
distances.

From Section 9.2, we know that we will use only unmatched substrings α′. Therefore,
we define dissimilarity for α′ as

Dist
cR

(α′, RB) = min{
S⊆R′

B

∣∣∣|S|=
⌊

|α′|·c
l

⌋}
∑

b∈S

distrc(b, α′). (9.5)

The formula above selects subset S of read bag R′
B that minimizes the sum of the

distances between the reads and α′.

9.6 Combination of the Measures [240]

The final measure based on reads follows Equation (5.1). For each read a′ ∈ R′
A, there

should be exactly one match — either a read or a contig. We define the distance from
a read to the closest read or contig as

distrT(a′, TB) = min
{

min
b′∈R′

B

distrr(a′, b′), min
β∈CB

distrc(a′, β)
}

. (9.6)

The sum of (9.6) and (9.5) over all reads and contigs gives a pre-measure that
contains all information captured in reads as

DistTT\R(TA, TB) =

∑

a′∈R′
A

distrT(a′, TB) +
∑

α′∈C′
A

distcR(α′, RB)

l
(
|R′

A|+
∑

α′∈C′
A

⌊ |α′|·c
l

⌋) . (9.7)

The denominator in Formula (9.7) scales to [0, 1] interval and is calculated by substi-
tuting l for distance calculations.

In the next step, we will have to combine DistTT\R(TA, TB) with the measure cap-
turing the distance between the contigs. To do so, we use a weighted average based on
the part of the original sequences covered by the contigs. DistCC(CA, CB) uses only a
part of sequence A, namely

|overlap| (CA, CB) =
∑

(α�
�,·)∈overlap(CA,CB)

|α�
�|.
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On the contrary, the estimate of A length is |RA| · l/c. The weight assigned to the
contig-contig measure is, therefore,

w = min
{

1, |overlap| (CA, CB) · c

|RA|l

}
. (9.8)

The min operation is to prevent errors of assembly because there is no guarantee that
the contigs will be shorter than the true sequence. We define pre-distance as

DistTT(TA, TB) = w DistCC(CA, CB) + (1− w) DistTT\R(TA, TB). (9.9)

The final distance is the scaled (see Formula (2.11) — DistTT is from the [0, 1] interval
while dist(A, B) is from the [0, max{|A|, |B|}] interval) symmetric version

Dist(TA, TB) = DistTT(TA, TB) + DistTT(TB, TA)
2 · l ·max{|RA|, |RB|}

c
. (9.10)
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Chapter

10 Implementation and

Optimizations

In this chapter, we will uncover some implementation details of the presented methods.
Their goal will be mainly to improve runtime. From this perspective, the most effective
ones will include sampling (as the presented methods require a smaller coverage than the
conventional assembly) and embeddings that allow us to avoid evaluating all pairwise
distance calculations.

10.1 Sampling [239]

Unlike the assembly, the approach in Chapter 5 does not require a high coverage to
produce good-quality results. Therefore, for data sequenced with high coverage, we can
randomly sample only a small amount of reads to improve runtime. This observation
motivates us to conduct a pre-processing step in which the high-coverage input data are
replaced by a relatively small random sample thereof in order to gain efficiency. How
radically one can afford to downsize the input data set while maintaining the estimation
quality can only be determined empirically. We will address this question as part of
the experimental evaluation in Chapter 11. A lower-case subscript α will denote the
distance measures equipped with the sampling technique.

10.2 Embedding [239]

Given the heuristic nature of the read-read matching method in Chapter 5, the min-
imum searched in (5.1) need not be exact; an approximate value is acceptable if that
allows a significant efficiency gain. We achieve such an approximation through a read-
embedding technique based on the following basic idea. The high-dimensional space of
reads equipped with the Levenshtein distance is mapped to a lower-dimensional space
with another distance function, which is easier to compute. The two representations
correspond mutually in that elements close (distant) in the original space are also close
(distant) in the target space. In the latter, we first find all the elements minimizing the
distance to the image of read a in (5.1). For this small set of candidates, we finally com-
pute their true Levenshtein distance to a in the original space to determine the closest
one.

The particular embedding we use is based on the q-gram profile and the q-gram
distance presented in Section 2.2.2. Theorem 2.11 justifies the usage of the q-gram
distance as a fast approximation of the Levenshtein distance.

We instantiate q to q = 3 as this value has been known to provide a good balance
between the runtime and quality of estimates in the context of the BLAST [9] algorithm.
Work [207] recommends using q = log|Σ| l. The dimension of the embedding space is
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3

2

4

1

Figure 10.1: The main idea of the efficiency improvements in Section 10.2. In-
stead of pairwise alignment of all reads and contigs vs. all reads and contigs, we
run the quadratic alignment only for a small subset of those. See Figure 9.1 for
the meaning of the caption numbers.

thus |Σ|q = 64. While we need O(|A||B|) time to calculate the Levenshtein distance,
the q gram distance is much faster to compute: we need O(q + |A| + |B| + 4q) or only
O(4q) if we precompute the q-gram profiles in advance.

The distance measures implementing the embedding technique will be denoted by a
lower subscript of q. For example, the distance measure stemming from DistMESSG while
adopting the embedding technique will be referred to as DistMESSGq.

In the following subsections, we will extend the embedding idea to the more complex
distance measures described in Chapters 8 and 9. Equation (9.10) gives a way to compute
the distance. However, this method is too slow for practical use as it requires alignment
of all data in TA and TB. Similarly to the reads, most of those alignments are, however,
not necessary as they do not count towards the minimum in (8.3), (9.6), and (9.5).
Therefore, we will use only a carefully selected subset of alignments, as illustrated in
Figure 10.1. [240]

10.2.1 Efficient Read-Contig Matching

Matching a read to a contig means finding the contig’s substring, which is the most
similar to the read. Instead of the quadratic dynamic programming approach, we can
exploit the q-gram distance and find a set of candidates in linear time. Then for short
substrings in the set, we can call the exact quadratic alignment.

A naive search implementation under the q-gram distance requires a quadratic
amount of work. This can be reduced to linear time using the sliding window method.
Once we have calculated the q-gram distance for a prefix of length l of the contig, we
can only update the distance by observing the first-to-add q-gram of the contig and
last-to-remove q-gram of the contig. Once we have the correct candidates, we trigger
the exact quadratic alignment.

10.2.2 Efficient Contig-Contig Matching

We relax the matching problem by positing the following assumption. Referring to (8.1),
we assume that for (α�

�, β�
�) = overlap(α, β), it holds that |α�

�| = |β�
� |. This reduces the

quadratic number of possible overlap candidates to a linear number.
We adapt the sliding window approach from the previous section that updates the

current distance only by two q-grams as contigs slide one against each other. This
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allows us to find an overlap candidate that minimizes the ratio of the q-gram distance
over the length of the overlap. Once having this candidate, we can calculate the exact
Levenshtein distance of the overlapping contigs parts faster using the Ukkonen’s cutoff
heuristic from [288] and [22].

We now address the choice of q. In the two preceding sections, we compared se-
quences of fixed length l. Here, the overlap length grows up to the minimum of the
contig lengths. According to study [207], the q-gram distance works well for sequences
of length 4q. With longer sequences, the q-gram profiles start to get closer to a fixed
distribution (uniform for random sequences). To avoid this bias towards the long over-
laps, we need to switch between q values as overlaps get longer. For a value of q, we
consider overlaps of length from interval [4q−1, 4q+1]. However, direct comparison is still
impossible, as our goal is to minimize the Levenshtein distance. Instead of comparing
the ratio of distq over the overlap length, we divide this ratio by q, which is a direct
result of Proposition (2.11).

10.3 Tries [243]

In paper [243], we proposed an approach to evaluate Formula (5.1) exactly but faster
than the näıve approach. The method was based on traversing two tries concurrently,
similarly as in the case of similarity joins published in paper [258]. This approach is
effective for extremely short reads; however, ineffective for typical read lengths.

We propose to use two tries to iterate over the read bags to evaluate Formula (5.2).
A triple of arrays represents each trie. Each entry in those arrays corresponds to a node
of a trie. The index of a node is determined based on the assumption that any node has
a lower index than all its children. Either the preorder traversal can be used, or as in
our case, the BFS traversal is appropriate.

In the parent array, we store a pointer to the parent node. The character array
contains information about which character labels traversal from the parent to the node.
The third array, named count, is used only for leaf nodes and stores information about
the count of the read in the bag. Recall that all reads are supposed to have the same
length l. Therefore, the count array only contains useful information for the trie’s last
layer.

With this representation, we can formulate the basic algorithm. We use the same
approach as the standard Wagner-Fischer algorithm [296] for calculating the Levenshtein
distance [167]. The only difference is that the algorithm looks at the parent node in the
trie, and instead of comparing characters in strings, it compares labels in the trie.

When the whole table is filled, the algorithm needs to look at the entries that corre-
spond to the Cartesian product of leaf nodes of the tries. For each row and column, we
need to find a minimum corresponding to minb∈RB

in (5.1). Then we multiply by the
count of the corresponding read, and finally, we average over both directions.

The complete pseudocode of the method is presented in Algorithm 10.1. We will fur-
ther show how the approach works with an example. Consider two read bags {ACA, ACG,
TCC, TCC} and {AAG, ACT}. Their graphical representation as tries, as well as internal
representation in the form of arrays, is depicted in Figure 10.2.

The tries are used to fill the dynamic programming table. In the case of tries in
Figure 10.2, we obtain Table 10.1. Using the values from Table 10.1, we quantify the
distance as

1
2

(1 · 1 + 1 · 1 + 2 · 2
4 + 1 · 1 + 1 · 1

2

)
= 5

4 .
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function SymMonge-ElkanDistance(RA, RB)
TA ← GetTrie(RA), TB ← GetTrie(RB)
arr ← empty 2D array of size |TA| × |TB|
arr[0][0]← 0

5: for i ∈ {1, 2, . . . , |TA|} do ◃ initialize the first column
arr[i][0]← arr[TA.par(i)][0] + 1

end for
for j ∈ {1, 2, . . . , |TB|} do ◃ initialize the first row

arr[0][j]← arr[0][TB.par(j)] + 1
10: end for

for i ∈ {1, 2, . . . , |TA|} do ◃ for each row
for j ∈ {1, 2, . . . , |TB|} do ◃ for each column

mis← TA.char(i) ̸= TB.char(j)

arr[i][j]← min
{

arr[TA.par(i)][j] + 1,

arr[i][TB.par(j)] + 1,

arr[TA.par(i)][TB.par(j)] + mis

15: end for
end for

sA ← 0, sB ← 0 ◃ evaluate (5.1)
for i ∈ TA.terminalStates do

sA += min
j∈TB .terminalSt

{arr[i][j]} · TA.count[i]
20: end for

for j ∈ TB.terminalStates do
sB += min

i∈TA.terminalSt
{arr[i][j]} · TB.count[j]

end for
return 1

2

(
sA

|RA| + sB
|RB |

)
◃ evaluate (5.2)

25: end function

Algorithm 10.1: Pseudocode for the trie approach to evaluate the Monge-Elkan dis-
tance. [243]

0

1 2

3 4

5 6 7

A T

C C

A G C

0

1

2 3

4 5

A

A C

G T

Node 0 1 2 3 4 5 6 7
parent ∅ 0 0 1 2 3 3 4
char ∅ A T C C A G C
count 0 0 0 0 0 1 1 2

Node 0 1 2 3 4 5
parent ∅ 0 1 1 2 3
char ∅ A A C G T
count 0 0 0 0 1 1

Figure 10.2: A representation of read bags {ACA, ACG, TCC, TCC} and
{AAG, ACT} as trie structures.
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0 1 2 3 4 5
0 0 1 2 2 3 3
1 1 0 1 1 2 2
2 1 1 2 2 3 2
3 2 1 1 0 2 1
4 2 2 2 1 3 2
5 3 2 1 1 2 1
6 3 2 2 1 1 1
7 3 3 3 2 3 2

Table 10.1: A table that shows the dynamic programming array for the example
from Figure 10.2..

89 / 166



Efficient genome similarity estimation for learning from sequencing data

90 / 166



Chapter

11 Experimental Evaluation

This chapter contains a summary of experiments presented in papers [237],[239], [238],
and [240]. As this is the main experimental section, we will show the results of the
methods presented in Chapters 5, 8, and 9. The results show some additional results that
were left out in the aforementioned publications for space reasons. However, the results
do not show all possible methodological combinations of all measured characteristics
and all possible algorithms. Besides that, some minor experiments will be seen in the
next chapter, especially those taken from [243], [244], and [245].

The purpose of the experiments is to compare different methods for estimating the
Levenshtein distance dist(A, B) for various real DNA sequences A, B from their read
bags RA, RB, contig sets CA, CB, or the combination of the latter TA, TB. The methods
include

• the reference distance dist(A, B) (ground truth);

• the most developed version of the approach presented in Chapter 5 (MESSG,
MESSGM) applied directly on RA, RB;

• modifications of the latter implementing the sampling or embedding optimizations
from Chapter 10, denoted by a lower index α and/or q;

• the conventional method based on assembly estimates Ã, B̃ of the original se-
quences A, B using five common de-novo gene assemblers (ABySS [266], Edena
[122], SSAKE [301], SPAdes [210] and Velvet [316]) and then estimating dist(A, B)
as dist(Ã, B̃). Whenever a result of an assembly procedure consisted of multiple
contigs, we selected the two longest contigs to represent the distance;

• method applicable on contigs CA, CB (in combination with the five assembly al-
gorithms), denoted DistCC, as presented in Chapter 8;

• method that combines reads and contigs, denoted by Dist (in combination with
the five assembly algorithms), as presented in Chapter 9;

• a trivial baseline method estimating dist(A, B) as max{|RA|, |RB|}

• the alignment-free measures d2, d∗
2, D∗

2, D2, dq
2, dq∗

2 , Dq
2, and Dq∗

2 developed in pa-
pers [271, 55, 25, 231]. Those methods were implemented by Matteo Comin’s
group and can be found at GitHub [156];

• the Mash tool [213].

Implementation of the methods presented in this thesis was done in Java with a
maximum of shared code. The implementation was single-threaded. All five assembly
algorithms were configured with the default parameters, and the current official C++
version was used. The implementation can be found online in the following repositories:
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• https://github.com/petrrysavy/readsIDA2016
(implementation for paper [237], see Chapter 5);

• https://github.com/petrrysavy/readsDAMI2017
(implementation for paper [239], including the experimental setup, see Chapter 5);

• https://github.com/petrrysavy/ida2017
(implementation for paper [238], see Chapter 8); and

• https://github.com/petrrysavy/reference-free-phylogeny
(implementation of the complete tool, intended mostly for paper [240], see Chap-
ter 9).

In the preliminary tuning experiment, the value θ′ = 0.35 (see Section 5.1.5)
achieved the best Pearson’s correlation coefficient on the training dataset, and we carried
this value over to the testing experiments in the MESSGM method.

11.1 Evaluation Criteria

The evaluation criteria consist of

• the Pearson’s correlation coefficient measuring the similarity of the distance ma-
trices produced by the respective methods to the reference distance matrix;

• the Fowlkes-Mallows index [96] that measures the similarity between a tree pro-
duced based on the distance estimates and the reference tree defined by dist(A, B).
The Fowlkes-Mallows index shows how much two hierarchical clusterings differ in
structure. Both hierarchical trees are first cut into k clusters for k = 2, 3, . . . , n−1.
Then clusterings are compared based on the number of common objects among
each pair of clusters. In this way, we obtain a set of values Bk that shows the
distances of the trees at various levels;

• the assembly time (if applicable);

• the distance matrix calculation time;

• how many times was distance calculation successful (i.e., assembly produced at
least one contig, and distance comparison finished in the time limit);

• for both distance calculation time and Pearson’s correlation coefficient, we provide
the average rank of the methods. This is because the time and correlation are hard
to interpret, together with information on whether each algorithm provided valid
results and finished within the time limit. Therefore, we sorted the results for each
choice of coverage and read length, placing the methods that did not finish last,
together with the case when the correlation was not defined (i.e., all sequences
were equidistant). Then the rank is defined as the number of better methods in
the sorted list. The rank was then averaged over coverage and read length values.

For hierarchical clustering, we used the UPGMA algorithm [269] and the neighbor-
joining algorithm [249].
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11.2. TESTING DATA

Name Source Read
origin

Strand
known

5’-3’
known

n c l Limit

Influenza ENA [166] i.i.d.,
uniform ✗ ✗

13 0.1 to 100 3 to 500 2 hours

Various ENA [166] i.i.d.,
uniform ✗ ✗

18 0.1 to 100 3 to 500 2 hours

Hepatitis ENA [166] [127]
✗ X

81 10, 30, 50 30, 70, 100 1 day

Chromosomes [1] real-
world ✗ X

23 4.32 76 1 day

Table 11.1: An overview of the datasets used in the experiments.

11.2 Testing Data

The testing data contains five datasets. They are summarized in Table 11.1. The
influenza dataset1 contains 12 influenza virus genome sequences plus an outgroup se-
quence. The various dataset2 contains 17 genomes of different viruses. Furthermore, we
used an independent third training dataset3 to tune the value of θ′ (see Section 5.1.5)
in the MESSGM distance. All the sequences were downloaded from the ENA repository
[166] http://www.ebi.ac.uk/ena. The two datasets contained artificial reads sampled
under the assumption that reads are i.i.d. and that c and l are constant. We artificially
sampled the two datasets several times with an extensive range of coverage and read
length values4. For averaging, we left out the three most outlying values of coverage c
and read length l.

The hepatitis dataset contains 81 Hepatitis A segments. This time we used the
ART [127] program to simulate sequencing to obtain read data for (c, l) ∈ {10, 30, 50}×
{30, 70, 100}. We sampled with higher coverage, and when using our methods, we down-
sampled to the coverage of 2.

The chromosomes dataset contains 23 regions of the human genome. The data were
obtained from the 1000 Genomes Project [1]. For each chromosome, we selected one
20 kbp long region and obtained reads that were sequenced from this region. We used
the Ensembl [130] reference human genome to calculate the reference distance matrix.
In this dataset, the average coverage per chromosome was 4.32.

A time limit was applied to the assembly step and the distance matrix calculation.
Whenever an algorithm did not finish in time or the assembly step failed to produce
any contig, we marked the attempt as unsuccessful and did not count it towards the
average.

To generate read and contig sets from the genomes, we employ two strategies. One
is ‘idealized’, based on error-free sampling from i.i.d. uniform distribution. The other
simulates closely real-life erroneous sequencing conducted by Illumina technology and is
facilitated by the ART [127] program. For the influenza and various datasets, we use
the idealized read sampling option, the hepatitis dataset uses the ART program, and

1AF389115, AF389119, AY260942, AY260945, AY260949, AY260955, CY011131, CY011135,
CY011143, HE584750, J02147, K00423 and outgroup AM050555. The genomes are available at
http://www.ebi.ac.uk/ena/data/view/<accession>.

2AB073912, AB236320, AM050555, D13784, EU376394, FJ560719, GU076451, JN680353, JN998607,
M14707, U06714, U46935, U66304, U81989, X05817, Y13051 and outgroup AY884005

3CY011119, CY011127, CY011140, FJ966081, AF144300, AF144300, J02057, AJ437618, FR717138,
FJ869909, L00163, KJ938716, KP202150, D00664, HM590588, KM874295, c = 4, l = 40

4(c, l) ∈ {0.1, 0.3, 0.5, 0.7, 1, 1.5, 2, 2.5, 3, 4, 5, 7, 10, 15, 20, 30, 40, 50, 70, 100} ×
{3, 5, 10, 15, 20, 25, 30, 40, 50, 70, 100, 150, 200, 500}
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Figure 11.1: A plot of the average Fowlkes-Mallows index Bk versus k on the
various dataset. The index compares trees generated by the neighbor-joining algo-
rithm. The tree is compared with the tree generated from the original sequences.
If all values are equal to 1, the structures of the trees are the same. We show only
a selection of the methods and assembly algorithms.

the chromosomes dataset contains real-world reads.
The last dataset is named e-coli, and it contains 15 bacterial DNA sequences of

the same species. In this case, no official assembly for each read bag exists; therefore,
we compare the algorithms in quantitative measures that do not need assembly. The
dataset works as proof of the concept that the method is applicable to real-world data.

11.3 Experimental Results

The main experimental results are shown in Tables 11.2, 11.3, 11.4, and 11.5, which show
the average results on both datasets. For averaging on influenza and various datasets, we
exclude the three most extreme values of coverage and read length. The extreme values
were calculated so that, for example, Figure 11.7 shows the trend for a wider range of
settings. The columns of the table show Pearson’s correlation coefficient, run time, and
the Fowlkes-Mallows index for selected levels. Figures 11.2, 11.1, 11.3, and 11.4 show
the Fowlkes-Mallows index. Figures 11.5 and 11.6 show the plot of Pearson’s correlation
coefficient on coverage for influenza and various dataset, respectively. Similarly, Figures
11.7 and 11.8 show a plot of Pearson’s correlation coefficient on read length.

11.3.1 Qualitative Evaluation

Pearson’s correlation coefficient (column ‘corr.’) demonstrates the quality of the MESSG
and MESSGM methods (Sections 5.1.4 and 5.1.5), which are the most developed ver-
sions of the read-based approach. The proposed method DistCC(CA, CB) gives results of
quality comparable to the latter two. For low-coverage data, the read-based estimation
is more successful because it does not need assembled contigs. On the opposite, for high
coverage data, DistCC(CA, CB) produces results with higher correlation because it uses
more information available in the read overlaps. The proposed methods are better than
the baseline method max(|RA|, |RB|) and also than the simple approach that considers
only the longest contig.

Findings based on Pearson’s correlation coefficient are generally supported also by
the Fowlkes-Mallows index (the last four columns). Figures 11.2, 11.1, 11.3, and 11.4
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Data method finished assem.
ms

distances
ms

rank
dists.

corr. rank
corr.

NJ
B4

NJ
B8

UPGMA
B4

UPGMA
B8

In
flu

en
za

reference 112/112 0 2,602 29.2 1 1 1 1 1 1
max(|RA|, |RB |) 112/112 0 335 13.3 .801 46.5 .658 .319 .67 .319

DistMESSG(RA, RB) 107/112 0 899,270 60.1 .983 9.7 .998 .997 1 1
DistMESSGq(RA, RB) 112/112 0 50,808 42.5 .966 27.9 .998 .967 .999 .977

DistCC(CA, CB) ABySS 87/112 21,628 17,469 44.7 .951 37.7 .983 .799 .983 .868
DistCC(CA, CB) Edena 72/112 285 18,483 47.2 .96 41.7 .996 .845 .997 .878

DistCC(CA, CB) SPAdes 43/112 13,529 22,661 56.8 .973 49.4 .989 .932 .994 .948
DistCC(CA, CB) SSAKE 68/112 2,079 17,735 48.5 .944 44.5 .974 .838 .972 .867
DistCC(CA, CB) Velvet 110/112 385 23,567 43.8 .958 31.6 .991 .906 .994 .91
Dist(TA, TB) ABySS 112/112 20,900 508,511 54.5 .979 17 .998 .997 .997 .998
Dist(TA, TB) Edena 112/112 233 430,385 53.4 .98 15.1 .998 .997 1 .997

Dist(TA, TB) SPAdes 112/112 12,380 625,883 56.7 .983 8.9 .998 .997 .997 1
Dist(TA, TB) SSAKE 112/112 1,655 552,860 53.4 .98 15.7 .998 .997 .997 .997
Dist(TA, TB) Velvet 111/112 378 749,033 57.9 .971 29.1 .998 .987 1 .994

Distq(TA, TB) ABySS 112/112 5,583 23,565 35.3 .963 32 1 .925 1 .934
Distq(TA, TB) Edena 112/112 264 16,090 35.6 .966 31.1 1 .942 1 .949

Distq(TA, TB) SPAdes 112/112 14,345 28,690 37.6 .971 23.1 1 .944 1 .954
Distq(TA, TB) SSAKE 112/112 2,302 27,515 36.3 .967 28.7 1 .951 1 .956
Distq(TA, TB) Velvet 112/112 446 22,478 37.7 .956 35.3 .998 .973 .996 .977

Mash 112/112 0 101 9 .679 46.8 .438 .61 .476 .575
d2 112/112 0 335 17 .708 48.1 .427 .988 .303 .665
d∗

2 112/112 0 389 18.3 .837 44.7 .402 .899 .378 .712
d

q∗
2 112/112 0 328 16.6 .631 50.3 .32 .272 .365 .105

D2 112/112 0 374 17.2 .443 59.2 .324 .001 .675 .316
D∗

2 112/112 0 318 16.6 −.102 62.6 .436 .002 .504 .004
D

q∗
2 112/112 0 312 16.5 0 63.6 .32 .272 .365 .123

d
q
2 112/112 0 281 15.2 .631 50.3 .32 .272 .365 .105

D
q
2 112/112 0 327 16.5 0 63.6 .32 .272 .365 .123

longest contig ABySS 87/112 21,628 1,182 26.4 .67 45.5 .621 .432 .629 .427
longest contig Edena 72/112 285 1,055 33.3 .675 49.2 .624 .465 .636 .472

longest contig SPAdes 43/112 13,529 1,465 48.2 .751 51.5 .713 .555 .743 .558
longest contig SSAKE 68/112 2,079 785 32.5 .664 51 .606 .357 .594 .352
longest contig Velvet 110/112 385 38 7.5 .569 53.8 .457 .23 .452 .234

Table 11.2: Average runtime, Pearson’s correlation coefficient between the dis-
tance matrices, and the Fowlkes-Mallows index for k = 4 and k = 8 on the
influenza dataset. The ‘reference’ method calculates the distances of the original
sequences. For an explanation of the rank column, see Section 11.1. Note that
the table is truncated for space reasons. Therefore, the rank columns show higher
numbers than expected. The excluded rows mostly show the behavior of the pre-
sented methods on error-free idealized artificial contigs (see Chapter 12).
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Data method finished assem.
ms

distances
ms

rank
dists.

corr. rank
corr.

NJ
B4

NJ
B8

UPGMA
B4

UPGMA
B8

Va
rio

us

reference 112/112 0 57,099 16.9 1 1 1 1 1 1
max(|RA|, |RB |) 112/112 0 847 4.1 .907 14.1 .846 .924 .671 .655

DistMESSG(RA, RB) 64/112 0 1,299,980 24.8 .933 13 .925 .93 .622 .882
DistMESSGq(RA, RB) 109/112 0 605,647 20 .927 8.7 .838 .973 .659 .768

DistCC(CA, CB) ABySS 72/112 7,959 779,370 22.4 .921 14.7 .843 .926 .629 .753
DistCC(CA, CB) Edena 57/112 679 1,070,977 23.8 .92 16.9 .858 .932 .629 .773

DistCC(CA, CB) SPAdes 58/112 7,342 899,891 22.9 .923 15.5 .857 .944 .635 .798
DistCC(CA, CB) SSAKE 108/112 1,235 749,197 20.7 .928 5.4 .839 .922 .632 .902
DistCC(CA, CB) Velvet 34/112 17,783 1,239,632 25.5 .917 19.8 .877 .945 .638 .838
Dist(TA, TB) ABySS 70/112 5,086 1,684,468 24.7 .928 13.2 .862 .923 .626 .82
Dist(TA, TB) Edena 69/112 168 1,681,308 24.6 .932 12.3 .916 .934 .629 .876

Dist(TA, TB) SPAdes 70/112 3,449 1,666,859 24.1 .932 12.2 .913 .931 .63 .874
Dist(TA, TB) SSAKE 64/112 568 1,635,059 26.1 .919 12.9 .831 .909 .611 .892
Dist(TA, TB) Velvet 67/112 13,897 1,584,465 24.9 .932 12.4 .92 .929 .623 .882

Distq(TA, TB) ABySS 110/112 10,937 252,197 16.5 .919 11.7 .85 .932 .65 .755
Distq(TA, TB) Edena 112/112 790 360,304 15.9 .921 10.9 .843 .941 .661 .752

Distq(TA, TB) SPAdes 110/112 6,197 316,445 16.2 .922 10.7 .852 .941 .65 .766
Distq(TA, TB) SSAKE 111/112 2,231 428,540 17.9 .934 6.4 .844 .954 .726 .847
Distq(TA, TB) Velvet 110/112 19,583 355,127 16.3 .922 10.1 .845 .945 .646 .765

Mash 84/112 0 562 8.3 .664 17.8 .464 .342 .396 .315
d2 109/112 0 741 8.7 .269 23.8 .469 .355 .358 .41
d∗

2 110/112 0 756 8.5 .442 20.1 .453 .316 .378 .19
d

q∗
2 109/112 0 721 8 .573 17.4 .32 .28 .446 .099

D2 107/112 0 739 8.4 .294 22.5 .463 .067 .671 .641
D∗

2 110/112 0 734 7.8 .291 22.6 .474 .114 .604 .428
D

q∗
2 110/112 0 774 7.7 0 25 .32 .28 .446 .122

d
q
2 109/112 0 760 7.6 .573 17.4 .32 .28 .446 .099

D
q
2 111/112 0 743 7.4 0 25 .32 .28 .446 .122

longest contig ABySS 72/112 7,959 6,439 13.6 .562 20.1 .495 .345 .512 .443
longest contig Edena 57/112 679 18,206 17.8 .571 20.8 .537 .389 .542 .452

longest contig SPAdes 58/112 7,342 14,861 15.6 .626 20.1 .533 .377 .548 .465
longest contig SSAKE 108/112 1,235 385 3.5 .386 20.9 .482 .433 .448 .166
longest contig Velvet 34/112 17,783 34,858 22.5 .681 21.4 .625 .498 .632 .614

Table 11.3: Average runtime, Pearson’s correlation coefficient between the dis-
tance matrices, and the Fowlkes-Mallows index for k = 4 and k = 8 on the various
dataset. The table was generated under the same conditions as Table 11.2.
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Data method finished assem.
ms

distances
ms

rank
dists.

corr. rank
corr.

NJ
B4

NJ
B8

UPGMA
B4

UPGMA
B8

H
ep

at
iti

s

reference 9/9 0 1,748,984 16.9 1 1 1 1 1 1
max(|RA|, |RB |) 9/9 0 29,340 5.8 .181 19.3 .724 .828 .553 .368

DistMESSG(RA, RB) 9/9 0 42,332,682 21.1 .965 8.3 1 .904 .99 .954
DistMESSGqα(RA, RB) 9/9 0 1,118,585 15.4 .897 14.2 1 .935 .913 .942

DistCC(CA, CB) ABySS 9/9 35,145 48,256,963 22.3 .949 9.9 1 .912 .948 .937
DistCC(CA, CB) Edena 9/9 7,038 44,548,818 21.2 .892 5.1 1 .839 .954 .912

DistCC(CA, CB) SPAdes 2/9 76,514 31,517,537 23.1 .869 20.6 1 .893 .87 .931
DistCC(CA, CB) SSAKE 5/9 69,156 55,880,178 23.2 .901 15.1 1 .945 .976 .947
DistCC(CA, CB) Velvet 4/9 11,090 59,898,794 23.9 .98 14.6 1 .988 1 .974
Dist(TA, TB) ABySS 0/9 NaN NaN 24.4 NaN 24.4 NaN NaN NaN NaN
Dist(TA, TB) Edena 0/9 NaN NaN 24.4 NaN 24.4 NaN NaN NaN NaN

Dist(TA, TB) SPAdes 0/9 NaN NaN 24.4 NaN 24.4 NaN NaN NaN NaN
Dist(TA, TB) SSAKE 0/9 NaN NaN 24.4 NaN 24.4 NaN NaN NaN NaN
Dist(TA, TB) Velvet 0/9 NaN NaN 24.4 NaN 24.4 NaN NaN NaN NaN

Distqα(TA, TB) ABySS 9/9 48,194 520,227 12.7 .957 10.6 1 .932 .823 .89
Distqα(TA, TB) Edena 9/9 12,889 520,091 12.8 .929 10.3 .976 .942 .835 .823

Distqα(TA, TB) SPAdes 9/9 130,268 373,244 11.7 .911 13.6 .966 .843 .75 .862
Distqα(TA, TB) SSAKE 9/9 88,516 615,615 14.2 .901 12.9 .961 .937 .851 .862
Distqα(TA, TB) Velvet 9/9 27,814 1,729,999 16.9 .955 7.9 1 .994 .934 .941

Mash 9/9 0 2,350 1.4 .967 8.1 1 .918 .964 .966
d2 7/9 0 27,145 9.1 .973 10.1 1 .864 .982 .963
d∗

2 7/9 0 28,189 10.9 .972 10.4 1 .902 .893 .972
d

q∗
2 9/9 0 29,296 6.4 .972 6.8 1 .896 .894 .973

D2 8/9 0 30,458 8.2 −.181 21.2 .93 .429 .662 .545
D∗

2 7/9 0 27,718 9.2 −.783 22.9 .929 .407 .662 .545
D

q∗
2 9/9 0 27,151 4.6 −.782 23.4 .922 .404 .662 .545

d
q
2 9/9 0 27,885 6.7 .973 5.1 1 .87 .984 .96

D
q
2 7/9 0 31,481 12.1 −.187 22.3 .931 .415 .662 .545

longest contig ABySS 9/9 35,145 2,493,455 18.2 .53 18.1 .946 .685 .654 .686
longest contig Edena 9/9 7,038 1,581,613 15.6 .515 17.8 .918 .76 .783 .8

longest contig SPAdes 2/9 76,514 3,242,365 21.1 .395 23 .867 .776 .822 .775
longest contig SSAKE 5/9 69,156 764,321 16.7 .334 21 .862 .624 .712 .661
longest contig Velvet 4/9 11,090 515 13.1 .296 21.3 .919 .473 .637 .58

Table 11.4: Average runtime, Pearson’s correlation coefficient between the dis-
tance matrices, and the Fowlkes-Mallows index for k = 4 and k = 8 on the hepatitis
dataset. The table was generated under the same conditions as Table 11.2.
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Data method finished assem.
ms

distances
ms

rank
dists.

corr. rank
corr.

NJ
B4

NJ
B8

UPGMA
B4

UPGMA
B8

C
hr

om
s

reference 1/1 0 668,767 20 1 1 1 1 1 1
max(|RA|, |RB |) 1/1 0 2,184 13 .331 18 .613 .298 .64 .404

DistMESSG(RA, RB) 1/1 0 23,758,416 24 .848 14 .585 .26 .408 .227
DistMESSGqα(RA, RB) 1/1 0 202,517 19 .825 15 .9 .247 .404 .227

DistCC(CA, CB) ABySS 0/1 NaN NaN 27 NaN 25 NaN NaN NaN NaN
DistCC(CA, CB) Edena 0/1 NaN NaN 27 NaN 25 NaN NaN NaN NaN

DistCC(CA, CB) SPAdes 0/1 NaN NaN 27 NaN 25 NaN NaN NaN NaN
DistCC(CA, CB) SSAKE 0/1 NaN NaN 27 NaN 25 NaN NaN NaN NaN
DistCC(CA, CB) Velvet 0/1 NaN NaN 27 NaN 25 NaN NaN NaN NaN
Dist(TA, TB) ABySS 1/1 17,838 24,085,638 25 .911 6 .638 .342 .774 .307
Dist(TA, TB) Edena 1/1 1,063 23,404,639 22 .879 12 .676 .211 .553 .334

Dist(TA, TB) SPAdes 1/1 22,898 23,757,934 23 .873 13 .676 .211 .553 .334
Dist(TA, TB) SSAKE 1/1 51,604 20,576,658 21 .903 7 .805 .342 .359 .334
Dist(TA, TB) Velvet 1/1 7,866 24,668,207 26 .902 8 .585 .26 .619 .334

Distqα(TA, TB) ABySS 1/1 17,838 144,725 18 .914 5 .805 .211 .488 .334
Distqα(TA, TB) Edena 1/1 1,063 126,282 14 .887 9 .805 .211 .455 .334

Distqα(TA, TB) SPAdes 1/1 22,898 127,061 16 .881 11 .805 .329 .553 .208
Distqα(TA, TB) SSAKE 1/1 51,604 126,565 15 .914 4 .805 .211 .819 .43
Distqα(TA, TB) Velvet 1/1 7,866 127,200 17 .881 10 .805 .222 .553 .208

Mash 1/1 0 173 3 .33 19 .599 .382 .588 .307
d2 1/1 0 696 5 .258 22 .706 .368 .503 .497
d∗

2 1/1 0 697 6 .301 20 .805 .303 .503 .328
d

q∗
2 1/1 0 697 6 .959 2 .805 .316 .519 .283

D2 1/1 0 692 4 3.933 · 10−2 23 .9 .283 .64 .404
D∗

2 1/1 0 1,018 11 2.919 · 10−2 24 .852 .273 .471 .358
D

q∗
2 1/1 0 714 8 0 25 .805 .316 .519 .283

d
q
2 1/1 0 734 9 .959 2 .805 .316 .519 .283

D
q
2 1/1 0 1,010 10 0 25 .805 .316 .519 .283

longest contig ABySS 1/1 17,838 1,213 12 .34 17 .706 .364 .55 .38
longest contig Edena 0/1 NaN NaN 27 NaN 25 NaN NaN NaN NaN

longest contig SPAdes 0/1 NaN NaN 27 NaN 25 NaN NaN NaN NaN
longest contig SSAKE 1/1 51,604 152 2 .297 21 .588 .302 .66 .538
longest contig Velvet 1/1 7,866 31 1 .574 16 .805 .404 .519 .158

Table 11.5: Average runtime, Pearson’s correlation coefficient between the dis-
tance matrices, and the Fowlkes-Mallows index for k = 4 and k = 8 on the chroms
dataset. The table was generated under the same conditions as Table 11.2.
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Figure 11.2: A plot of the average Fowlkes-Mallows index Bk versus k on the
influenza dataset. The index compares trees generated by the neighbor-joining
algorithm.
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Figure 11.3: A plot of the average Fowlkes-Mallows index Bk versus k on the
hepatitis dataset. The index compares trees generated by the neighbor-joining
algorithm.
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Figure 11.4: A plot of the average Fowlkes-Mallows index Bk versus k on the
chromosomes dataset. The index compares trees generated by the neighbor-joining
algorithm.
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Figure 11.5: A plot of the average Pearson’s correlation coefficient for several
choices of coverage values on the influenza dataset.
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Figure 11.6: A plot of the average Pearson’s correlation coefficient for several
choices of coverage values on the various dataset.
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Figure 11.7: A plot of the average Pearson’s correlation coefficient for several
choices of read length on the influenza dataset.
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Figure 11.8: A plot of the average Pearson’s correlation coefficient for several
choices of read length on the various dataset.
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Figure 11.9: A plot of the distance matrix calculation time for several choices of
coverage values on the influenza dataset.
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Figure 11.10: A plot of the distance matrix calculation time for several choices
of coverage values on the various dataset.
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Figure 11.11: A plot of the distance matrix calculation time for several choices
of read length on the influenza dataset.
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Figure 11.12: A plot of the distance matrix calculation time for several choices
of read length on the various dataset.
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provide a more detailed insight into the Fowlkes-Mallows values graphically for all the
tree levels.

The chromosomes dataset shows how our method is dependent on the estimates of
the lengths of the original sequences (obtained from (2.11)) are good. While method
MES provides good estimates, the accuracy drops after applying the scaling from Section
5.1.3. Coverage is not constant on all read bags, and therefore, the results had to be
provided with the information that all the original sequences had the same length.

11.3.2 Dependence on Read Length and Coverage

Figures 11.5 and 11.6 analyze the accuracy of different algorithms in dependence on
coverage. We see that our approaches produce good results for coverage around 2.
Therefore, on the hepatitis dataset, we sampled down to c = 2. The assembly algorithms,
however, require several times higher coverage to produce results of the same accuracy.
Figures 11.5 and 11.6 show that our method produces good estimates for shorter reads
than the assembly methods.

Figures 11.9 and 11.10 show runtime dependence of the proposed methods on cover-
age in a logarithmic scale. It can be seen that the presented approach is slower than the
alignment-free approaches; however, with sampling to c = 2, the difference is smaller.
Similarly, Figures 11.11 and 11.12 show the dependence of runtime on the read length.
The results; however, need to be compared with the context of the finished column of
the result tables (Tables 11.2, 11.3, 11.4, and 11.5) - when a method does not finish at
all, it is not counted towards average.

In the proposed methods, we can notice that there is a peak at a read length of
around l = 10, and then the runtime drops. This is because of the comparison based on
the q-gram distance. For very short sequences (around 10), calculating the Levenshtein
distance means no overhead in the runtime. Therefore, the effect of embedding the reads
(see Section 10.2 for details) into a smaller space does not improve the runtime. As the
read length grows, the runtime of the Levenshtein distance grows quadratically while
the runtime of the q-gram distance grows only linearly.

11.3.3 Runtime

Columns 4-5 of Tables 11.2, 11.3, 11.4, and 11.5 indicate that the exact variant (MESSG)
of our approach is systematically slower concerning absolute runtime than the ap-
proaches based on sequence assembly, despite the NP-hard complexity of the latter task.
However, the approximated version (MESSGq, including sampling) of our approach did
produce results in a time comparable to the assembly time. The cost for this runtime
improvement was only a small decrease in accuracy. Moreover, the MESSGq approach
was faster than calculating the reference distance matrix on larger datasets. The num-
bers also show that our asymptotic complexity estimate in Section 5.2.1 is generally
correct: the ratio between the time spent on calculating the distances on the one hand,
and the runtime of the reference method, on the other hand, is approximately α2. On
the opposite, DistCC(CA, CB) is approximately 10× slower than the reference method.
DistCC(CA, CB) and the reference method have to fill dynamic programming tables of
approximately the same sizes; therefore, their run times differ only by a multiplicative
constant, as the proposed method has to fill entries in three tables instead of one.

11.3.4 Comparative Experiments on the E. coli Dataset

Table 11.6 shows the pairwise distance matrix correlations between the selected meth-
ods. As the reads come from the real-world dataset and are sequenced for several
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variants of the E. coli bacteria, there is no reference sequence for the samples. There-
fore, pairwise comparison is used. From the quantitative perspective, Table 11.7 shows
that the presented methods can calculate the distance matrix in a time comparable to
the alignment-free methods and faster than the sequences can be assembled with default
settings of the assembly algorithms.

11.3.5 Discussion [240]

The results shown in Tables 11.2, 11.3, 11.4, and 11.5 indicate that the Distq method,
including the efficiency optimizations from Chapter 10 yields valid results in a broader
range of cases than other methods. Compared to the alignment-free approaches, the
method works well on both similar as well as dissimilar genomes. In contrast, the
performance of the alignment-free approaches is worse on dissimilar genomes. Figures
11.5, 11.6, 11.7, and 11.8 further illustrate that the method is capable of producing
reasonable results for low coverage data and very short reads.

Tables 11.2, 11.3, 11.4, and 11.5 show that compared to the simpler versions of
the method (DistMESSGqα, DistCC), the combination is faster. However, the method is,
as expected, slower than the alignment-free methods. Concerning the correlation, the
method performs better on one dataset and worse on one dataset than the read-read
and contig-contig versions. Compared to the alignment-free methods, the Distq method
did better on two datasets while worse on one dataset.

The changes proposed in Chapter 10 improve the runtime up to three magnitudes.
Note that in the case of the hepatitis dataset, the exact variant of the method finishes
only in two cases, while the faster variant finishes in all cases.

The real-world experiments show that our method successfully approximates the
Levenshtein distance between the compared sequences.

The Folwkes-Mallows index does not always correlate with Pearson’s correlation
coefficient. There are reasons for this behavior. Firstly, the split of the clustered objects
into clusters is presented only for selected depths, which means that the clustering
might be good on a coarse level while bad on a fine level. In contrast, the correlation
coefficient always compares whole matrices. Secondly, the data itself can affect the
correlation. When many distances are almost the same, the correlation might be high,
but small perturbations in the distances might cause the trees to look similar. In a
different scenario, the trees might be the same, but some degree of freedom in distance
values might decrease the correlations.
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Method Time (s, one thread) Time (s, parallel)
DistMESSGqα 8,908 NaN

DistMESSGMqα 8,908 NaN
co-phylog NaN 598

Mash NaN 500
d2 3,343 NaN
d∗

2 3,311 NaN
dq

2 3,331 NaN
dq∗

2 3,346 NaN
D2 3,289 NaN
D∗

2 3,329 NaN
Dq

2 3,302 NaN
Dq∗

2 3,329 NaN
Distq ABySS 75,427 4,305
Distq Edena 68,326 4,382
Distq SPAdes NaN NaN
Distq SSAKE 82,604 4,575
Distq Velvet 88,156 4,276

Table 11.7: The runtime on the E. coli dataset. The assembly time (without
the distance matrix calculation) on the same dataset is 24,980 s (ABySS), 17,514 s
(Edena), 1021,184 s (SPAdes), 229,350 s (SSAKE), and 17,608 s (Velvet).
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Chapter

12 Subsidiary Experiments

This chapter will show some experiments that thematically did not fit into the previous
chapters nor are as important as those in the main experimental chapter (Chapter 11).
Nevertheless, the experiments may illustrate some properties of the methods.

12.1 Dependence of DistCC on Contig Quality

To further test the contig-contig distances, we generated idealized contigs for the in-
fluenza dataset. The artificial contigs are denoted as optθ. First, we started by ran-
domly generating i.i.d. selected reads, similarly to Chapter 11. For each position, we
calculated the per-base coverage and produced nine simulated assembly results optθ for
θ = 10, 20, . . . , 90. To generate optθ, we chose the highest number c such that at least
θ percent of nucleotides are covered by c or more reads. Those nucleotides with the
high per-base coverage then formed individual contigs - the adjacent nucleotides were
joined into contigs so that each contig could not be extended by a high-base coverage
nucleotide.

Figure 12.1 shows the dependence of correlation on the percent of nucleotides in
the simulated assembly, i.e., on parameter θ of optθ. For clarity, the figures do not
plot all the methodological combinations. Figure 12.1 indicates that DistCC(CA, CB)
gives good estimates even if assembly identified only a fraction of the original sequence.
The results are further improved when the reads are included in the calculations and
distance Dist(TA, TB) is used instead. However, it needs to be said that when the
contigs cover only 10 % to 20 % of the sequence, it is better to use DistMESG instead as
overlaps between those very fragmented and short contigs are more likely to be random
than caused by the real overlaps in the alignment of the sequences. Also, no significant
runtime improvement, in that case, can be expected, as shown in Figure 12.2.

12.2 Effect of Tries on the Monge-Elkan Distance Evaluation
[243]

In this section, we briefly evaluate the effect of usage of tries for evaluation of (5.1).
Our main evaluation criterion is runtime. We evaluated the algorithm for choices of
read length l ∈ {8, 10, 12, . . . , 30} and for choices of read bag sizes |RA| = |RB| ∈
{100, 200, 300, . . . , 2500}. The reads were sampled from DNA sequences of viruses wry
ith accession AM712239 and AM712239 that were downloaded from the ENA repository
[166]. We repeated each experiment 10 times and averaged the results for each choice
of l and read bag size.

We compared the results of Algorithm 10.1 with the straightforward evaluation of
(5.2) using the standard Wagner-Fischer dynamic programming algorithm. The time
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Figure 12.1: A plot of the average Pearson’s correlation coefficient on θ parameter
for simulated assembly optθ on the influenza dataset.
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Figure 12.2: A plot of the average distance calculation time on θ parameter for
simulated assembly optθ on the influenza dataset. Note that the Dist method is
visualized without the embedding and sampling techniques.
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12.3. OVERLAP MINIMIZING THE POST-NORMALIZED EDIT DISTANCE
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Figure 12.3: The relative speedup of Algorithm 10.1 on size of the read bags and
read length l. The algorithm is compared to the direct evaluation of the Monge-
Elkan distance with the Wagner-Fischer algorithm.

needed to build a trie is included in the runtime of Algorithm 10.1, because it is ne-
glectable (approximately 0.1 %) compared to the time that is needed to calculate the
distance in Formula (5.2).

The main experimental result is shown in Figure 12.3, which shows the dependency
of relative speedup w.r.t. reference on read length l. From the figure, we see that for
very short reads, Algorithm 10.1 is up to 3 times faster than the reference approach.
However, for longer reads, the improvement is smaller than for shorter reads. We see
that the overall speedup is higher for short reads and bigger read bags. This has a
natural explanation in the structure of the tries. They can compress a shared prefix
of the reads. Reads, unlike English words, are mostly random strings, although they
are sampled from the same source. Therefore, the common prefixes are less common
than in the case of dictionary search. Therefore, a trie can avoid redundant work
on approximately log|Σ| |RA| nucleotides. For |RA| = 2500 and |Σ| = 4 this number
is approximately 6. Therefore, two reads are not likely to share more than 6 initial
nucleotides. This shared prefix only saves a little work for longer reads, and a lower
memory locality overtakes the savings.

12.3 Quality of Overlap Minimizing the Post-normalized Lev-
enshtein Distance

In Algorithm 8.1, we presented an algorithm for finding the overlap of two contigs such
that the post-normalized Levenshtein distance from (2.4) is minimized. We did not
provide any guarantees for the quality of the result; we stated that the algorithm is
only a heuristic that approximates the optimum. In Algorithm 8.2, we presented an
algorithm that provides the exact result but is not fast enough.

In this section, we compare Algorithms 8.1 and 8.2 to verify that on the real data,
the heuristic provides results that are usable in praxis. We selected contigs generated
by the SPADES [210] assembly algorithm on the hepatitis dataset with coverage c = 10
and read length l = 70. From those contigs, we randomly selected one thousand pairs
and calculated the value of (2.4) for both algorithms. We calculated the ratio to see
how big is the relative error. The histogram of the results can be seen in Figure 12.4.

From the figure, we see that the large errors are relatively sparse. For 698 cases
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Figure 12.4: A histogram of the relative error of Algorithm 8.1 to its exact
version in Algorithm 8.2. The plot shows the histogram of the relative error on
1000 sequences.

out of 1000, the heuristic in Algorithm 8.1 provided the same value of the optimized
criterion as the exact algorithm in Algorithm 8.2.
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13 Discussion

As we have seen from the previous chapters, the proposed methods to compare read bags
are somewhere in the middle between the alignment-free approaches and the alignment-
based approaches. The methods do alignments of small subsequences of the original
sequences in order to compare the original sequences.

The proposed methods are primarily applicable to viral or shorter bacteria genomes.
We have shown the applicability of the methods on bacteria genomes (see the results
on the E. coli dataset). The direct sequence alignment for genome comparison is more
applicable for sequences thousands of nucleotides long, as for longer sequences, the
larger genome events are more likely. For longer sequences, it is, therefore, more natural
to count higher-order events as genome rearrangements [220]. The presented Monge-
Elkan-based approaches are, similar to the alignment-free methods, less sensitive to
such events. The applicability to viral sequences is more supported by the fact that
viral genomes are fast evolving as their lifespan counts in days. This evolution rate can
make reference alignment problematic. The fast evolution might be suppressed for some
viruses, including the coronaviruses [325], but, for example, the influenza virus mutates
30 times faster than the recent covid-19 virus [189]. Therefore, the influenza virus is a
good example of a target genetic sequence.

We have seen the applicability of the method on both similar and dissimilar se-
quences. The influenza dataset contained similar sequences; the various dataset con-
tained dissimilar sequences. On those short genome sequences, the proposed method
dominated the alignment-free approaches. This might come from the fact that for shorter
sequences, the probability of shared k-mers is smaller.

The experiments show that the method requires coverage of only 2. Potential bene-
fits, therefore, include a possible reduction of the wet lab sequencing, no need to use high
coverages, or to sequence mate pairs. Figures 11.7 and 11.8 have also shown that the
correlation is high for a read length of 10. This might be useful in some applications; for
example, publication [196] justifies the need to use assembly-free, alignment-free, and
reference-free tools by the MiSeq sequencing [229] of rapidly mutating RNA viruses.
Nevertheless, Figures 11.7 and 11.8 show that the possible conditions when our method
works are much broader. [240]

Our methods had two assumptions. The first one was that the read length l is the
same for all reads. This can be justified by the fact that many sequencing technologies
(including Illumina) read a single nucleotide in each iteration. As a result, all reads
are sequenced with the same read length. The assumption that the coverage is equal
for all samples is usually not met. Hence, in our publicly available implementation,
this requirement is not enforced and can be replaced by either providing per read bag
coverage or an estimate of the length of each genome. For our analyses, especially in the
artificial datasets, we assumed that the reads are generated uniformly, which is usually
not exactly true [308]. [240]

The proposed method is applicable not only on its own but might be used in com-
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bination with other methods. In metagenomics, researchers often do the sequencing of
many organisms at once. For example, one milliliter of seawater contains around 109

viral particles [118]. Those particles are sequenced at once without knowing which read
originated from which sequence. The resulting read sequences are then clustered based
on criteria such as GC-content [121], read prefix-suffix overlaps, or k-mer counts. This
clustering should identify individual organisms and is called binning [256]. Assuming
that the binning was correct, our method is applicable to provide a phylogenetic tree
as it might be difficult to select a correct reference for read mapping, especially if the
sample is likely to contain many unknown or highly mutated viral particles.

Another natural usage might be in the supertree methods [62]. In more exten-
sive phylogenetic studies, the resulting tree might contain hundreds or thousands of
sequences and, at the same time, span over many taxonomic levels. In such a case, a
different algorithm might be used to cluster higher-order taxa than the algorithm that
clusters individual species or individual strands of the same species. In such a case,
the approaches proposed in this paper are a possible choice for clustering of similar
sequences.

Although we motivated the methods with unsupervised learning and hierarchical
clustering, in particular, the distance estimates may be used in supervised learning.
Classification using the k-NN [94] algorithm is a good example. The classification can
then be used to identify taxons from their DNA sequences. Sometimes we are interested
in which taxon a newly sequenced bacteria or virus belongs, and DNA sequence is the
most straightforward way to classify the organism nowadays. Some studies use similar
methods to do classification, for example, [297, 209, 310].

Other applications stem from the usage of sequence alignment. We might identify
conserved regions by observing which reads had a low distance to their closest counter-
part in Formula (5.1). If there is a high similarity between two parts of sequences, it
indicates that in this region of DNA, the mutations are suppressed as they are likely to
cause the death of the organism or turn out to cause evolutionary disadvantage. From
the algorithmic perspective, we can claim that we do not only use global alignment to
calculate the similarity of the sequences but local alignment as well when we select the
closest reads in the other read bag.
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14 Towards RNA-Seq
Similarities - Annotation
of circRNAs

In this chapter, we will develop an algorithm to annotate circRNA molecules with an-
notation terms, and thus, we will provide a way to identify similarities between a dif-
ferent type of sequencing data — the RNA-seq data. The contents of this chapter will
be mostly based on [242]. We will propose an algorithm, named circGPA (circRNA
generating-polynomial annotator). To calculate the annotations, we exploit the interac-
tion graph between circRNA-miRNA and miRNA-mRNA molecules. As we assume that
the annotations of circRNAs are independent, we can process the individual circRNAs
sequentially and restrict ourselves to a single circRNA molecule in our description.

The overall idea is that we will construct a statistic that is based on the interaction
graph. Later, this statistic is further extended by some additional features. Moreover,
we calculate the p-value of the statistic using dynamic programming and generating
polynomials. The remainder of this chapter then contains experimental evaluation and
comparison to the standard method of evaluating the p-value by Barnard’s Monte-Carlo
sampling [192].

14.1 Problem Definition [242]

Assume a fixed ordering on miRNA and mRNA molecules. Assume that the count of
mRNAs (miRNAs) is |m| (|µ|). Formally, we can define the interaction graph between
the selected circRNA and miRNAs using a vector aµ,c ∈ {0, 1}|µ| where each field rep-
resents whether a particular miRNA interacts with the circRNA. Interactions between
miRNAs and mRNAs are represented by an adjacency matrix Am,µ ∈ {0, 1}|m|×|µ| where
each row is a vector indicating which miRNAs interact with a particular mRNA.1 We as-
sume that the graph edges are directed only from circRNA to miRNA and from miRNA
to mRNA so that a directed path cannot connect two molecules of the same type. A
simple network is shown in Figure 14.1.

In our notation, an annotation term will be defined by a set of mRNAs and miRNAs
it annotates. The membership of mRNAs (miRNAs respectively) is formalized using
binary vectors gm ∈ {0, 1}|m| (gµ ∈ {0, 1}|µ| respectively). As a shorthand notation, we
will use the symbol g to denote the tuple of the latter, i.e., g = (gm, gµ). Having these

1We define aµ,c as a binary vector, and Am,µ as a binary matrix. However, the approach can be
easily generalized to the situation when aµ,c and Am,µ contain natural numbers which might capture,
for example, the strength of the interactions or, alternatively situations when a miRNA has two binding
spots on a circRNA. The fields higher than 1 can be represented as parallel edges in the interaction
graph, which becomes a multigraph in this case.
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circRNA

miRNA

mRNA

Figure 14.1: An example of a network. The grey nodes are part of the annotation
term. The circRNA of interest interacts with all three miRNAs, out of which
two are annotated with the term of interest. There are five mRNAs, three of
them annotated with the term. In the graph, we might find three paths from the
circRNA to a miRNA and nine paths from the circRNA to a mRNA. Out of those,
2 + 6 terminate in an annotated miRNA/mRNA, resulting in s(c, g) = 8.

definitions on hand, we can define the problem to be solved in this chapter.

Definition 14.1 (CircRNA annotation problem) For a circular RNA, let Am,µ,
aµ,c be its interaction graph. Decide whether the circRNA should be annotated with a
term g = (gm, gµ).

14.2 Proposed Statistic [242]

To solve the problem, we will develop a simple yet powerful statistic to annotate a
circRNA. The concept is based on the ”guilt by association” principle [212, 175]. The
circRNA should be annotated with a term if and only if this molecule frequently interacts
with miRNAs (and through them indirectly with mRNAs) annotated with the term.
We will capture this frequency in statistic s. This statistic will quantify the size of
the neighborhood of the circRNA that is annotated with the term. As the complete
tripartite graph is only a unification of two bipartite graphs and remains fixed for the
circRNA, we might calculate this number precisely:

s(c, g) = (aµ,c)T gµ + (Am,µaµ,c)T gm. (14.1)

The first addend shows how many paths of length one end in a miRNA annotated with
the term. The term Am,µaµ,c shows how many paths go from c to each mRNA. The
second addend in Formula (14.1) calculates how many paths of length two terminate in
an mRNA that is annotated with the term.

However, the frequency represented by s is hard to explain without knowing the
entire neighborhood. Larger neighborhoods, as well as more abundant gene terms, tend
to generate a larger frequency. The importance of the term could better be captured
by a relative frequency. Assume that we start a random walk in circRNA c. We might
calculate the probability that this random walk ends in an RNA annotated with the
term g. For a fixed circRNA, the size of the neighborhood is fixed. Therefore, the
aforementioned probability is equal to s(c, g) but for a normalization factor.

We will continue to use the number of paths represented in s(c, g), knowing that they
are only linearly scaled, preserving the ordering of the above-mentioned probabilities.
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To increase interpretability, we will further develop a normalized s as well as the p-value
for the statistic so that standard statistical reasoning is applicable. In this chapter, we
will avoid random Monte-Carlo sampling (used among others in [69, 86, 105, 161, 321])
and simulating the random walk and claim its low efficiency in our setting for the p-value
calculation.

14.3 Normalization [242]

As the value of statistic s grows by definition with the size of the annotation term and
the size of the interaction graph (it gives the number of distinct paths to mRNAs and
miRNAs annotated with the term), we present the user with a more explainable output.
We normalize the statistic (14.1) by its expected value

E s(c, g) = ∥g
µ∥1
|µ| (aµ,c)T 1 + ∥g

m∥1
|m| (Am,µaµ,c)T 1 (14.2)

where 1 = (1, 1, . . . , 1)T is the vector of ones and ∥ · ∥1 denotes the L1-norm. The ex-
pected value gives the expected number of random walks that end in an RNA annotated
with the term if the annotations were assigned randomly. The user is then presented
with the ratio of the statistic and its expected value

s(c, g)
E s(c, g) . (14.3)

This ratio represents the normalized statistic. The value above 1 then stands for terms
that tend to interact with the circRNA under observation more than expected as can
be seen in Table 14.1.

14.4 Influence of Individual RNAs [242]

Once circGPA predicts that a circRNA should be annotated with a term, users might
be interested in which miRNAs and mRNAs back up this annotation. In other words,
knowledge of which RNAs connect the circRNA to the annotation term is important.
Fortunately, it is possible to split s(c, g) among individual molecules. A natural method
of explaining how much the RNA adds to the statistic is to remove this RNA with
all its incoming and outcoming edges from the graph. On such a modified graph, we
recalculate the score and calculate the difference in the score value. We can calculate
this difference for all miRNAs and mRNAs at once using linear algebra. We denote the
vector of those differences ∆m (∆µ) for mRNAs (miRNAs). For a vector v, let diag(v)
denote a diagonal matrix with elements of v on its diagonal. Then we derive that

∆µ = diag(aµ,c)
(
gµ + (Am,µ)T gm

)
, (14.4)

∆m = diag(Am,µaµ,c)gm. (14.5)

One can notice that the L1 norm of ∆µ is equal to s(c, g). We use values ∆µ, ∆m to
sort mi/mRNAs in a report that shows the influence of individual RNAs. An example
output will be seen in Section 14.11.

14.5 p-value Calculation [242]

To understand and compare the values of statistic s among different circRNAs and
annotation terms, we need to calculate its p-value. The p-value cannot stem solely from
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s itself as other circular RNAs have a different number of connections to the remaining
RNAs. In addition, more frequent annotation terms will reach higher scores. Formally,
statistic s(c, g) is an outcome of the statistical test, whose null hypothesis is that the
given c, g pair is not related. In other words, the null hypothesis is that circRNA c
has no preference in interactions with miRNAs (or mediated interactions with mRNAs)
annotated with term g. The alternative hypothesis states that c should be annotated
with g as g is overrepresented in the neighborhood of c.

The p-value, in our case, represents the probability that a random annotation term
of the same size in the same interaction graph reaches the same statistic s or higher.
The literal implementation of the null distribution simulation would thus be empirical
random sampling with replacement [188]. In our case, this Monte-Carlo approach would
be based on enumerating the random subsets of m/miRNAs of the same size as the
evaluated annotation term and calculating the statistic value based on Formula (14.1).

This chapter proposes an exact approach that does not depend on random trials but
uses generating polynomials instead to compute the p-value. We should first reformulate
the problem so that we can easily describe its mathematical solution. Denote ∥gµ∥1 the
number of miRNA molecules annotated by the term. Formally, ∥gµ∥1 is the L1-norm
of the gµ vector. Define ∥gm∥1 similarly. For each miRNA, there is a fixed number
denoting its weight in the statistic (14.1). This weight is 1 if and only if the circRNA
of interest is connected to the miRNA, zero otherwise. The weight is stored in the
respective field of aµ,c. Out of all miRNAs, we select ∥gµ∥1. For mRNA, the weight
can be seen in the respective field of Am,µaµ,c. Out of all interacting mRNAs, ∥gm∥1
mRNAs are selected.

To calculate the p-value, the molecules of mRNA and miRNA are selected randomly
given the weights and the fact that ∥gµ∥1 and ∥gm∥1 need to be preserved. For now,
we consider only miRNAs. Imagine a bag full of balls with numbers written on them.
Each number is a field in aµ,c (one field equals one ball). Now we randomly select ∥gµ∥1
balls from the bag and sum the numbers written on them. By repeating this procedure
many times, we get the null distribution for the first part of the statistic (14.1). If we
include a second bag with numbers taken from Am,µaµ,c, we get the null distribution
for the whole statistic.

Having built an informal intuition, we can proceed to introduce the generating poly-
nomials by which we denote a polynomial which is a multiple of the well-established
probability-generating functions [88]. Consider an mRNA that is connected by five
paths to the circRNA. The weight of this mRNA is 5. In a random annotation term,
this mRNA is either included or not. This gives two possibilities. We can formulate the
generating polynomial for this mRNA as

1 + x5y1. (14.6)

The variable x keeps track of weights, y keeps track of the number of selected mRNAs.
Having a simple graph with only one mRNA, we have two options for building a random
mRNA set: either we use zero mRNAs, and the sum of weights is zero (the term 1, which
equals x0y0), or we use one, and the sum is 5 (the term x5y1). If we also consider a new
mRNA with weight 3, the resulting polynomial that represents the extended graph is

(1 + x5y1) · (1 + x3y1) = 1 + x3y1 + x5y1 + x8y2. (14.7)

We immediately see that if we select no mRNAs, we can only get the sum of weights
0; by selecting one, the weights will be either 3 or 5, and by selecting two, the sum of
the weights will be eight. The coefficients by terms with y1 show a single possibility of
getting a weight of three or five. Another helpful view on the formula above might be
as on a dynamic programming algorithm in a 2D array where the power of x denotes a
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row, the power of y denotes a column, and the coefficient is the number at the particular
position of the table. Now, we can define the generating polynomial for a weight vector.

Definition 14.2 (Generating polynomial) Let w be a vector of weights (of mRNA
or miRNA). Then the generating polynomial is

genpolyw(x, y) =
∏

w∈w
(1 + xwy). (14.8)

Next, we define an operator that restricts the polynomial only on a selected power of
one or more variables. We will denote the operator | xn and use it to denote only terms
that contain xn. For example, for the polynomial (14.7), operator | y1 will return x3+x5.
The following theorem allows us to calculate the null distribution of the statistic (14.1).

Theorem 14.3 Consider statistic s for a fixed circRNA c, interaction graph aµ,c, Am,µ

and annotation term sizes ∥gµ∥1, ∥gm∥1. Then coefficients of the polynomial

(
genpolyaµ,c(x, y) | y∥gµ∥1

) (
genpolyAm,µaµ,c(x, y) | y∥gm∥1

)
(14.9)

are the null distribution of statistic s up to a normalization factor.

Proof From what precedes, it can be seen that the first multiplicand coefficients are
the number of ways to reach a particular value of the miRNA part of the statistic (14.1)
by selecting a particular number of miRNAs. The restriction to the y∥gµ∥1 ensures that
the number of miRNAs in the annotation term is preserved. The same holds for the
second multiplicand and mRNAs.

After multiplying the polynomials, the polynomial coefficients will hold the number
of unique ways the value of the statistic can be achieved. The normalization to 1 then
finishes the calculation of the null distribution. �

Once the null distribution is calculated, the p-value is then obtained by a standard
approach in which we sum probabilities of all statistic values greater than s(c, g).

14.6 Computational Complexity [242]

If we focus on the computational complexity of circGPA, most of the work is done in the
Generating-Polynomial function. The two inner loops depend on variables maxx and
maxy, where maxx is, in the worst case, linearly dependent on the L1-norm of vector
w; maxy is equal to the number of RNAs annotated with the terms. Their product,
therefore, is linearly dependent on the product of ∥w∥1 times the size of the annotation
term. The two outer loops in function Generating-Polynomial do at most n operations
for each unique non-zero entry in the vector of weights of count n. Sum of the fields of
weight vector w is, therefore, the same as the number of evaluations of the two outer
loops. The computational complexity of the two outer loops is in the worst case equal
to ∥w∥1. We may conclude that one call to the Generating-Polynomial function is in
O(∥w∥2 ·maxy). Other terms in function AnnotateCircRNA are asymptotically smaller
than the runtime of the Generating-Polynomial function. The overall runtime is,
therefore, in

O
(
(∥aµ,c∥1)2∥gµ∥1 + (∥Am,µaµ,c∥1)2∥gm∥1

)
. (14.10)
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Input data

circRNA

miRNA

mRNA

Function (annotation)

CircInteractome

TarBase

miRecords

miRTarBase

multiMiR

miRBase

Quick GO

org.Hs.eg.db

MSigDB

Pick a circRNA c
(iteratively)

Pick an annotation term
(iteratively)

Interaction graph
Am,µ, aµ,c

Annotation term
g = (gm,gµ)

Statistic
s(c, g)

Expected value
E (s(c, g))

p-value
Generating polynomials

Normalized statistic
s(c,g)

E(s(c,g))

Adjusted p-value
FWER/FDR

Annotation

Figure 14.2: An illustration of the whole pipeline. The input graph is used for
multiple annotation terms to calculate the statistic and its p-value. Later, the
p-values are adjusted and used for annotation.

14.7 Referential Approach [242]

A standard approach for p-value calculation would be to enumerate subsets of miR-
NAs/mRNAs as random annotation terms. The size of the term is preserved, and we
count how many times the score is higher than s(c, g). This sampling Monte-Carlo ap-
proach then allows estimation of the p-value using the biased estimator r+1

n+1 , where r is
the number of trials with a high enough score and n is the number of all trials [223].

14.8 Implementation [242]

Using a naive implementation, we need at most 2|m| · 2|µ| multiplications to evaluate
polynomial (14.9). This number is the theoretically possible maximum number of terms
in polynomial (14.7). The real number is, however, much smaller. As polynomial
exponents repeat, the bound can be tightened. The power of x goes from 0 to ∥aµ,c∥1 in
the case of miRNAs, and from 0 to ∥Am,µaµ,c∥1 in the case of mRNAs. The y variable
goes from 0 to |µ| (0 to |m| in case of mRNA); however, relevant fields are only up to
∥gµ∥1 (∥gm∥1). The x variable can be trimmed similarly using the fact that only ∥gµ∥1
(or ∥gm∥1) highest terms of aµ,c (or Am,µaµ,c) may be used.

If the weight of a mi/mRNA occurs more than once, we can exploit the binomial
expansion instead of term-by-term multiplication in Equation (14.8). The multiplication
could be implemented using the dynamic programming approach and pointers. A similar
approach was used for the fast p-value calculation of the unweighted GSEA [149]. Details
can be seen in Algorithm 14.1. The whole pipeline is illustrated in Figure 14.2.
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function AnnotateCircRNA(c, aµ,c, Am,µ, gµ, gm)
s(c, g)← (aµ,c)T gµ + (Am,µaµ,c)T gm ◃ Calculate the statistic
E s(c, g) = ∥gµ∥1

|µ| (aµ,c)T 1 + ∥gm∥1
|m| (Am,µaµ,c)T 1

◃ The expected value of the statistic

miRNAPoly ← Generating-Polynomial(aµ,c, ∥gµ∥1)
mRNAPoly ← Generating-Polynomial(Am,µaµ,c, ∥gm∥1)
null← Coefficients(miRNAPoly ·mRNAPoly)
pval← Sum(null[s(c, g) :])/Sum(null)

◃ p-value is the probability of reaching a higher value than s(c, g) for a random
term

return s(c,g)
E s(c,g) , pval

end function

function Generating-Polynomial(w, maxy)
◃ maxy represents how many weights are selected

maxx← Sum(maxy highest terms in w)
◃ Since we select only maxy RNAs, higher powers of x will be zero

curr, next← 2D-arrays of 0 indexed from 0 to maxx and from 0 to maxy
curr[0, 0] = next[0, 0] = 1

◃ Initialization, 1 way of obtaining sum 0 using 0 molecules

for all unique w in w do
n← count of w in w

◃ We will use binomial expansion of (1 + xwy1)n

maxPow ←Min(n, maxy)
◃ Only relevant powers of y in expansion of (1 + xwy1)n

for pow = 1...maxPow (incl.) do ◃ Power of xwy1

for y = pow...maxy (incl.) do
for x = w · pow...maxx (incl.) do

next[x, y]← next[x, y] + curr[y − pow, x− w · pow] · ( n
pow

)

◃ Multiply the curr poly. by
( n

pow

)
(xwy1)pow; add to next

end for
end for

end for
copy values from next to curr ◃ This includes ·x0y0

end for
return Polynomial in x given by the last row, i.e., curr[, maxy]

end function

Algorithm 14.1: The circGPA algorithm.
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14.9 Input Data and Used Libraries [242]

Our implementation combines R code and C++ code for the critical p-value calculation.
To connect the C++ code and R code, we use the Rcpp package [78].

To construct the graph, we exploit several databases and R packages. The circRNA-
miRNA interactions are downloaded from the CircInteractome [76] database that uses
the TargetScan [170] interaction prediction algorithm. The miRNA-mRNA interac-
tions are downloaded from the TarBase [145], miRecords [309], and miRTarBase [126]
databases via the multiMiR package [235]. In the case of miRNA-mRNA interactions,
we used verified interactions only.

The GO annotation for the miRNAs is downloaded using the miRBase [108] and
DNA Quick GO [24] databases. Annotation of mRNAs is done via the org.Hs.eg.db
R package. The annotation terms are obtained from the MSigDB database [176] C5
category using the msigdbr R package.

Other R packages used include miRBaseConverter, GO.db, biomaRt,stringr, httr,
openxlsx, geometry, tictoc, ggnet, network and polynom.

The graph constructed in the presented way can annotate 3,009 circRNAs. There
are 1,761 miRNAs connected by 81,391 edges. This means that one circRNA interacts
with 29 miRNAs on average. One miRNA interacts with 50 circRNAs on average.
The circRNA that interacts most with other molecules is hsa circ 0000005 with 307
interactions. The miRNA with the most frequent interactions is hsa-miR-942, with 799.

The graph contains 19,375 mRNAs with 465,741 known interactions with miRNAs.
Therefore, one mRNA interacts with 24 miRNAs on average, while one miRNA interacts
with 264 mRNAs on average. The most frequent miRNA is hsa-miR-1-3p with 7,491
interactions, the most frequent mRNA is NUFIP2 with 331 interactions.

We work with 10,189 annotation terms. The average size of those is 82 mRNA or
miRNA molecules. If we exclude annotation terms which are too narrow or too broad
(see Section 14.11 for details), we end up with 7,075 annotation terms with 89 molecules
on average. One RNA is annotated with 43 terms on average.

14.10 All in One Example [242]

Consider the interaction network depicted in Figure 14.1. In this figure, we have a
circRNA of interest connected with 3 miRNAs that connect to 5 mRNAs. The edges in
the graph can then be described by a vector and a matrix.

aµ,c = (1, 1, 1)T , Am,µ =




1 1 0
1 1 1
1 0 0
0 0 1
0 1 1




.

The annotation term contains 2 miRNAs and 3 mRNAs. It is formalized as

gµ = (1, 1, 0)T , gm = (1, 1, 1, 0, 0)T .

The weights of the miRNAs and mRNAs are

aµ,c = (1, 1, 1)T , Am,µaµ,c = (2, 3, 1, 1, 2)T .

Which gives a statistic of
s(c, g) = 2 + 6 = 8.
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circRNA

miRNA

mRNA

circRNA

miRNA

mRNA

Figure 14.3: The generating polynomial of the mRNAs in this graph is equal
to 2x4 + 3x5 + 4x6 + x7. We see that there are two ways to annotate 3 mRNAs,
so that there are 4 paths that end in an annotated mRNA. These two cases are
illustrated in the figure, the paths are marked by bold gray.

The first addend is for miRNAs, the second for mRNAs. The expected value of the
statistic is

E s(c, g) = 2
3(1 + 1 + 1) + 3

5(2 + 3 + 1 + 1 + 2) = 7.4.

The normalized statistic is, therefore, 8
7.4
∼= 1.08. The generating polynomial for miR-

NAs is
(1 + x1y)3 = 1 + 3xy + 3x2y2 + x3y3.

As we have two miRNAs that are annotated with the terms, we immediately see that
there are three options for achieving two paths from the circRNA that end in an anno-
tated miRNA (see term 3x2y2 – variable y stands for the number of miRNAs, variable
x stands for the number of paths). For mRNA, the generating polynomial is

(1 + x1y)2(1 + x2y)2(1 + x3y) = · · ·+ (2x4 + 3x5 + 4x6 + x7)y3 + · · · .

The relevant terms contain the variable y to the power of three – the term annotates
three mRNAs. And the corresponding terms show that there are two options for selecting
mRNAs such that there are 4 paths that go from the circRNA to an annotated mRNA.
Those two options are illustrated in Figure 14.3. Similarly, we can see that there are
four options so that six paths end in an annotated mRNA and so on.

The generating polynomial for the whole statistic is, therefore,

3x2(2x4 + 3x5 + 4x6 + x7) = 6x6 + 9x7 + 12x8 + 3x9.

From the polynomial, we see that there are 12 ways to obtain a statistic value equal to
8. One of these is the situation depicted in Figure 14.1 and solved in this example. The
p-value is equal to the ratio of the number of combinations that reach a statistic value
greater or equal to 8 to the number of all possible combinations. These can be seen from
the polynomial or calculated as

(3
2
)(5

3
)

= 30. Hence, the p-value is 12+3
6+9+12+3 .

We can also see that the expected value is the same if calculated from the null
distribution. There are six ways to get statistic equal to six, nine ways to get statistic
equal to seven and so forth, i.e., the expected value is

6 · 6 + 9 · 7 + 12 · 8 + 3 · 9
6 + 9 + 12 + 3 = 222

30 = 7.4.
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14.11 Results [242]

We ran circGPA on a graph constructed on the human genome as explained in Section
14.8. For presentation purposes, we filtered the annotation terms based on their sizes.
We excluded annotation terms which are too broad or too narrow. The narrow terms
are difficult to evaluate statistically, the general terms suffer from low interestingness
to domain experts. Reimand et al. [230] argue that: . . . we often recommend excluding
pathway GO terms with < 10− 15 genes and > 200− 500 genes, although upper bounds
of 200− 2,000 genes can be found in the literature. We decided to stick with the bounds
researched by the authors and exclude by default terms smaller than 10 genes and larger
than 1,000 genes.

14.11.1 Outputs of circGPA

For each circular RNA, circGPA generates a table with the statistic (14.1), the nor-
malized statistic (as described in Section 14.3), and the p-values. Since we deal with
many annotation terms in parallel, we have to adjust p-values for multiple compari-
son. We provide both FWER (Bonferroni [77]) and FDR (Holm [20]) adjusted p-values.
The runtime of the p-value calculation is measured. An example output is shown in
Table 14.1.

For a visual presentation of the provided results, circGPA is able to generate an
output in a form that can be processed by the EnrichmentMap plugin [197] of the Cy-
toscape program [260]. This tool visualizes multiple annotation terms found relevant
for a single circRNA in a graph. The vertices correspond to the terms; their size corre-
sponds to the number of genes in the term and the color is calculated from the p-value
as in a heatmap. The edges are constructed so that their width represents the Jaccard
index of the connected annotation terms – a wider line means a bigger overlap between
the terms. An example of a produced output is presented in Figure 14.4. Therefore,
the graph for a circRNA shows predicted annotations in the context of the other anno-
tation terms. As a result, the user is presented with information about the term-term
overlap and clustering of the predicted annotation. Figure 14.5 shows an example of the
circGPA report in which miRNAs and mRNAs back up annotation.

To further test our method of p-value calculation, we implemented the usual sam-
pling approach mentioned in Section 14.5. circGPA is deterministic and guarantees the
exact p-values. The sampling approach is burdened with a random noise caused by the
randomness in the selection of the subsets. Therefore, the p-values are not the same.
At the very beginning, we thus configured the stochastic algorithm to approach the ex-
act p-values. We worked with all the annotation terms relevant to hsa circ 0000228.
We found out that p-values closely match for 106 and more random trials. We follow
recommendations of [223] and estimated the p-values as r+1

n+1 , where r is the number
of positive Monte-Carlo trials out of n = 106. The Spearman’s ρ for the two p-value
vectors were equal to 0.99991. We also calculated the relative difference with a mean
equal to 0.015 (i.e., on average, the p-values differ by less than 2 %), standard deviation
equal to 0.041, the maximum deviation equal to 0.82, and median equal to 0.006. If we
eliminate the first 20 annotation terms with a p-value 1.6 · 10−5 and smaller, the mean
of the relative p-value difference is 0.014, standard deviation 0.027, maximum deviation
0.372, and median 0.006.

14.11.2 Runtime

Then, we compared the circGPA runtime with the sampling approach using 106 trials.
The sampling was configured to allow for Monte-Carlo p-values to approach the exact
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Figure 14.4: An example of a graph produced by the EnrichmentMap plugin of
the Cytoscape program using the 40 most likely annotations of hsa circ 0000228.
The labels were moved manually so that they do not overlap. Several red circles
that correspond to annotation terms with lower p-values can be noticed. Besides
that, there are several clusters of terms that share genes. The biggest is located
in the top left corner showing a set of terms connected with the reproductive and
urinary systems. This indicates that the circular RNA might be connected with
those systems. According to circBase [106], the sequence of hsa circ 0000228
is located on the ZEB1 gene. According to the NCBI summary of publication
[83], the ZEB1 gene shows the highest expression in the endometrium (out of 27
tissues presented) and is also highly expressed in the urinary bladder, placenta
and prostatic tissues. Also, a recent publication has shown a connection between
hsa circ 0000228 and cervical cancer [179]. circGPA predicts a link of the cir-
cRNA to cancer as well, given the fact that HP SOFT TISSUE SARCOMA is the term
with the lowest p-value.
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Figure 14.5: A network of miRNAs and mRNAs that back up the an-
notation of hsa circ 0000228 by the term with the lowest p-value — term
HP SOFT TISSUE SARCOMA. The size and color of each RNA shows how much the
statistic (equal to 38) drops if the RNA is excluded from the graph together with
all incident edges, i.e., the ∆µ and ∆m values. See Section 14.4 for details.
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deterministic ones calculated with generating polynomials. The comparison of runtimes
is summarized in Figure 14.6. In those experiments, we used the sample of circRNAs
summarized in Table 14.2. It is obvious that circGPA overcomes the stochastic algorithm
for all the tested annotation terms with speedups that vary from 0.16 to 48,670. The
average speedup per single p-value calculation proved to be 3,150. If we compare the
overall runtime requirements of 59 hours needed to calculate the p-values exactly on the
testing circRNAs (see Table 14.2) and 1967 hours using the sampling approach, we can
see that our approach is 33 times faster as a whole. Extrapolating this number means
that our approach to calculating the p-values can save 65 years of CPU-time to annotate
all circRNAs in our database (compared to approximately two years needed to calculate
the p-values using the exact approach). However, the results of circGPA are worse on
densely connected circRNAs that are over-represented in our dataset (see Table 14.2).
The real measurements have shown that the circGPA requires 20 months to annotate
all circRNAs in the database, including graph construction and disk access.

Further insights into the speedups provided by the algorithm are in Figure 14.7,
which demonstrates the runtime complexity of Algorithm 14.1. If we eliminate all terms
that are constant for a given circular RNA from Formula (14.10) and re-evaluate the
runtime of the two outer loops, the computational complexity is square of the size of the
gene ontology term. As we see from Figure 14.7, the runtime measurements are almost
a line. The slope of the line is circRNA-dependent. For more connected circular RNAs,
the slope is higher.

Figure 14.9 demonstrates that the decreasing number of trials in the sampling ap-
proach leads to a decrease in the accuracy of p-value estimation. It is impossible to
straightforwardly decrease the number of trials and still approach the exact p-values.
To reach runtimes observed in circGPA, the sampling algorithm would need to work with
no more than 350 trials. However, the p-values then do not match the exact ones. We
consider hsa circ 0000228 with 352 sampling trials to illustrate the gap. The Spear-
man’s ρ of the p-value vectors that capture those annotation terms that pass the 0.05
p-value significance threshold (the most likely to be truly relevant) is equal only to 0.93.
The average relative difference between those is equal to 19, with a standard deviation
of 178. The maximum relative difference is 2793, and the median 0.33. Excluding the
first 20 terms with the lowest p-value decreases the maximum deviation to 176, the mean
to 2.6, the standard deviation to 11.2, and the median stays 0.32. It needs to be said,
however, that we followed the recommendation of [223] to use biased estimates.

14.11.3 The p-values Distribution

The applicability of calculated p-values is demonstrated in Figure 14.8. The histograms
shown are mostly bimodal. The peak close to 0 p-values represents the cases where
alternative hypotheses truly apply. The peak close to 1 p-value represents the cases
where the network size and interactivity are not sufficient. Clearly, this peak is large,
especially for the low-interacting circRNAs (see Table 14.2). We can notice that the
most interacting circRNAs tend to attract more low-p-value annotation terms. On the
contrary, for circRNAs with few interactions, there are only a few annotation terms
with low p-values. This is actually the desired behavior as circRNAs that interact a lot
may influence many other genes and pathways; however, circRNAs that have only a few
interactions influence only a specific part of the cellular machinery. This situation is
common in nature and can be explained by the well-known ”80-20 rule” [216].
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Figure 14.6: A histogram of the relative speedup of the p-value calculation using
the generating polynomials compared to the sampling approach with the sample
size 106. The speedup is shown only for the case when the p-value is not equal to
1 (i.e., when s(c, g) = 0). CircRNA hsa circ 0004624 is excluded from the plot
as all p-values are equal to 1, meaning that the circRNA is not connected with
any term.
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Figure 14.7: A plot of the time needed to calculate the p-value on ∥gm∥21. The
plot was generated under the same conditions as Figure 14.6.

circRNA Interacting miRNAs Paths to mRNAs Reason to include
hsa circ 0000005 307 34043 top-interacting
hsa circ 0002816 305 34113 top-interacting
hsa circ 0000006 295 33470 top-interacting
hsa circ 0001897 2 302 least-interacting
hsa circ 0004624 2 0 least-interacting
hsa circ 0024604 2 325 least-interacting
hsa circ 0000228 26 1771 used in development
hsa circ 0001540 22 5037 random choice
hsa circ 0044708 11 1837 random choice
hsa circ 0003583 12 1234 random choice

Table 14.2: CircRNAs used in the experiments, along with the reason we included
them. As the p-value calculation using the sampling approach takes up to two
weeks on a single circRNA, we limited the experiments only to those circRNAs.
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Figure 14.8: Histograms of the p-values before multiple hypothesis testing cor-
rection. The y axis is trimmed to 1,000 annotation terms.
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Figure 14.9: Dependence of Spearman’s correlation between the p-values calcu-
lated by Algorithm 14.1 and the sampling approach. The correlation is calculated
for the annotation terms with p-value smaller than 0.05 (i.e., those that are likely
to be checked manually). The plot excludes hsa circ 0004624 as all p-values for
this circRNA were equal to 1.

14.12 Discussion and Related Work [242]

The previous section clearly shows that circGPA is an efficient tool for circRNA func-
tional annotation. Let us compare it conceptually with similar existing tools. The closest
tool is Cerina [37] which also employs the circRNA-miRNA-mRNA interaction network
for circRNA functional annotation, including GO terms. Their stochastic approach is
based on permuting the connections between a given circRNA and its interacting miR-
NAs/mRNAs. To reduce the size of the interaction network, Cerina binds the interaction
and expression data and uses the Pareto-front-based algorithm for their integrative anal-
ysis. This step increases the efficiency of the stochastic algorithm and gives a chance to
work with tissue-specific interactions only. We mention the possibilities of circGPA for
integrative analysis in Section 14.13.

The utilization of random-walk algorithms for functional annotation is wide. One
of its early applications was the EnrichNet tool [105] for integrative analysis and gene
annotation. Another usage is in [161], where the authors use random walks and circRNA
similarity to predict circRNA-disease association. A similar approach utilized random
walk for drug association prediction [323, 319]. The circRNA-disease association pre-
diction problem was tackled using random walk with restarts [294, 69]. Fang et al.
used random walks to predict miRNA-circRNA associations [86]. Close to the random
walk with restarts algorithm is the PageRank algorithm [29] that has been developed
for internet hyperlinks. If applied to the presented graph with circRNA-miRNA-mRNA
interactions, both random walk with restarts and PageRank algorithms would lead to
the same results as there is only a single source circRNA.

From the methodological point of view, the circRNA-disease association prediction
is very similar to the problem solved by circGPA. The main condition for circGPA ap-
plication in this task is the knowledge of miRNA/mRNA-disease annotations in the
circRNA interaction network. These annotation databases exist. The miRNA-disease
association databases include miR2Disease [137] with 3,273 associations, and HMDDv3
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[129], which contains 35,547 manually collected miRNA-disease associations. Those as-
sociations were collected from 19,280 scientific papers. For gene-disease associations, we
can mention the DisGeNET database [224]. The accuracy of prediction could be veri-
fied against the known circRNA disease annotations. The CircR2Cancer [158] provides
a list of 1,439 manually curated entries. The Circ2Disease [314] is the most extensive
database and contains 5,368 manually curated entries. The CircR2Disease database [84]
contains 725 associations.

One of the early papers from the circRNA-disease association prediction field is
the Circ2Traits database [103]. The authors worked with two data sources to predict
the associations. Firstly, it was a miRNA-circRNA interaction graph together with
statistical tests. Secondly, the algorithm incorporates knowledge about single nucleotide
polymorphisms. Recent tools for circRNA-disease association prediction usually take
advantage of similarities between the circRNA pairs and disease pairs to predict the
associations. For example, a tool named PWCDA developed in [162] constructs three
graphs. The first graph represents circRNA similarity; the second graph represents
disease similarity. Those two graphs are used to form a disease-circRNA association
graph, out of which association scores are calculated. A similar approach was used in
[324], where a Gaussian interacting profile is used to evaluate the similarities. There were
frequent machine learning applications to circRNA-disease association prediction too.
The work of Lei et al. [139] employs recommender systems to overcome the sparsity of
validated annotations. The authors of [183] used convolutionary networks on the k-mer
representation of the circRNA sequences. The disease similarities are captured using
the disease ontology terms. The iGRLCDA tool [317] uses Gaussian interacting profiles,
convolutional networks, and graph factorization. The authors of this paper developed a
similar tool for drug-disease association prediction named HINGRL [322] too. The tool
DWNCPCDA [172] uses DeepWalk. DWNCPCDA is based on the work by a similar set
of authors – the NCPCDA tool [171] based on network consistency projection. This brief
overview is far from complete. Other tools include, among others, [320, 66, 299, 326].

A clear advantage of circGPA compared to the aforementioned circRNA-disease pre-
diction algorithms is the existence of a p-value that allows filtering the predictions in a
more advanced manner than selecting top k predictions. The runtime requirements of
circGPA allow us to bulk annotate all known circRNAs with gene-ontology terms and
provide the annotated results on https://ida.fel.cvut.cz/˜rysavy/circgpa/.

14.13 Conclusion [242]

In this chapter, we proposed an annotation algorithm circGPA that identifies prospective
links between circRNAs and annotation terms. The algorithm is deterministic and
based on generating polynomials. We show that this approach is both more effective
and efficient than the alternative stochastic approach frequently applied in a similar
context.

Our approach could easily be generalized for related tasks. Besides circRNAs, the
long non-coding RNAs can act as miRNA sponges, and their annotation could be pre-
dicted too. As a whole, the approach is generalizable on any interactions which can be
represented by a directed acyclic graph where leaves are annotated with binary concepts
(annotation terms). Our goal is to decide upon the annotation of the roots of the graph
(ncRNAs whose annotation is unknown). There are, however, computational limits to
our approach. The p-value calculation is limited by the fact that we need to fit a po-
tentially large table into the memory. The size of the table is the number of paths from
the vertex of interest multiplied by the size of the annotation term.

When we compared circGPA with the sampling approach, we set the number of
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sampling trials as a constant. The only optimization we did was when the p-value was
equal to 1. However, for high p-values annotation terms, it would be possible to stop
the sampling earlier, knowing that the p-value will not be smaller than a threshold with
a high-enough probability. Such approaches were proposed in [264, 265] and used in
simctest R package. Similar ideas could apply to circGPA. We might use the gener-
ating polynomial to say that the p-value will not be smaller than a threshold without
evaluating all polynomial coefficients. In the same manner, the weights in the loop of
the Generation-Polynomial function could be sorted so that a bound on the p-value
could be provided in the middle of computation.

In future work, we will look at the integrative analysis that deals with additional
data modalities. So far, we have only examined interaction graphs. In the future,
the annotation should stem from sequential data too in order not to rely on binary
interaction records only. Also, tissue-specific expression data can help to minimize the
impact of false-positive interactions with negligible expression and focus our analysis.
The hierarchy of annotation terms could serve to regularize the eventual annotation
records.

14.14 Future Work - Integration of Expression Data
Once the circGPA algorithm works for the general graph, it is natural to propose an
extension of the approach so that other data modalities are captured. A straightforward
one can be based on the expression profiles of the interacting molecules. For any cir-
cRNA, miRNA, and mRNA, their expression pattern among samples can be calculated.
Then, the absolute value of the correlation between each pair with known interaction
can be calculated. By this way, we obtain a correlation vector ρµ,c ∈ [0, 1]|µ| and a
correlation matrix ρm,µ ∈ [0, 1]|m|×|µ|. In ρµ,c, each field represents the absolute value of
the correlation between the circRNA of interest, and particular miRNA, in ρm,µ, each
field represents the absolute value of the correlation between the particular mRNA and
miRNA.

Correlation vector ρµ,c and matrix ρm,µ can then be used as weights of the edges in
the interaction graph. In such a case, each edge is weighted by the respective correlation
instead of default 1. A path to a miRNA is then weighted by the correlation between
the miRNA and circRNA c. A path to a mRNA is weighted by the product of the
correlation from circRNA c to a miRNA and the correlation from the miRNA to the
mRNA. In such a case, a straightforward modification of the statistic in (14.1) is

s′(c, g) = (aµ,c ⊙ ρµ,c)T gµ + ((Am,µ ⊙ ρm,µ)(aµ,c ⊙ ρµ,c))T gm. (14.11)

The symbol ⊙ denotes the Hadamar product, i.e., the field-wise multiplication of vectors
and matrices of the same dimensions in which (A⊙B)ij = (A)ij · (B)ij . By this modifi-
cation, statistic s′ reflects the importance of individual interactions between the RNAs
in the current measurement, thus allowing us to observe which annotation terms are
currently active with respect to the current circRNA. The pre-selection of the differen-
tially expressed circular RNAs can then be used to obtain deeper insight into pathways
that modulate the differential gene expression between analyzed samples and control
samples.

For the p-value calculation, there are several options. The first and most straight-
forward option is to use Algorithm 14.1. However, this algorithm was designed to work
with integer weights of miRNAs and mRNAs. Naturally, we will be interested only in
a fraction of circRNAs and annotation terms which in turn allows us to spend more
computational time on those circRNAs. However, still, the full evaluation of the gener-
ating polynomial is not feasible. Recall that, for example, for a mRNA with two paths

132 / 166



14.14. FUTURE WORK - INTEGRATION OF EXPRESSION DATA

from the circRNA, i.e., weight 2, the term in the generating polynomial multiplication
was 1 + x2y1. When those paths have weights (obtained from the correlations) of 0.457
and 0.312, then the weight of the mRNA is 0.769, and the respective multiplicand is
1 + x0.769y1. When the term was 1 + x2y1, we were able to exploit the binomial theorem
as there were likely more multiplicands in the form of 1 + x2y1. In such a case, the al-
gorithm benefited from the repeated powers by x. When the weight is 1 + x0.769y1, this
repetition is extremely unlikely (and with double precision almost impossible), hence,
the algorithm is burdened by the increased number of terms with grows exponentially
with each mRNA reachable from the circRNA in the interaction graph with non-zero
weights.

A possible solution to the problem is to use discretization. With precision up to
0.1 and rounding, the expected time and memory complexity grow only ten times com-
pared to the original problem. In such a case, the algorithm still remains faster than
Barnard’s Monte-Carlo sampling algorithm [192]. Precision up to 0.01 means 100 times
slower calculation which is still admissible in the context that fewer circRNAs will be
evaluated. Precision up to 0.001 then causes that the sampling would be preferred to
Algorithm 14.1.

In future work, we will aim to overcome those obstacles with the p-value calculation,
and aim for a more precise and faster calculation, so that we can generalize circGPA to
the integrative analysis.
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Chapter

15 Conclusion and Future

Work

In Chapters 5, 8, and 9, we have seen methods that can exploit reads in unsupervised
learning, namely in phylogenetic tree reconstruction. Those two methods can produce
reasonable estimates of the Levenshtein distance [167], which is, in many applications,
one of the possible choices of distance measures in the alignment-based approaches for
phylogeny.

Although we motivated our approach by approximating the Levenshtein distance,
the method proposed in Chapter 5 calculates the alignment only locally. The alignment
is calculated between very short sequences, which makes it applicable to larger genomes
than the original Levenshtein distance. The approximated distance does not reflect
the possibility of transpositions and inversions, while this is reflected in the proposed
distance.

The proposed approaches require lower coverage c and read length l, which makes
them applicable in more situations than the conventional assembly-based methods. By
avoiding the necessity of complete assembly and avoiding the scaffolding and gap filling,
it is possible to reduce the coverage and/or read length in order to obtain a similar
phylogenetic tree. Therefore, the proposed methods may result in less wet-lab work
sequencing.

Later, in Chapter 14, we proposed the circGPA algorithm that captures similarities
between the circRNAs by annotation terms, i.e., for example, the gene ontology terms.
As this method stands on its alone, we presented it, together with the experiments, in
a separate chapter. At the end of the chapter, we discussed possibilities to incorporate
RNA-seq data into the similarities by capturing the correlations on the interactions and
the necessity of further discretization. As a result, the method can capture similarities
via the gene ontology terms, which then, in turn, can be used in learning methods,
especially in symbolic learning.

For both methods, we provided the p-value and other statistical and theoretical
background and experimental evaluation.

15.1 Future Work - Insights into the Methods

Despite the fact that the proposed methods have been published, there are still many
chances for future development. First, there are technical things that can be improved.
For example, some of the method parameters need better insight. In Chapter 8, we
selected only overlaps longer than 20 symbols, which we justified theoretically by the
common read lengths and t used in the margin gap methods. Nevertheless, it would
be good to show the experimental sensitivity of the method to this parameter. The
thresholding proposed in Section 5.1.5 may sometimes be harmful. For this reason, we
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excluded it from the measure in Chapter 9. For low-coverage data, a read may miss its
match in the other read bag due to randomness. Those possibilities could be addressed
in additional experiments.

The theoretical background was mostly developed for the initial method in Chapter 5.
However, there are still possibilities for theoretical insights into the method in Chapter 8
or the combination of the latter. It is, for example, trivial to show the claim that under
the assumption that all overlaps were properly identified in Section 8.2, the sum of
distances is not overestimated. Similarly, Chapter 7, which provides a lower-bound view
on the Levenshtein distance, still contains some possibility to develop better guarantees
when two read bags are considered.

15.2 Future Work - Improving Runtime and Quality
The embedding used in Section 10.2 is simple. In practical applications, it would be
better to avoid the quadratic search by using a more enhanced data structure as k-d
trees [21]. Different embeddings, such as [39] or [214], should be tested in the matter of
quality and accuracy. Because both read bags are supposed to be approximately of the
same size, it may be worth traversing both k-d trees of their embeddings simultaneously
to avoid the quadratic work. This may be similar to the problem we tried to solve with
tries in Section 10.3.

Another way to improve the runtime may include pruning based on upper bounds
and lower bounds on the Levenshtein distance. Papers [259] and [57] propose examples
of such bounds.

A further idea to reduce the runtime may consist in providing a non-accurate metric
that requires only a very low coverage (c = 0.5 or less). Such a metric would provide
low-quality results, however, very fast (recall that the runtime is quadratic in c as shown
in Section 5.2.1. However, from multiple low-quality estimates, it may be possible to
obtain a good ensemble [97], while avoiding the c2 factor and having a dependency only
on c instead.

15.3 Future Work - Extending the Methods
Further, we might be interested in incorporating the quality scores into the measure.
Illumina, the major sequencing technology nowadays, provides in FASTQ files estimates
of the quality of the sequenced data. These quality scores were used, for example, in [55].
The quality scores could be used to weight possible mismatches by their probabilities so
that the measure accounts for the possibility of sequencing errors.

Another direction of future research is to focus on Nanopore sequencing [46]. This
method relies on passing a DNA molecule through a protein which is used to measure
the electric characteristics of the molecule. As a result, the method is capable of reading
long reads spanning over a thousand or more symbols. A clear disadvantage is a high
number of sequencing errors, especially indels, that are caused by the limitations in the
regulation of the speed by which the DNA molecule passes through the protein. As a
result, the Nanopore methods are able to report that a nucleotide has passed through
the protein, but they cannot be sure how many times the nucleotide was repeated in
the sequence.
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Ortiz-Merino et al. Coverage-Versus-Length Plots, a Simple Quality Control Step for de
Novo Yeast Genome Sequence Assemblies. G3 Genes—Genomes—Genetics, 9(3):
879–887, 03 2019. doi:10.1534/g3.118.200745. Cited on pages 14 and 17.

[74] Radoje Drmanac. The advent of personal genome sequencing. Genetics in Medicine, 13
(3):188–190, Mar 2011. doi:10.1097/GIM.0b013e31820f16e6. Cited on page 2.

[75] Radoje Drmanac, Andrew B. Sparks, Matthew J. Callow, Aaron L. Halpern, Norman L.
Burns et al. Human genome sequencing using unchained base reads on self-assembling
DNA nanoarrays. Science, 327(5961):78–81, 2010. doi:10.1126/science.1181498.

Cited on page 3.

[76] Dawood B. Dudekula, Amaresh C. Panda, Ioannis Grammatikakis, Supriyo De, Kotb
Abdelmohsen and Myriam Gorospe. CircInteractome: A web tool for exploring circular
RNAs and their interacting proteins and microRNAs. RNA Biology, 13(1):34–42, 2016.
doi:10.1080/15476286.2015.1128065. PMID: 26669964. Cited on page 120.

[77] Olive Jean Dunn. Multiple comparisons among means. Journal of the American
Statistical Association, 56(293):52–64, 1961. doi:10.1080/01621459.1961.10482090.

Cited on page 122.

[78] Dirk Eddelbuettel and James Joseph Balamuta. Extending R with C++: A brief
introduction to Rcpp. The American Statistician, 72(1):28–36, 2018.
doi:10.1080/00031305.2017.1375990. Cited on page 120.

[79] John R. Edwards, Hameer Ruparel and Jingyue Ju. Mass-spectrometry DNA sequencing.
Mutation Research/Fundamental and Molecular Mechanisms of Mutagenesis, 573(1):
3–12, 2005. doi:10.1016/j.mrfmmm.2004.07.021. Single Nucleotide Polymorphisms
(SNPs): Detection, Interpretation, and Applications. Cited on page 4.

[80] Nicole Eger, Laura Schoppe, Susanne Schuster, Ulrich Laufs and Jes-Niels Boeckel.
Circular RNA Splicing, pages 41–52. Springer Singapore, Singapore, 2018. ISBN
978-981-13-1426-1. doi:10.1007/978-981-13-1426-1 4. Cited on page 1.

[81] Michael Eisenstein. Oxford nanopore announcement sets sequencing sector abuzz. Nature
Biotechnology, 30(4):295–296, Apr 2012. doi:10.1038/nbt0412-295. Cited on page 3.

[82] B Ewing and P Green. Base-calling of automated sequencer traces using phred. II. error
probabilities. Genome Res, 8(3):186–194, March 1998. Cited on page 17.

[83] Linn Fagerberg, Björn M. Hallström, Per Oksvold, Caroline Kampf, Dijana Djureinovic
et al. Analysis of the human tissue-specific expression by genome-wide integration of
transcriptomics and antibody-based proteomics. Molecular & Cellular Proteomics, 13(2):
397–406, Feb 2014. doi:10.1074/mcp.M113.035600. Cited on page 124.

146 / 166

https://www.sciencedirect.com/science/article/pii/S147692712030116X
https://www.sciencedirect.com/science/article/pii/S147692712030116X
https://doi.org/10.1016/j.compbiolchem.2020.107287
https://doi.org/10.1093/nar/gku181
https://doi.org/10.1093/nar/gku181
+ http://dx.doi.org/10.1093/bioinformatics/bts635
https://doi.org/10.1093/bioinformatics/bts635
http://genome.cshlp.org/content/17/11/1697.abstract
http://genome.cshlp.org/content/17/11/1697.abstract
https://doi.org/10.1101/gr.6435207
https://doi.org/10.1534/g3.118.200745
https://doi.org/10.1534/g3.118.200745
https://doi.org/10.1534/g3.118.200745
https://doi.org/10.1097/GIM.0b013e31820f16e6
https://doi.org/10.1097/GIM.0b013e31820f16e6
https://www.science.org/doi/abs/10.1126/science.1181498
https://www.science.org/doi/abs/10.1126/science.1181498
https://doi.org/10.1126/science.1181498
https://doi.org/10.1080/15476286.2015.1128065
https://doi.org/10.1080/15476286.2015.1128065
https://doi.org/10.1080/15476286.2015.1128065
https://www.tandfonline.com/doi/abs/10.1080/01621459.1961.10482090
https://doi.org/10.1080/01621459.1961.10482090
https://doi.org/10.1080/00031305.2017.1375990
https://doi.org/10.1080/00031305.2017.1375990
https://doi.org/10.1080/00031305.2017.1375990
https://www.sciencedirect.com/science/article/pii/S0027510705000230
https://doi.org/10.1016/j.mrfmmm.2004.07.021
https://doi.org/10.1007/978-981-13-1426-1_4
https://doi.org/10.1038/nbt0412-295
https://doi.org/10.1038/nbt0412-295
https://doi.org/10.1074/mcp.M113.035600
https://doi.org/10.1074/mcp.M113.035600
https://doi.org/10.1074/mcp.M113.035600


BIBLIOGRAPHY

[84] Chunyan Fan, Xiujuan Lei, Zengqiang Fang, Qinghua Jiang and Fang-Xiang Wu.
CircR2Disease: a manually curated database for experimentally supported circular RNAs
associated with various diseases. Database, 2018, 05 2018. doi:10.1093/database/bay044.
bay044. Cited on page 131.

[85] Huan Fan, Anthony R. Ives, Yann Surget-Groba and Charles H. Cannon. An assembly
and alignment-free method of phylogeny reconstruction from next-generation sequencing
data. BMC Genomics, 16(1):522, Jul 2015. doi:10.1186/s12864-015-1647-5. Cited on
page 30.

[86] Zengqiang Fang and Xiujuan Lei. Prediction of miRNA-circRNA associations based on
k-nn multi-label with random walk restart on a heterogeneous network. Big Data Mining
and Analytics, 2(4):261–272, 2019. doi:10.26599/BDMA.2019.9020010. Cited on pages
115 and 130.

[87] James S. Farris. Outgroups and parsimony. Systematic Biology, 31(3):328–334, 1982.
doi:10.1093/sysbio/31.3.328. Cited on page 27.

[88] William Feller. Introduction to probability theory and its applications. 1966. ISBN
978-0-471-25709-7. Cited on pages 48 and 116.

[89] Joseph Felsenstein. Evolutionary trees from DNA sequences: A maximum likelihood
approach. Journal of Molecular Evolution, 17(6):368–376, Nov 1981.
doi:10.1007/BF01734359. Cited on page 22.

[90] Joseph Felsenstein. Evolutionary trees from DNA sequences: A maximum likelihood
approach. Journal of Molecular Evolution, 17(6):368–376, Nov 1981.
doi:10.1007/BF01734359. Cited on page 25.

[91] Da-Fei Feng and Russell F. Doolittle. Progressive sequence alignment as a prerequisitetto
correct phylogenetic trees. Journal of Molecular Evolution, 25(4):351–360, Aug 1987.
doi:10.1007/BF02603120. Cited on page 25.

[92] Hans Fischer. A history of the central limit theorem: from classical to modern probability
theory. Springer Science & Business Media, 2010. ISBN 978-0-387-87857-7.
doi:10.1007/978-0-387-87857-7. Cited on page 70.

[93] Walter M. Fitch. Toward defining the course of evolution: Minimum change for a specific
tree topology. Systematic Zoology, 20(4):406–416, 1971. doi:10.2307/2412116. Cited
on page 25.

[94] Evelyn Fix and Joseph L. Hodges Jr. Discriminatory analysis-nonparametric
discrimination: consistency properties. Technical report, University of California,
Berkeley, 1951. URL http://www.dtic.mil/dtic/tr/fulltext/u2/a800276.pdf.

Cited on page 112.

[95] Richard B. Flavell, Michael D. Bennett, J. B. Smith and Derek B. Smith. Genome size
and the proportion of repeated nucleotide sequence DNA in plants. Biochemical
Genetics, 12(4):257–269, Oct 1974. doi:10.1007/BF00485947. Cited on page 18.

[96] Edward B. Fowlkes and Colin L. Mallows. A method for comparing two hierarchical
clusterings. Journal of the American Statistical Association, 78(383):553–569, 1983.
doi:10.1080/01621459.1983.10478008. Cited on page 92.

[97] Yoav Freund and Robert E Schapire. A decision-theoretic generalization of on-line
learning and an application to boosting. Journal of Computer and System Sciences, 55
(1):119–139, 1997. doi:10.1006/jcss.1997.1504. Cited on pages 70 and 136.

[98] Carl W. Fuller, Lyle R. Middendorf, Steven A. Benner, George M. Church, Timothy
Harris et al. The challenges of sequencing by synthesis. Nature Biotechnology, 27(11):
1013–1023, Nov 2009. doi:10.1038/nbt.1585. Cited on page 17.

147 / 166

https://doi.org/10.1093/database/bay044
https://doi.org/10.1093/database/bay044
https://doi.org/10.1093/database/bay044
https://doi.org/10.1186/s12864-015-1647-5
https://doi.org/10.1186/s12864-015-1647-5
https://doi.org/10.1186/s12864-015-1647-5
https://doi.org/10.1186/s12864-015-1647-5
https://doi.org/10.26599/BDMA.2019.9020010
+ http://dx.doi.org/10.1093/sysbio/31.3.328
https://doi.org/10.1093/sysbio/31.3.328
https://doi.org/10.1007/BF01734359
https://doi.org/10.1007/BF01734359
https://doi.org/10.1007/BF01734359
https://doi.org/10.1007/BF01734359
https://doi.org/10.1007/BF01734359
https://doi.org/10.1007/BF01734359
https://doi.org/10.1007/BF02603120
https://doi.org/10.1007/BF02603120
https://doi.org/10.1007/BF02603120
https://doi.org/10.1007/978-0-387-87857-7
http://www.jstor.org/stable/2412116
http://www.jstor.org/stable/2412116
https://doi.org/10.2307/2412116
http://www.dtic.mil/dtic/tr/fulltext/u2/a800276.pdf
https://doi.org/10.1007/BF00485947
https://doi.org/10.1007/BF00485947
https://doi.org/10.1007/BF00485947
http://www.tandfonline.com/doi/abs/10.1080/01621459.1983.10478008
http://www.tandfonline.com/doi/abs/10.1080/01621459.1983.10478008
https://doi.org/10.1080/01621459.1983.10478008
https://www.sciencedirect.com/science/article/pii/S002200009791504X
https://www.sciencedirect.com/science/article/pii/S002200009791504X
https://doi.org/10.1006/jcss.1997.1504
https://doi.org/10.1038/nbt.1585
https://doi.org/10.1038/nbt.1585


Efficient genome similarity estimation for learning from sequencing data

[99] P. Andrew Futreal, Lachlan Coin, Mhairi Marshall, Thomas Down, Timothy Hubbard
et al. A census of human cancer genes. Nature Reviews Cancer, 4(3):177–183, Mar 2004.
doi:10.1038/nrc1299. Cited on page 7.

[100] Najlah Gali, Radu Mariescu-Istodor and Pasi Fränti. Similarity measures for title
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et al. A cross-border outbreak of salmonella bareilly cases confirmed by whole genome
sequencing, Czech republic and Slovakia, 2017 to 2018. Eurosurveillance, 26(14):2000131,
2021. doi:10.2807/1560-7917.ES.2021.26.14.2000131. Cited on page 7.

[158] Wei Lan, Mingrui Zhu, Qingfeng Chen, Baoshan Chen, Jin Liu et al. CircR2Cancer: a
manually curated database of associations between circRNAs and cancers. Database,
2020, 11 2020. doi:10.1093/database/baaa085. baaa085. Cited on page 131.

[159] Eric S. Lander, Lauren M. Linton, Bruce Birren, Chad Nusbaum, Michael C. Zody et al.
Initial sequencing and analysis of the human genome. Nature, 409(6822):860–921, 2001.
doi:10.1038/35057062. Cited on page 6.

[160] Hayan Lee, James Gurtowski, Shinjae Yoo, Maria Nattestad, Shoshana Marcus et al.
Third-generation sequencing and the future of genomics. bioRxiv, 2016.
doi:10.1101/048603. Cited on page 4.

[161] Xiujuan Lei and Chen Bian. Integrating random walk with restart and k-nearest
neighbor to identify novel circRNA-disease association. Scientific Reports, 10(1):1943,
Feb 2020. doi:10.1038/s41598-020-59040-0. Cited on pages 115 and 130.

[162] Xiujuan Lei, Zengqiang Fang, Luonan Chen and Fang-Xiang Wu. PWCDA: Path
weighted method for predicting circRNA-disease associations. International Journal of
Molecular Sciences, 19(11):3410, Oct 2018. doi:10.3390/ijms19113410. Cited on
page 131.
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de México, 77(5):262–273, 2020. doi:10.24875/BMHIM.20000183. Cited on page 111.

[190] Daniel Mapleson, Gonzalo Garcia Accinelli, George Kettleborough, Jonathan Wright and
Bernardo J Clavijo. KAT: a K-mer analysis toolkit to quality control NGS datasets and
genome assemblies. Bioinformatics, 33(4):574–576, 11 2016.
doi:10.1093/bioinformatics/btw663. Cited on page 14.

[191] P. Markoulatos, N. Siafakas and M. Moncany. Multiplex polymerase chain reaction: A
practical approach. Journal of Clinical Laboratory Analysis, 16(1):47–51, 2002.
doi:10.1002/jcla.2058. Cited on page 6.

[192] F. H. C. Marriott. Barnard’s Monte Carlo tests: How many simulations? Journal of the
Royal Statistical Society. Series C (Applied Statistics), 28(1):75–77, 1979. Cited on
pages 113 and 133.

[193] Andres Marzal and Enrique Vidal. Computation of normalized edit distance and
applications. IEEE transactions on pattern analysis and machine intelligence, 15(9):
926–932, Sep 1993. doi:10.1109/34.232078. Cited on page 11.

[194] William J. Masek and Michael S. Paterson. A faster algorithm computing string edit
distances. Journal of Computer and System Sciences, 20(1):18 – 31, 1980.
doi:10.1016/0022-0000(80)90002-1. Cited on page 22.

[195] Sebastian Maurer-Stroh, Vithiagaran Gunalan, Wing-Cheong Wong and Frank
Eisenhaber. A simple shortcut to unsupervised alignment-free phylogenetic genome
groupings, even from unassembled sequencing reads. Journal of Bioinformatics and
Computational Biology, 11(06):1343005, 2013. doi:10.1142/S0219720013430051. PMID:
24372034. Cited on pages 28 and 30.

[196] Andrew Melnyk, Sergey Knyazev, Fredrik Vannberg, Leonid Bunimovich, Pavel Skums
and Alex Zelikovsky. Using earth mover’s distance for viral outbreak investigations.
BMC Genomics, 21(5):582, Dec 2020. doi:10.1186/s12864-020-06982-4. Cited on
pages 28, 31, and 111.

[197] Daniele Merico, Ruth Isserlin, Oliver Stueker, Andrew Emili and Gary D. Bader.
Enrichment map: A network-based method for gene-set enrichment visualization and
interpretation. PLOS ONE, 5(11):1–12, 11 2010. doi:10.1371/journal.pone.0013984.

Cited on page 122.

[198] Jason R. Miller, Sergey Koren and Granger Sutton. Assembly algorithms for
next-generation sequencing data. Genomics, 95(6):315–327, 2010.
doi:10.1016/j.ygeno.2010.03.001. Cited on page 33.

154 / 166

https://link.aps.org/doi/10.1103/PhysRevE.72.020901
https://link.aps.org/doi/10.1103/PhysRevE.72.020901
https://doi.org/10.1103/PhysRevE.72.020901
https://doi.org/10.1201/9780429329203
https://doi.org/10.24875/BMHIM.20000183
https://doi.org/10.1093/bioinformatics/btw663
https://doi.org/10.1093/bioinformatics/btw663
https://doi.org/10.1093/bioinformatics/btw663
https://onlinelibrary.wiley.com/doi/abs/10.1002/jcla.2058
https://onlinelibrary.wiley.com/doi/abs/10.1002/jcla.2058
https://doi.org/10.1002/jcla.2058
http://www.jstor.org/stable/2346816
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=232078
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=232078
https://doi.org/10.1109/34.232078
http://www.sciencedirect.com/science/article/pii/0022000080900021
http://www.sciencedirect.com/science/article/pii/0022000080900021
https://doi.org/10.1016/0022-0000(80)90002-1
http://www.worldscientific.com/doi/abs/10.1142/S0219720013430051
http://www.worldscientific.com/doi/abs/10.1142/S0219720013430051
https://doi.org/10.1142/S0219720013430051
https://doi.org/10.1186/s12864-020-06982-4
https://doi.org/10.1186/s12864-020-06982-4
https://doi.org/10.1371/journal.pone.0013984
https://doi.org/10.1371/journal.pone.0013984
https://doi.org/10.1371/journal.pone.0013984
https://www.sciencedirect.com/science/article/pii/S0888754310000492
https://www.sciencedirect.com/science/article/pii/S0888754310000492
https://doi.org/10.1016/j.ygeno.2010.03.001


BIBLIOGRAPHY

[199] Jason R. Miller, Sergey Koren and Granger Sutton. Assembly algorithms for
next-generation sequencing data. Genomics, 95(6):315 – 327, 2010.
doi:10.1016/j.ygeno.2010.03.001. Cited on page 32.

[200] Alvaro E. Monge and Charles P. Elkan. The field matching problem: Algorithms and
applications. In Proceedings of the Second International Conference on Knowledge
Discovery and Data Mining, KDD’96, pages 267–270. AAAI Press, 1996. Cited on
pages 11, 12, 37, 52, 59, 64, and 81.

[201] Burkhard Morgenstern, Bingyao Zhu, Sebastian Horwege and Chris André Leimeister.
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[213] Brian D. Ondov, Todd J. Treangen, Páll Melsted, Adam B. Mallonee, Nicholas H.
Bergman et al. Mash: fast genome and metagenome distance estimation using MinHash.
Genome Biology, 17(1):132, Jun 2016. doi:10.1186/s13059-016-0997-x. Cited on pages
28, 30, and 91.

[214] Rafail Ostrovsky and Yuval Rabani. Low distortion embeddings for edit distance.
Journal of the ACM, 54(5), October 2007. doi:10.1145/1284320.1284322. Cited on
pages 23 and 136.

[215] Amaresh Chandra Panda. Circular RNAs: Biogenesis and Functions, chapter Circular
RNAs Act as miRNA Sponges, pages 67–79. Springer Singapore, Singapore, 2018. ISBN
978-981-13-1426-1. doi:10.1007/978-981-13-1426-1 6. URL
https://doi.org/10.1007/978-981-13-1426-1_6. Cited on page 1.
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[237] Petr Ryšavý and Filip Železný. Estimating sequence similarity from read sets for
clustering sequencing data. In Henrik Boström, Arno Knobbe, Carlos Soares and
Panagiotis Papapetrou, editors, Advances in Intelligent Data Analysis XV: 15th
International Symposium, IDA 2016, Stockholm, Sweden, October 13-15, 2016,
Proceedings, pages 204–214. Springer International Publishing, 2016.
doi:10.1007/978-3-319-46349-0 18. Cited on pages 37, 53, 79, 80, 81, 91, 92, and 165.
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[243] Petr Ryšavý. Using tries for evaluating monge-elkan distance on genomic sequences. In
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[240] Petr Ryšavý and Filip Železný. Reference-Free Phylogeny from Sequencing Data..
Web Of Science: -, Scopus: -, Google Scholar: -
Accepted to the BMC BioData Mining journal, in press.
Participation: 70 %
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[246] Petr Ryšavý and Greg Hamerly. Geometric methods to accelerate k-means al-

gorithms. In Proceedings of the 2016 SIAM International Conference on Data
Mining, 324-332, May 2016. doi:10.1137/1.9781611974348.37
Web Of Science: -, Scopus: 7, Google Scholar: 12
Participation: 50 %

166 / 166

https://www.webofscience.com/wos/author/record/29552992
https://www.scopus.com/authid/detail.uri?authorId=57191432620
https://scholar.google.cz/citations?user=fnoL4yAAAAAJ&hl=cs
https://www.webofscience.com/wos/author/record/29552992
https://www.scopus.com/authid/detail.uri?authorId=57191432620
https://scholar.google.cz/citations?user=fnoL4yAAAAAJ&hl=cs
https://www.webofscience.com/wos/author/record/29552992
https://www.scopus.com/authid/detail.uri?authorId=57191432620
https://scholar.google.cz/citations?user=fnoL4yAAAAAJ&hl=cs
https://www.webofscience.com/wos/author/record/29552992
https://www.scopus.com/authid/detail.uri?authorId=57191432620
https://scholar.google.cz/citations?user=fnoL4yAAAAAJ&hl=cs
https://doi.org/10.1137/1.9781611974348.37
https://www.webofscience.com/wos/author/record/29552992
https://www.scopus.com/authid/detail.uri?authorId=57191432620
https://scholar.google.cz/citations?user=fnoL4yAAAAAJ&hl=cs

	Frequently Used Symbols
	Introduction
	Genome Sequencing
	Gene Expression and Alternatives to NGS
	Sequence Databases
	Phylogenetics
	Summary of Contributions

	Basic Concepts
	Distance between Two Sequences
	Other Relevant Distance Measures
	Monge-Elkan Similarity
	q-gram Distance

	Sequences in Sequencing
	Sequences in Assembly
	Duality of Subsequence and Interval
	Problems Connected with Assembly
	Avoiding the Assembly Step?

	Related Work
	Sequence Distance
	Substitution Matrix and Gap Penalty
	Sub-quadratic Approaches

	Embeddings for the Edit Distance
	Approximate String Matching
	Clustering in Bioinformatics
	UPGMA Algorithm
	Neighbor-joining Algorithm
	Notes on Clustering Algorithms

	Alignment-free Measures
	Statistical Measures
	Work of Matteo Comin
	Other Relevant Alignment-free Measures
	Strengths and Future of the Alignment-free Measures

	Discriminative Patterns
	Assembly Algorithms
	Overlap-Layout-Consensus
	De Bruijn Graph


	Distance Estimation and Complexity
	Estimating Similarity from Read Bags
	Distance Function Design
	Base Case: Which Reads Belong Together
	Symmetry
	Distance Scale
	Margin Gaps
	Missing Reads

	Theoretical Analyses
	Asymptotic Complexity
	Metric Properties


	Monge-Elkan Distance p-value
	Null Distribution of the Levenshtein Distance
	Null Distribution of the Minimum Operation
	Generating Polynomials
	Null Distribution of the Sum
	The p-value
	Runtime Requirements
	A General Case - the p-valueof the Monge-Elkan Distance
	Definition of the Problem
	The p-valueCalculation
	The Independence Assumption

	Experimental Evaluation
	Summary


	Monge-Elkan Distance as a Lower Bound
	A Simple Case - Only One Read Bag
	Sum of Multiple Non-intersecting Reads
	General Read Bag Case

	A Pessimistic Bound for Two Read Bags
	A Tighter Bound - Empirical Bound
	A Correlation View

	Estimating Similarity from Contig Sets
	Estimating Overlaps for Contig Pairs
	Exact Algorithm

	Estimating Overlaps for Contig Sets
	Combining the Results

	Combination of the Measures
	Contig-Contig Mapping
	Avoiding Redundancy
	Read-Read Mapping
	Read-Contig Mapping
	Contig-Reads Mapping
	Combination of the Measures

	Implementation and Optimizations
	Sampling
	Embedding
	Efficient Read-Contig Matching
	Efficient Contig-Contig Matching

	Tries

	Experimental Evaluation
	Evaluation Criteria
	Testing Data
	Experimental Results
	Qualitative Evaluation
	Dependence on Read Length and Coverage
	Runtime
	Comparative Experiments on the E. coli Dataset
	Discussion


	Subsidiary Experiments
	Dependence of distCC on Contig Quality
	Effect of Tries on the Monge-Elkan Distance Evaluation
	Overlap Minimizing the Post-normalized Edit Distance

	Discussion
	Towards RNA-Seq Similarities - Annotation of circRNAs
	Problem Definition
	Proposed Statistic
	Normalization
	Influence of Individual RNAs
	p-value Calculation
	Computational Complexity
	Referential Approach
	Implementation
	Input Data and Used Libraries
	All in One Example
	Results
	Outputs of circGPA
	Runtime
	The p-values Distribution

	Discussion and Related Work
	Conclusion
	Future Work - Integration of Expression Data

	Conclusion and Future Work
	Future Work - Insights into the Methods
	Future Work - Improving Runtime and Quality
	Future Work - Extending the Methods

	Publications of the Author

