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Abstract

Safety is a necessity in physical human-robot collaboration, but it can come at the cost
of performance. Therefore it is of interest to investigate the different ways safety can be
achieved and what impact it has on performance. This dissertation investigates the space
surrounding the robot—or “perirobot space”—and how the safety measures implemented in
this space impact the performance. This leads to the investigation and synthesis of three
aspects: the problem of safety in physical human-robot interaction, the choice of efficient
methods to ascertain the safety of the interaction, and the interpretation of the perirobot
space. The work shows that the currently suggested standard (ISO/TS 15066) can lead to
unsafe behavior and that efficient safe human-robot collaboration asks for a complex approach.
The findings are supported and demonstrated for different safety regimes (e.g., power and force
limiting, speed and separation monitoring, combination) and with different robots (foremost
UR10e and KUKA LBR iiwa). Finally, the thesis argues for the novel interpretation of the
space surrounding robots, the so-called perirobot space.





Abstrakt

Bezpečnost je nutnou podmínkou fyzické spolupráce robota a člověka. Bohužel však v
praxi dodržení bezpečnostních požadavků vede ke snížení výkonnosti celé robotické aplikace. Z
toho důvodu je žádoucí zkoumat různé cesty, jakými zajistit bezpečnost a jejich vliv na výkon.
Předmětem této disertace je zkoumání takových metod u kolaborativních robotů v jejich tzv.
perirobotím prostoru, tj. prostoru kolem robota. Tento výzkum vede k syntéze tří oblastí:
bezpečnosti ve fyzické interakci mezi člověkem a robotem, efektivity bezpečné spolupráce
mezi člověkem a robotem a samotného perirobotického prostoru a jeho interpretace. Práce
představuje příklady, jak je stávající návrh normy pro bezpečnou spolupráci mezi člověkem a
robotem (ISO/TS 15066) nedostačující a proč je třeba přistupovat k bezpečnosti komplexněji,
než jak ji prezentuje norma. Tyto závěry jsou podpořeny výsledky z již publikovaných prací
autora dizertace pro různé sestavy i roboty (zejména UR10e a KUKA LBR iiwa). V závěru
práce argumentuje pro nový přístup k interpretaci prostoru kolem robotů, tzv. perirobotického
prostoru.





Introduction

Perception, representation, and representation of the space around the robot play a cru-
cial role in the research fields dealing with Physical Human-Robot Interaction (pHRI) or
Human-Robot Collaboration (HRC) (e.g., [1]). This space surrounding the robot—or so-called
perirobot space—was never explicitly introduced although safety measures predominantly op-
erate in this space. Classical industrial robot approaches were content with straightforward,
robust safety features such as physical or virtual barriers.

Nevertheless close pHRI demands more versatile approaches. This demand leads to the
introduction of collaborative robots (or so-called “cobots”), which are safe thanks to their
lightweight rounded design and limited speed or payload. The expectations associated with
cobots are high. They promise the empowerment of their human partners by allowing them to
benefit from superior robot precision, speed, or power. Still, their uptake has been somewhat
held up by their performance limitations derived from strict safety constraints and caused by
the uncertainty about their proper use. This is where my dissertation thesis ties in. It studies
the perirobot space and its representation for safe human-robot collaboration.

1 Structure of the thesis

Research on safe pHRI touches three main areas of robotics—safety, efficiency, and perception—
that are studied often together as they strongly influence each other. In my Ph.D. thesis, I
will present the state of the art for each of these areas separately, and I will also present my
work from these three perspectives. First, in safety, the central focus is the definition of safe
interaction and how is this safety determined. I present, especially the ISO standards-based
robot safety research, in Sec. 2, and our work is discussed in detail in the Part I: Safety in
Physical Human-Robot Interaction. However, safety comes often at the cost of performance.
Therefore a body of research focuses also on finding solutions that are safe but also allow
efficient collaboration. The summary of these approaches is in Sec. 3. My contribution to
this area is then described in the Part Part II: Efficient Safe Collaboration. Finally, the use
of various robot behaviors relies on sensors and the representation of their data. The current
approaches are shown in Sec. 4 and my work is presented later in the Part Part III: Perception
and Representation. Section 5 summarizes the contributions of this thesis.
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Figure 1: Topic areas and chapters of the thesis.

2 Safe physical human-robot interaction

Physical Human-Robot Interaction (pHRI) and Human-Robot Collaboration (HRC) are dy-
namically growing research fields (see surveys as [1], [2], or [3] with the focus on collaboration).
The so-called cobots [4] promised safe and efficient work of robots along and together with
humans. They were designed with safety in mind and their control mechanisms (e.g., compli-
ance) supported safety too.

The evaluation of whether a pHRI application is safe can be achieved in multiple ways.
It can be done by using guidelines based on previous experiments or following relevant stan-
dards which should describe the best practices of the field. While safety in pHRI has been
discussed and researched extensively and research thus provides a vast source of information
about various aspects of safety, standards are relevant especially for industrial applications
as they can have legal implications. This is true even though there exist projects such as
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COVR1 [5] that try to make collaborative robotics more attractive to the traditional industry
by addressing uncertainties and suggesting safety best practices to make cobot application
certification easier. Still, a lot of publications address the prescriptions suggested by these
robot standards. Safety research papers even predate the inception of these standards and
presents also a more general approach to understanding safety and human-robot collisions as
it is not limited by the boundaries set by the standards.

Gualtieri et al. [6] present possibly the most general division of safety research into two
broad areas: prevention, i.e., trying to avoid a collision, and protection, i.e., mitigating the
effect of a collision [3]. These areas are not explicitly acknowledged in the standards or
research, but we can notice this divide throughout the whole field. Nevertheless, a human-
robot collision is not a single event. Therefore let us address the nature of human-robot
collision at least briefly in order to better understand the role of protection and prevention
strategies.

2.1 Human-robot collision pipeline

Haddadin [7] decomposes a human-robot collision into a series of seven phases in the so-called
collision pipeline. These seven phases are:

1. Pre-collision
2. Detection
3. Isolation
4. Identification
5. Classification
6. Reaction
7. Post-collision

Therefore a different perspective can be to split safety research areas as pre-collision, col-
lision (encompassing the five phases 2.-6. from above), and post-collision strategies based on
the collision phases (see also [2] for a similar separation). This separation does not match ex-
actly the previous split from Gualtieri as pre-collision strategies can also mitigate the severity
of the impact but not prevent it.

2.2 Standards for safe pHRI

My thesis comments on some of the suggestions of the ISO/TS 15066 and therefore it is neces-
sary to introduce the standards and research related to them in more detail. The appropriate
standards for pHRI with collaborative robots are in decreasing order of generality ISO13849 [8]
together with ISO 13850 [9], ISO 10218 [10], and ISO/TS 15066:2016 [11] (later referred to
as just ISO/TS 15066). See Fig. 2 for a larger context of standards. The two most general
standards, ISO 13849 and ISO 13850 cover in safety of machinery and important features
that guarantee safety as the control systems or emergency stop functions, respectively. The
standard ISO 10218 specifies the use of robotic devices. This standard introduces the four
modes of collaboration between robots and humans. A detailed description of these modes is
provided in the technical specification for collaborative operations of industrial robots ISO/TS
15066.

These standards for collaborative robotics are limited to industrial robots. Scientific in-
vestigation of safe pHRI does not need to follow these standards. It is even a common motiva-
tion of the current safety research to challenge the claims of ISO/TS 15066 (see later). Also,

1http://safearoundrobots.com/
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Figure 2: The pyramid representing the hierarchy of the most relevant standards for safety
with industrial robots. The standard at the peak is the most general one while those at the
bottom are more specific. Based on the hierarchy presented already in [12].

non-industrial robots2 are not covered by the above-mentioned standards. The safety of non-
industrial robots is usually satisfied by the use of lightweight design and general machinery
standards [14]. For example, see the sociable humanoid robot Pepper with its pinch-point-less
design and safe motor performance [15], which still can present risks in pHRI [16]. Some types
of non-industrial robots also have their safety standards (e.g., the ISO 13482 Safety require-
ments for personal care robots [17], ANSI/ITSDF B56.5-2012 Safety Standard for Driverless,
Automatic Guided Industrial Vehicles and Automated Functions of Manned Industrial Ve-
hicles, and ANSI/RIA R15.06-2012 Industrial Robots and Robot Systems – Safety Require-
ments [18].). Interestingly though, the strict requirements of ISO/TS 15066 seem well-placed
in a non-industrial context where pHRI can occur (hinted already in [14]). There are also rare
cases such as the elderly-care intended GARMI robot [19] that is equipped with two Franka
Panda robot arms that serve as cobots by themselves. Research done on the manipulators
can be then directly applied to the GARMI robot (as shown also in the concept video [20] or
our work [21]).

Interaction modes

Safety becomes a significant issue in close pHRI where dangerous collisions are possible. Hu-
mans can work together with robots under different conditions or interaction modes. We can
distinguish four interaction modes. As Vicentini [22] argues, the terminology connected to
interaction is used inconsistently. However, I suggest to use the following hierarchy of inter-
action modes based on earlier works [23, 24] and presented already in [21]. From the least
interactive to the most interactive mode these would be:

Fault reaction mode. Robot is inactive, the human is has to clear the reason of the fault.
Autonomous mode. There is no shared workspace and no shared task purpose.
Coexistence mode. The human and the robot share the workspace but do not have a

shared task purpose.

2I use the general term “non-industrial robots” deliberately instead of specific terms as service or care robots
as the delimitation given in the standards can be problematic (see [13]).
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Cooperation mode. Coexistence with a shared task purpose.
Collaboration mode. Cooperation that allows contact between the human partner and

the robot.

Interaction modes present a perspective on pHRI that describes the nature of the inter-
action. This thesis does not focus on a particular interaction mode as some tasks ask for
coexistence and others for collaboration.

Safety regimes

The ISO/TS 15066 term of collaboration does not have to necessarily mean collaboration in
the above-presented sense:

3.1 collaborative operation state in which a purposely designed robot sys-
tem and an operator work within a collaborative workspace

ISO/TS 15066 [11]

The “collaboration methods” used by the standards do not describe how the interaction
is intended to happen but they specify the safety precautions during pHRI. As Vicentini [22]
pointed out, the terminology used for task definition, i. e., interaction modes in my case, is
not suitable for determining robot application safety. Due to this possible confusion between
collaboration as a mode of interaction and collaboration methods as safety methods, I prefer
to use the term safety regime or just regime for short and use collaboration to describe only
the interaction mode. The ISO 10218 and ISO/TS 15066currently list four regimes:

Safety-rated Monitored Stop (SRMS). The robot stops before the human enters the
defined workspace and is kept in a monitored stop state while a person is present.

Hand-Guiding (HG). The human uses a “hand-operated” device located near the end-
effector to transmit motion commands to the robot. The robot itself does not execute
any independent movements and needs to be in SRMS before the operator enters the
collaborative workspace.

Speed and Separation Monitoring (SSM). A collision avoidance method by monitoring
the positions and velocities of both the human partner and hazardous parts of the robot.
At least the minimal protective separation distance needs to be maintained at all times
when the robot is moving.

Power and Force Limiting (PFL). The robot is designed or controlled so that any poten-
tial collision does not exceed the allowed collision force, pressure, and energy limits (i.e.,
safety thresholds) that are given for specific human body parts (e.g., hand, abdomen).

The first two regimes—SRMS and HG—are out of the scope of this thesis. Stopping
the robot based on a defined workspace was used in my research. Nevertheless, it was not
the target of any studies as it can be implemented by classical industrial measures and does
not necessitate collaborative robots. State-of-the-art hand-guiding research mainly concerns
research in control and possibly feedback from the robot if the control is achieved by moving
the robot itself (see for example [25]). I present more details for the other two regimes that
are used throughout the thesis extensively.

2.3 Speed and Separation Monitoring

While the Safety-Rated Monitored Stop regime clearly asks the robot to stop, the Speed
and Separation Monitoring regime only asks to maintain the minimal protective separation
distance between the human and robot while the robot is moving. This can be achieved by
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stopping the robot in time, similar to SRMS. It can also lead to evasive strategies and other
pre-collision phase safety measures with a finer resolution than the crude workspace approach
of SRMS. Therefore we can look at the solutions for SSM as Collision Mitigation, where the
robot merely stops in time, and Collision Avoidance, where the robot attempts to avoid a
collision.

The requirements for a working SSM solution are :

1. sensing of the human operators’ as well as robot’s positions (and speeds),
2. a suitable representation of the corresponding separation distances,
3. appropriate responses of the machine (e. g., speed reduction, stop, avoidance maneuvers).

Tracking the location of the robot is possible thanks to forward kinematics and joint
encoder values. The perception of the human operator’s location has multiple solutions.
The initial use of zone scanners presents a very crude option that permits only SRMS-like
collaboration. The proliferation of two key technologies allows us to track the human operator
with more detail: (i) compact and affordable RGB-D sensors (like Kinect or Realsense) and
(ii) convolutional neural networks for human keypoint extraction from camera images [26,27].
With these technologies together, it is possible to detect the position of individuals and their
keypoints in the collaborative workspace in real time. It is important to note that research
is ahead of the industry at this point because these solutions are not yet safety-rated. The
industry is moving towards 3D zone scanners (examples are Pilz SafetyEye [28] or more
recently SICK safeVisionary2 [29] and the Smart Robots camera [30]) which are safety-rated
but do not provide the same resolution as those used by researchers.

As mentioned, the SSM regime prohibits contact with a moving robot and this is achieved
by not violating the so-called protective separation distance. The protective separation dis-
tance, Sp, is according to ISO/TS 15066 the “shortest permissible distance between any
moving hazardous part of the robot system and any human in the collaborative workspace”
and it is given by formula (1) in section 5.5.4.2.3 in ISO/TS 15066:

Sp(t0) = Sh + Sr + Ss + C + Zd + Zr (1)

with

Sh contribution to the Sp(t0) attributable to the operator’s change in location;
Sr contribution to the Sp(t0) attributable to the robot system’s reaction time;
Ss contribution to the Sp(t0) due to the robot system’s stopping distance;
C distance that a part of the body can intrude into the sensing field before it is detected;
Zd position uncertainty of the operator in the collaborative workspace, as measured by the

presence sensing device resulting from the sensing system measurement tolerance;
Zr position uncertainty of the robot system from the accuracy of the robot position measure-

ment.

Sp(t0) can either be calculated dynamically or it can be a fixed value based on the worst-
case situation. The contributions marked as Si are determined using the robot’s maximal
speed vmax multiplied with the appropriate ti. For example, it should be Sr = tr · vmax. Or
they can be calculated, in accordance with ISO/TS 15066, as the integral: Si =

∫ Tr+Ts

t0
vi(t)dt.

It is important to note that this separation distance needs to be guaranteed. Robotics
researchers often create real-time obstacle avoidance solutions where the separation distance is
optimized rather than guaranteed (e.g., [31,32]). Even the method of evaluation of the relative
distances between the human and robot is itself a subject of discussion (see [33] or [34] for a
comparison of approaches).
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Research results that focused on SSM are, however, also available and flourished in the
last few years. A prominent example is the work of Marvel [35, 36] but also the progression
of the work of Zanchettin et al. [37–40]. The latter starts with an SSM-compliant coworker
automaton [41] in [37], then improve on the SSM-compliant collaboration by predicting the
partner’s movements [38], by calculating the optimal avoidance path [39] or incorporating dy-
namic danger zones based on the robot velocity [40]. Following the above-mentioned division,
we can separate the works in SSM into the two approaches of collision mitigation and collision
avoidance.

Collision Mitigation

The priority of collision mitigation is to stop the robot’s movement to limit the severity of a
collision and possibly even avoid it. The necessity to stop on time in dynamic environments
necessitates also taking into account the velocities of the robot and the human collaborator.
This leads to solutions such as “velocity obstacles” [42] or “dynamic envelope” [43]. A recent
solution in this respect is the addition of the dynamic properties of the robot for accurate
calculation of the necessary slowing down while avoiding collisions with an intervening human
[44].

Collision Avoidance

As opposed to mere stopping, the robot can actively evade the human operator. There is a
large body of work dealing with motion planning and control in dynamic environments, e.g.,
De Luca et al. [45] and Flacco et al. [46] deal with both pre-collision and post-collision control,
Nguyen et al. [47] show a dynamic evasion approach, or also Zanchettin et al. [37] present a
safe kinematic control strategy. Liu and Tomizuka [48] present a comprehensive framework
that includes avoidance maneuvers of the robot and task execution while preserving safety
constraints. Other examples are found in [49], where human motion tracking is integrated
with optimization techniques, and in [50], where human tracking is used for fast trajectory
re-planning.

2.4 Power and Force Limiting

While all HRC is “continuous, purposeful interaction associated with potential or accidental
physical events” [3], only one of the above-mentioned regimes, the Power and Force Limiting
regime, permits physical contact between the robot and the human while the robot is still
autonomously moving, provided that the impacts stay within prescribed limits. The technical
specification lists various passive or active measures (see section 5.5.5.4 in ISO/TS 15066) that
limit the exerted forces (e.g., increase the contact area, use of sensing to anticipate contacts).
More systematically, Haddadin and Croft [1] present two paths towards making collaboration
safe: by robot design or by robot control. On the design side, the robot can have a lightweight
structure, soft padding, no pinch points, and possibly elastic elements (e.g., the series elastic
actuators; see [7] for a formal treatment of robots with flexible joints). Or, on the control
side, collision detection and response relying on motor load measurements, force/torque, or
joint torque sensing can be added or various human-aware planning and interaction planning
methods can be implemented to make the application compliant with the safety requirements.

The ISO/TS 15066 prescribes limits based on the onset of pain thresholds from studies
like [51]. These limits are, however, subject to a heated debate that focuses on the limits
prescribed for the PFL regime and the proper evaluation of collisions, see [6, 52–57]. The
force thresholds derived from the strict limits for the PFL regime enforce low operational
velocities, especially if there is a risk of clamping (see for example [52] or [55]).
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Also, the limits imposed by ISO/TS 15066 depend not only on the affected body part but
also on the collision type. A collision itself can have two separate phases based on the force
evolution during the collision [58]. An initial dynamic impact in Phase I is followed by the
Phase II force profile that depends on the clamping nature of the incident (see Fig. 3). There
are four possible scenarios (for details see [3] and [59]):

• unconstrained dynamic impact (no force in Phase II)
• constrained dynamic impact without clamping (diminishing force in Phase II)
• constrained dynamic impact with clamping (force is not diminishing in Phase II)
• constrained dynamic impact with oscillation (force is oscillating in Phase II)

Figure 3: Collision phases from [58]. Phase I, the initial dynamic impact with the force FI, and
Phase II, either a diminishing force profile FIIA in the case of no clamping or a non-diminishing
force profile FIIB if there is clamping.

As with SSM, different mitigation strategies need to be used for the different situations as
we will see later in the presented research. In contrast to herein presented discussion about
collisions, ISO/TS 15066 distinguishes only between two scenarios, a transient contact, i.e.
dynamic impact that is unconstrained or is not followed by clamping, and quasi-static contact,
i.e. dynamic impact followed by clamping. The limits for quasi-static contact are lower than
those for transient contact.

The research approaches connected directly to PFL can be divided into three perspectives
that are addressed in the subsections below:

1. What are the proper force limits for safe human-robot collisions?
2. What is a suitable impact forces model and what are its parameters?
3. What PFL deployment maximizes performance?

Establishing appropriate force limits

Especially the research of Sami Haddadin’s group tried to address force limits prescribed by
the ISO/TS 15066. They studied biomechanical collision data (as in [52], [60]) to determine
force limits that can lead to injury as opposed to the ISO/TS 15066limits given by the onset
of pain. Following these limits, they introduced the so-called Safe Motion Unit that would
prescribe velocity limits to the robot from these biomechanical data. The original research
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in [52] used injury data from mainly the automotive industry and its collision tests as in [61,62].
However, automotive industry collision data are focused on chest or whole-body collisions and
not extremities. While the body region most at risk in collaborative robotics are hands. This
was partially alleviated by the later focus on the injury of extremities presented in [60].

At least one other group also tried to investigate injury limits for cobots, namely, Han et
al. [53] tested force limits for skin injury and came to the conclusion that only forces above
500 N lead to skin injury. Park et. al [54] conducted also a study similar to the original onset
of pain studies as [51] that were the foundation of ISO/TS 15066. They explicitly mention
the original motivation for the use of pressure pain thresholds instead of injury thresholds for
ISO/TS 15066 as:

First, there is no accurate data on mild injury thresholds, and experiments to ob-
tain such data have various practical limitations, including ethical issues. Second,
pain thresholds are lower than mild injury thresholds.

The authors also present that age groups and body mass index can affect pain thresholds,
adding another dimension to the difficulty of interpreting already subjective pain data. Ad-
ditionally to the high variance between subjects, they report pain thresholds that are lower
than those in ISO/TS 15066.

Therefore it is understandable that some approaches prefer to avoid the ISO/TS 15066 lim-
its and instead try to model the collisions themselves more accurately.

Modeling impact forces

For a detailed treatment of safety aspects of human-robot collisions see [7, 58]. Modeling the
contacts in HRC is challenging as many parameters (mass and its distribution in colliding
bodies, the behavior of robot controller upon impact, etc.) are not known. This might
warrant the use of a simple approximation as the one from ISO/TS 15066. While ISO/TS
15066 presents a few formulas for the calculation of the permissible force or velocity, they use
the same spring-based model. The equation A.6 from ISO/TS 15066 relates velocity (v) and
maximum impact force (Fmax) as:

v ≤ Fmax√
k

√
m−1R +m−1H =

Fmax√
k · µ

, (2)

where mR is the effective robot mass, mH is the human body part mass, µ = (m−1R +m−1H )−1

is the reduced mass of the two-body system, k is the spring constant for the human body part,
and Fmax is the maximum impact force permitted for the given body region as established by
the onset of pain studies. The mass of the robot mR is given by the used robot, while mH is
given by the contact scenario, e. g., if collisions with the hand are considered then mH is only
the weight of the hand.

Additionally to what the standard proposes, if we investigate constrained dynamic impacts,
we can approximate m−1H ≈ 0 as in [55]. The rationale behind the approximation is the
following: The impacted body part is constrained and thus immovable. Its weight in the PFL
two-body spring model can therefore be considered significantly larger than the other body’s,
and hence approximated as infinite. This approximation allows us to simplify the situation by
investigating the relative velocity as the robot velocity with the human collision region (e.g.,
hand) being still:

v ≤ Fmax√
k ·mR

. (3)
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The ISO/TS 15066 has also a very simple representation of the effective robot mass mR.
It is given statically as M/2 + mL, i. e., a function of the total mass of the moving parts of
the robot M and the effective payload mL of the robot.

A more sophisticated approach to calculate the effective mass was introduced already by
Khatib [63]. His robot effective mass is a dynamic property given by not only the robot’s
mass but also its configuration and the impact direction. It has been later adopted by many
others and it is sometimes also called reflected mass (e.g., [1,52,55,58,64]). The effective mass
of a manipulator in a given direction u can be modeled using the formula [64]:

m−1u = uT [J(q)M−1(q)JT (q)]u, (4)

where q are the joint angles of a given position, M(q) and J(q) are the inertia matrix and
the Jacobian matrix of the manipulator, respectively (see, e.g., [65, Ch. 3 and Ch. 7]).

Therefore it is understandable that Eq. 2 is considered by some as a too simplistic contact
model (e.g., [52]), and a significant body of research tries to present alternative approaches to
modeling the impact forces and thereby allow better design of the collaborative application.

Analytical approaches that try to model the impactor and determine the impact force
based on them were more common in the initial years of research and even predate the
introduction of ISO/TS 15066. Examples of these are [7, 66,67] or later works as [68].

Additionally to its simplicity, the ISO/TS 15066 model takes into account only the robot
weight but no other robot properties or impact factors (e. g., soft padding, impactor shape) are
considered. The approaches presented in research sometimes investigate also these effects on
the collision (see non-constrained blunt impacts [69] against constrained blunt impacts [70]).
Shin et al. [68] also model various impactor shapes, but do not draw conclusions regarding
the simple two-body model of ISO/TS 15066. A classical contact model is the Hertz contact
model [71] which could account for the material properties. However, even with improved
models as [72, 73], many safety-related aspects of the collision can be missed by a purely
analytical model. Additionally, post-collision reactions can change the resulting exerted forces
(see [1]). This favors experimental studies of collision forces that are data-driven and focus
on modeling the collected collision data.

A machine learning approach is presented by Kovincic et al. [74, 75]. They suggest using
collected impact data to model the impact forces using machine learning because robot reac-
tion mechanisms play a significant role in the resulting forces and are “not known or can not
be identified” [74]. A data-driven approach is also presented by Schlotzhauer et al. [76] when
they introduce a 2D Collision-Force-Map. They approximate the impact forces of UR10 and
UR10e robots in a pick-and-place task with a second-degree polynomial. Another example of
PFL-related modeling, yet post-collision, is the use of current measuring for collision detection
presented in [77].

Maximizing performance with PFL

The last avenue of research tries to stay with both the model and limits given by ISO/TS
15066 and focuses on improving the usage of PFL by itself. This often leads to the attempt
to mitigate the impact effects.

One approach is to alter the robot control to limit possible impact forces. Sloth and
Petersen [78] presented a method to compute safe path velocities complying with ISO/TS
15066. Other examples in [79, 80] provide a treatment of robot control taking into account
the energy dissipated in possible contacts with the operator.

Another approach is to improve the robot’s impact properties with soft padding, i.e.
artificial skin. Multiple variables need to be taken into account concerning skins and the
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provided protection (see discussion in [22]). In addition to their passive properties, such skins
can be also sensorized. These sensors can be sometimes used for control (see for example
[81]), in which case they do not provide protection but merely a control option (possibly
consistent with the use of the Hand Guiding regime). Properly sensorized artificial skins can
also contribute to actively detecting and localize contacts and thus partake in the collision
detection and isolation phases of the collision pipeline [7]. Yet, this functionality can come at
a cost as Tsuji et al. [82], for example, report a trade-off between the greater thickness of the
skin (i. e., improved passive properties) and proximity sensing (i. e., active properties).

3 Efficient safe physical human-robot interaction

As the main drawback of collaborative robotics is the lack of performance, researchers investi-
gated also improving performance under standard-compliant safety. While the safety regimes
are presented as four separate methods in ISO/TS 15066, the specification itself also states
that “collaborative operations may include one or more of the following methods”. Therefore
researchers suggested various ways how to combine safe regimes to generate a more efficient
collaboration. Each regime has its benefits and drawbacks and a combination of the regimes
allows to alter the application’s properties to better suit the desired functionality. One ex-
ample is the combination with the relatively simple safety-rated monitored stop regime, as
studied in [83] and looking at various levels of interaction modes. The hand guiding regime
is even closely tied to the safety-rated monitored stop regime in ISO/TS 15066 itself.

3.1 Combining SSM and PFL

The most often studied form of combination for performance increase is between SSM and
PFL regimes. The SSM regime would possibly ask the robot to stop even when the human
operator is in the robot’s vicinity for a longer period and thus negatively impact the overall
productivity. On the other hand, the PFL regime asks the robot to move with a safe and slow
velocity even when the human operator is not present. Therefore, the basic approach is to use
the SSM regime’s monitoring of the human-robot distance, but instead of preventing collisions
by stopping the robot, it is slowed down to the velocity considered to be safe according to
PFL. The benefit of this combination is visible in Fig. 4.

The exact nature of their combination can be varied: velocity scaling based on an impact
force model [68], predicting the exerted force based on motor currents [77], optimal velocity
scaling [55], or the use of control barrier functions [84].

If there are multiple ways of implementing a combination of SSM and PFL, it is appropriate
to ask which one of them is the most suitable and whether they are necessary. This leads to
the question of measuring the efficiency or performance of HRC.

3.2 Measuring efficiency

Metrics and benchmarks are part of the safe pHRI research community. Some metrics focus
on the evaluation of the quality of the provided safety or the capability to detect collisions.
Examples of these are the power flux-based design metric from [73] or the reference framework
for tactile robot performance from [85].

An application can as a whole be evaluated as either safe or not. However, various safety
measures can impact the efficiency of the application differently. Measuring the efficiency of
the application and therefore the impact of the applied safety measures is an important part
of determining if those safety measures are a viable option in practice. The ISO/TS 15066 did
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Figure 4: The prescribed velocity by PFL (blue) and by SSM (orange) independently for
various separating distances. The dashed line shows the velocity for a combined regime of
PFL and SSM. Taken from [55].

not suggest any metric for this purpose. Therefore some safety research papers introduce their
metrics to establish the impact of their suggestions.

The simplest approach would be to compare the cycle time or average velocity of an
application before and after the introduction of various safety measures (see for example
in [86, 87]). Generally, the application with no or minimal safety measures would have the
shortest cycle time and the introduction of safety measures would increase the cycle time (e.g.,
by stopping the robot in SSM or slowing it down with PFL). For this, either the behavior of the
expected human partner should be known or various scenarios should be modeled (e. g., the
effect of multiple accesses into the workspace in [87]). The cycle time approach is application-
specific and therefore hard to generalize to other applications that would want to use the
same safety measure. This application-specificity problem extends also to other properties of
the system (like maximum velocity in [87]) or indirect metrics (like the minimum distance
between the robot and human in [88]). Therefore the community attempts to introduce more
general measures.

The first attempt was done by Marvel [35] when in addition to metrics evaluating the
safety measures, he presented a productivity metric as:

PR =
τ̂

τR
(5)

which is the ratio of the time necessary to complete the task τ̂ and the time necessary to
complete the task with the safety measure R in effect, τR. The use of a ratio already permits
the comparison between different tasks because it captures the change in performance relative
to the task as opposed to the absolute numbers as with cycle time.

Another metric was introduced by Zanchettin et al. [37, 55]. Their robot productivity
metric is based on the ratio between the end-effector velocity in the direction to the closest
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point on the human body and the minimum separating distance between the human and
robot, rs:

r =
nTJsq̇

min rs
(6)

Where n is the unit vector for the direction from the robot point rs to the closest point
on the human body, J is positional Jacobian of the point s, and q̇ is the vector of joint
velocities. Higher r-metric means higher robot velocity for the same separation distance.
Therefore indirectly, the r-metric is, the more efficient the collaboration is because the robot
can move faster. The authors acknowledge this metric can be less intuitive to interpret,
but it is not task-specific and even a single experiment provides a large number of r values
and measurements for evaluation. A statistical comparison of the obtained r values is then
performed to evaluate the given safety measures.

4 Perception in safe physical human-robot interaction

The previously presented work in safe pHRI focused on the evaluation of safety itself or the
increase of performance while maintaining safety. However, while at least two collaborative
regimes presuppose some kind of workspace monitoring (namely SRMS and SSM), the above-
mentioned research did not address this aspect directly. The earlier safety discussion focused
merely on criteria that make the application safe but not on methods how to achieve efficient
monitoring. Workspace monitoring is a crucial part of safety as space that is not monitored
is unknown to the robot, and any activity in this space (or lack thereof) cannot affect the
robot’s behavior. In addition to the already discussed safety, four topics are relevant to this
area: sensor coverage, sensor fusion, occlusion-mitigation or gaze control, and sensor data
representation.

The origin of our research is in safe human-robot interaction (HRI). While much work in
safety research has been done on the side of the robot control algorithms, we focus in this
article on workspace monitoring. Space that is not monitored is unknown to the robot, and
any activity (or lack thereof) cannot affect the robot’s behavior. Four fields of research are
relevant to this problem.

Sensor coverage. These approaches deal with covering a given area with sensor percep-
tion(see, for example, [89], [90]). Nevertheless, they often aim at coverage from a theoretical
perspective (thus using only 2D coverage) and do not combine multiple types of sensors. An
exception in this respect is the recently published work by Oščádal et al. [91]. They present
an approach where they determine the importance of individual voxels in the shared human-
robot workspace and arrange cameras to provide the highest coverage of the monitored space.
However, they do not take into account occlusions caused by the human or other objects in
the scene.

Sensor fusion. This area does not address proper coverage but focuses on the fusion of
various sensor inputs (see [92]). Still, safety-related works such as [93, 94] leverage sensor
fusion to ascertain sufficient workspace coverage. An interesting addition in this respect
is [95] which evaluates two types of sensors (albeit not used together in the same setup) for
2D and 3D coverage.

Occlusion-mitigation or gaze-control. These research topics (as in [96], [97] or [98])
are also related as it shares the aim to monitor a region of space efficiently. This region, as
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opposed to coverage approaches, is small (usually merely a target point). For safe interaction,
all the relevant robot surrounding space needs to be considered.

Sensor data representation. The representation of the sensor readings can significantly
impact the results. For example, the detected keypoints can be represented as spheres [46],
capsules [48] or meshes [99] and they can be different for the robot and the human [37].
Or the relative distances between them can be also evaluated in various ways (see [33, 34]
for comparisons of approaches). The approaches are often “robot-centered”. Therefore the
collision primitives are centered on the robot body and possibly dynamically shaped based on
the current robot velocity [31, 40, 93]. This is also true for the biologically inspired approach
to “peripersonal space” representation [37, 47, 99, 100]. The safety margin is generated by
a distributed array of receptive fields surrounding the electronic skin of the iCub humanoid
robot. Finally, there is a large body of work dealing with motion planning and control in
dynamic environments. The most recent and most related to our approach are [35, 37, 48].
While these approaches focus on robot control and not on monitoring itself, they provide a
relevant basis for the representation of sensory data.

Also relevant are various studies that take into account the dynamic adjustment based on
the human or robot velocity: from the kinetostatic danger field to sphere swept lines-based
bounding volumes [31,37,40,87,93,99,101].

While the presented papers deal with camera-based monitoring (see also older survey
[102]), there are other alternatives for safety-related monitoring, e.g., time-of-flight sensors [103],
proximity sensing (e.g., [104], [105] or the Bosch APAS system), or distributed wireless sensor
networks that track operators who do not wear any devices on themselves [106]. Especially
proximity sensing presents a promising and recent avenue of research and focuses on robot-
mounted sensors that can detect obstacles up to 0.5 m from the robot surface; see [107] for a
thorough review.
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5 Contributions

The thesis presents mainly contributions in the first two areas — safety and performance.
These contributions were also presented in a series of conference proceedings and a journal
article summarized in Fig. 5 at the end of this section. A full list of publications is also shown in
Part Publications. The specific contribution of each paper is listed in their respective chapter.
The main contributions are summarized here and are the following: establish the necessity of
in-situ measurements for the evaluation of the ISO/TS 15066 PFL regime, methods for efficient
collaboration by combining the PFL and SSM regimes, a methodology for the deployment
of collaborative robots, and the introduction of the occupancy-based unified approach to
represent sensory information in the robot-surrounding space.

5.1 Establish the necessity of in-situ measurements for the evaluation of
ISO/TS 15066 PFL regime

By a thorough analysis of collision data, we showed that the predicted impact forces based on
the ISO/TS 15066 formula are for certain conditions too conservative and for other conditions
too lenient. This contribution is presented in the Part called Safety in Physical Human-Robot
Interaction.

Namely, we showed in [108] (see Chapter 1) that the formula to determine impact forces
or permissible velocities does not account for the variation in impact forces in the robot
workspace. We demonstrated this on two collaborative robots by conducting a series of
measurements mapping the robots’ impact velocities in their workspaces. We suggested the
creation and use of a so-called collision force map that shows the impact forces for a spe-
cific robot in its 3D workspace. Therefore, we suggested by our comparison of the behavior
of the two collaborative robots that in-situ measurements are preferable to analytical solu-
tions to account for factors that cannot be modeled (e.g., properties of the proprietary robot
controllers).

Thereafter, in [59] (see Chapter 2), we showed that soft covers can affect the impact forces
in non-trivial ways and, once again, need to account for the specificity of the robot application
(e.g., the robot’s stopping behavior). We suggested also an addition to the ISO/TS 15066 PFL
regime formula that models closer the effect of a soft cover on impact forces. Additionally, we
studied the effects of various stopping behaviors on the resulting impact forces. We suggested
that the collected data show the importance of the interplay between various settings and
thereby support the earlier claimed necessity of in-situ measurements.

5.2 Efficient collaboration methods for PFL and SSM regimes

We presented multiple ways in which the physical human-robot collaboration can be made
more efficient while still safe by a suitable combination of ISO/TS 15066 collaboration regimes,
namely the Power and Force Limiting (PFL) and Speed and Separation Monitoring (SSM)
regimes, see the Part Efficient Safe Collaboration.

At first, we presented the proof of concept of a simple, yet versatile, pair-wise separation
monitoring approach in [109] (see Chapter 3). This approach combined the PFL regime re-
duced velocity with the SSM regime formulae for calculating the appropriate stopping distance
and was demonstrated on a Nao robot. The pair-wise nature of the approach and its sim-
ple representation allowed for easy differentiation between contacts that necessitate a stricter
approach (e.g., risk of contact with the operator’s head).

This initial approach was developed and verified on a series of experiments with an indus-
trial robot, KUKA LBR iiwa, in [110] (Chapter 4). Together with the previously mentioned
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paper, these were to our knowledge the first ever published works to explicitly present the
combination of PFL and SSM and its benefits.

Finally, in [21] (Chapter 5), we addressed the difference between the collaboration methods
(i.e., regimes) and various interaction modes (e.g., coexistence, collaboration). We presented
a novel approach where the desired interaction mode is treated as an input parameter to
modulate the robot behavior. We used a smooth velocity shaping approach to ascertain that
the transitions between various safety regimes impact as little as possible the robot’s task
performance. Additionally, we suggested that while ISO/TS 15066 proved to be overly strict
in industrial settings, they can be used as a basis for non-industrial human-robot interaction.

5.3 Methodology for the deployment of collaborative robots

The conducted research was used in the creation of a methodology for the efficient and safe
deployment of collaborative robots in collaboration with SEA Chomutov s.r.o. The methodol-
ogy focused on the identification of risks specific to collaborative robots and their mitigation.
Based on our research, the focus of the methodology was on in-situ measurements to verify
the actual forces that would be exerted on the operator during a possible collision.

5.4 Occupancy-based representation of sensor information in the Perirobot
space

The work with the Speed and Separation Monitoring (SSM) regime lead to the necessity of
modeling the space surrounding the robot, the so-called Perirobot space. For this purpose,
I presented a unified occupancy-based representation approach that allows the explicit defi-
nition of sensor data representation, the delimitation of occlusions, and clearly describes the
monitored area. Additionally, this work was implemented as a publicly available project that
can be used for the search for the optimal sensor setup.
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for Safe and Efficient
Human-Robot Interaction

2022
Methodology for the deployment of collaborative robots

Figure 5: Thematic connections and progression of main published results with their date and
publication platform. The shown conferences are International PhD Conference on Safe and
Social Robotics (SSR), IEEE Conference on Robotics and Automation (ICRA), IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS), and IEEE-RAS Inter-
national Conference on Humanoid Robots (Humanoids). There is also one journal, Robotics
and Computer-Integrated Manufacturing (RCIM).
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Part I: Safety in Physical
Human-Robot Interaction

This part investigates the limitations of the ISO/TS 15066 collision model and presents a large
dataset modeling impact forces in the workspace of two collaborative robots in Chapter 1 and
the study that investigated the effect of soft covers on the resulting impact forces in Chapter 2.
I present first the common preliminaries for both of the chapters. The state of art and basic
theory was presented already earlier.

Safety chapters preliminaries

Robots

We used two collaborative and one classical industrial robot for the experiments and controlled
them through their standard interfaces. Each robot also has specific safety settings (see below
and in Tables 2.1 and 2.2).

All robots were using the Cartesian linear movement—where the end effector follows a
straight line—toward the impact. Due to various technical limitations (e.g., sensitive equip-
ment on the KUKA iiwa’s flange), we measured collisions with the last joint’s surface.

Universal robots UR10e (UR10e) The robot has 6 degrees of freedom (DoF), weighs
33.5 kg, can carry a payload of up to 12.5 kg and has a reach of 1300 mm. The Modbus
interface collected the speed and the joint states, safety regimes were collected from ROS
nodes. Our UR10e is equipped with the protective skin AIRSKIN that adds extra weight
(1.8 kg) to the robot, see Fig. 2.1a. If used, the skin can be connected to two different
safety inputs — Emergency Stop or Safeguard Stop, see Tab. 2.1. The worst-case collection
frequency for the robot speed was 800 Hz and 500 Hz for other variables.

The UR10e robots have four safety presets. We collected data with both the least restric-
tive (‘Pre-4’) and the second most restrictive safety (‘Pre-2’) presets.3

KUKA LBR iiwa 7 R800 (KUKA iiwa) This robot has 7 DoF, with the weight of
22.3 kg, a payload of up to 7 kg and a reach of 800 mm, see Fig. 2.1b. Two Java applications
controlled the KUKA iiwa robot and collected the relevant data from the robot (1000 Hz
frequency).

The KUKA iiwa assures its safety by monitoring the maximum allowed external torque
with joint torque sensors in each joint. We used one external torque limit setting, namely
10 Nm or 30 Nm depending on the experiment. It could be also turned off, see the specific
settings in the experiments. Three different safety stops (‘Stop 0’, ‘Stop 1’, ‘Stop 1 op’) can
be triggered either by the external torque monitor or an AIRSKIN pad.

3Least restrictive preset (‘Pre-4’): Allowed power: 1000 W, Momentum: 100 kgm/s , Stopping time: 1 s,
Stopping distance: 2 m, Tool speed: 5.0 m/s , Tool force: 250 N, Elbow speed: 5.0 m/s , Elbow force: 250 N.
Second most restrictive (‘Pre-2’): Allowed power: 200 W, Momentum: 10 kgm/s , Stopping time: 300 ms,
Stopping distance: 0.3 m, Tool speed: 0.75 m/s, Tool force: 120 N, Elbow speed: 0.75 m/s, Elbow force:
120 N.



KUKA Cybertech KR 20 R1810-2 (Cybertech) The last robot used in this chapter
is a classical industrial robot with 6 DoF, weight of approximately 255 kg, a rated payload of
20 kg, and maximum reach of 1813 mm, see Fig. 2.1c. The robot was equipped with AIRSKIN
module pads and controlled by a KUKA robot language program. The AIRSKIN module pad
can trigger two different safety stops (‘Stop 1 op’, ‘Stop 2’). Without sensing capabilities
provided by the AIRSKIN, this robot could not be used in a collaborative operation, because
the robot would not stop in case of a collision before causing harm to the human collaborator.

Measuring device

We used the CBSF-75-Basic impact measuring device designed for validation of collaborative
applications of robots. It allows the measuring of forces in the range from 20 N up to 500 N
with a certified measurement error up to 3 N. The measurement collection frequency is
1000 Hz and it starts as soon as a 20 N impact force threshold is reached and thereafter
continues for 5 seconds. Therefore the pre-threshold force evolution is not collected. The
peak force from the impact Phase I (see Fig. 3) was recorded and used for analysis.

In accordance with ISO/TS 15066, appropriate K1 damping materials are added to the
device in order to simulate the properties of the tested human body region. Namely, we mimic
impacts on the back of the non-dominant hand by using the Basic 75000 N/m device and the
damping material with the hardness Sh 70 (see also [112]).
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Chapter 1

3D Collision-Force-Map for Safe Human-
Robot Collaboration

This chapter is based on the publication:

Svarny, P., Rozlivek, J., Rustler, L., Hoffmann, M.: 3D Collision-Force-Map for
Safe Human-Robot Collaboration. In: 2021 IEEE International Conference on
Robotics and Automation (ICRA). IEEE, 2021. p. 3829-3835.

This chapter focuses on the PFL collaborative regime. We measure the forces exerted by
two collaborative manipulators (UR10e and KUKA iiwa) on an impact measuring device in
different positions in the robot workspace and with various velocities (Fig. 1.1). Our approach
is similar to 2D CFM [76] in that we use empirical measurements and fit a function relating
robot position and speed to the impact force. Newly, we establish the importance of the
height, leading to a 3D Collision-Force-Map (3D CFM).1 The dataset with the collected data
is at [113].

1An accompanying video illustrating the experiments is also available: https://youtu.be/4eHsbe4EuHU.

(a) UR10e. (b) KUKA iiwa.

Figure 1.1: Setup – robots and impact measuring device. Originally published in [108].
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Contributions

The contributions presented in this chapter are:

• We create a 3D collision-force-map, considering the velocity, distance from robot base,
and, newly, the height in the workspace.
• We present and validate a simple data-driven model using only few samples.
• We analyze the behavior of the two manipulators upon impact, drawing important

implications for their deployment in collaborative applications.

This chapter is structured into four sections: Collision force maps and effective mass
(Sec. 1), Experimental setup (Sec. 2), Experiments and results (Sec. 3), and Discussion and
conclusion (Sec. 4).

1 Collision force maps and effective mass

1.1 Power and Force Limiting

Some preliminaries need to be introduced additionally to the details of PFL in the Introduc-
tion, Section 2.4. We assume a mock pick and place scenario with a risk of a constrained
dynamic impact on the human hand as in [76]. Contact may occur as the robot is descending
towards the table, possibly clamping the hand of the operator. In practice, a risk analysis
according to [114] will be required.

Because we investigate constrained dynamic impacts, we use the approximation of m−1H

as discussed in the Introduction. The other variables are set based on ISO/TS 15066 as
Fmax = 140 N and k = 75000 N/m. The moving masses of the UR and KUKA iiwa robot are
approximately 30 kg and 20 kg respectively. Using the approximation from ISO/TS 15066 that
the effective robot mass mR is M/2 + mL (half of the total mass of the moving parts of the
robot, plus the effective payload mL, which is zero in our case), together with Eq. 2, would
give permissible velocity up to 0.13 m/s for the UR robot and 0.16 m/s for the KUKA iiwa
robot in case of clamping. If there is no clamping, the permissible force becomes 280 N and
thus also the velocities are higher, namely 0.26 m/s for the UR and 0.32 m/s for the KUKA
iiwa due to the weight difference between the robots.

1.2 Collision-Force-Map – 2D and 3D

The assumptions and approximations made in ISO/TS 15066 are too coarse and do not match
empirical impact measurements. Schlotzhauer et al. [76] proposed a 2D Collision-Force-Map—
a data-driven linear model to predict the impact force as a function of the distance from the
z-axis of the robot base frame (d) and velocity (v). The model is a second degree polynomial
of the form:

ln(F ) = β0 + β1 · v + β2 · d+ β3 · d2 (1.1)

The parameters are robot-, software-, and application-specific and should be found from a
large number of measurements.

In this chapter, we add the height in the workspace (h) as an important additional di-
mension that affects the force exerted on impact. Euclidean distance in 3D between the end
effector (EE) and the robot base would be a candidate representation, leading to a different
2D Collision-Force-Map. However, our empirical measurements—see Fig. 1.2—reveal a more
complicated relationship between d, h, and v. For the UR10e robot (Left), the dependence
of force on distance has a different profile for h ≥ 0.38 m than for lower heights. This is true
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Figure 1.2: Impact forces for different distances, heights, and velocities of EE. (Left) UR10e.
(Right) KUKA iiwa 7R800 with 10 Nm external torque limit. [108]

for two different speeds. For the KUKA iiwa (Right), the contribution of height to predicting
the impact forces goes down with the distance from the base.

1.3 Effective mass as function of distance and height

We sought a theoretical rationale for the observations above with effective mass (see Eq. 4
in Sec. 2.4). Although the robots have 6 (UR10e) and 7 (KUKA iiwa) degrees of freedom
(DoF), the robot configurations at impact can be coarsely approximated with a 3 DoF planar
manipulator. Inspired by the UR10e manipulator, we used a model with three links with
masses [13, 4, 4] in kg and the length of the links [0.5, 0.45, 0.05] in m. On a grid resembling
Fig. 1.4, we used the analytical solution of inverse kinematics, restricted to the “elbow up”
configuration, to reach with the EE the targets on the grid—see Fig. 1.3a—and calculated
the effective mass, with u = [0,−1] (collision in the downward direction). We sampled the
workspace more densely, giving rise to Fig. 1.3b, providing a prediction in line with Fig. 1.2.
The results also suggest that the effect of d and h should be considered together and “cross-
factors” are needed.

1.4 Acquiring 3D Collision-Force-Map from data

We investigated the significance of every element of the model like the one in Eq. 1.1, with
additional terms in h and terms with interaction factors between d, h, and v—for 3 datasets
(Tab. 1.1) simultaneously using a two-stage process. We started with the polynomial model
containing all terms (variables d, v, h) up to degree three and their interaction terms up to
degree three (19 terms together). We removed all terms with a p-value higher than 0.05 for
all three datasets in stage one, to obtain 13 terms for stage two. In stage two, we iteratively
removed terms and compared two model parameters: Root Mean Squared Error (RMSE)
and coefficient of determination (R2). In every iteration, the fit would typically be worse and
hence RMSE would increase and R2 decrease. The term for which its removal produced the
smallest change of these two parameters was removed. The change was defined as follows:∑

datasets(∆RMSE+ 100∆R2). The elimination procedure was stopped when this change for
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Figure 1.3: Calculating effective mass of the model 3 DoF planar manipulator with respect
to distance (d) and height (h). Collision direction “down”: u = [0,−1]. Originally published
in [108].

the term to be eliminated was bigger than 0.5 (i.e., removal of this term would make the fit
significantly worse). The result of this process gave rise to Eq. 1.2:

ln(F ) = β0 + β1 · v + β2 · d+ β3 · d2 + β4 · d · h+

+β5 · h2 + β6 · d2 · v + β7 · d · v2 + β8 · d · h2 (1.2)

2 Experimental setup

2.1 Setup and robots

An overview of the setup is in Fig. 1.12. The experiments consisted of a series of impacts
with the robots at different locations in the workspace and different speeds onto an impact
measuring device. Both robots were commanded using the Cartesian linear movement—
where the EE follows a straight line—toward the impact. As a large number of impacts were
performed (more than 400 per robot in total), we preferred not to use the robot flange but
the surface at the last joint instead. Robots were controlled using their standard control
interfaces while experimental data were collected. We also specify the safety settings used for
the experiments as they influence the robots’ overall behavior and, in particular, the response
to a collision.

2.2 Data collection

Schlotzhauer et al. [76] experimentally verified the rotational symmetry assumption. Thus, a
single dimension, distance from the robot base, was the only relevant parameter. In our case,
it is sufficient to study a plane in the 3D workspace, varying two dimensions: d and h.

For the UR robot, the d ranged from 0.52 m to 0.89 m with increments of 0.09 m and five
different heights from the level of the robot’s base starting at 0.14 m with 0.08 m increments –
see Fig. 1.4 (Left). The KUKA iiwa robot has a different reach. We sampled the workspace at
the following positions: d from 0.56 m to 0.86 m with an increment of 0.075 m and five heights
corresponding to heights used with UR robot – see Fig. 1.4 (Right). At a given position, we
performed measurements with five different velocities (0.20, 0.25, 0.30, 0.35, 0.40 m/s) in the
downward direction. All measurements above the recommended limit of the impact measuring
device (500 N) were discarded.

2Also visible in our video: https://youtu.be/4eHsbe4EuHU.
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Figure 1.4: Measurements locations distribution for the two investigated robots, UR10e (left) and
KUKA iiwa 7R800 (right). Originally published in [108].

dataset
samples
per state

training states
(used samples*)

testing states
(used samples*)

UR10e 3 27 (75) 88 (249)
KUKA iiwa 30 Nm 3 27 (78) 98 (291)
KUKA iiwa 10 Nm 1 27 (26) 98 (98)

Table 1.1: Collected datasets. A “state” is a combination of distance, height, and speed.
*Samples that exceeded the measuring device limit of 500 N were not used. Originally pub-
lished in [108].

Training set It is our goal to develop a practical tool that can be rapidly deployed. There-
fore, the number of measurements needed should be as small as possible. For training the
model, we use only a subset of the grid—9 locations with blue square markers in Fig. 1.4—
and 3 velocities (0.20, 0.30, 0.40 m/s). This gives rise to only 27 training measurements per
robot, or 81 if every measurement is repeated 3 times. An overview is in Tab. 1.1. For the
KUKA iiwa robot, the repeatability was higher. Hence, for the 10 Nm ext. torque setting,
measurements were performed only once.

Testing set For every robot, 16 additional positions (black dots in Fig. 1.4) were tested
with 5 velocities (0.20, 0.25, 0.30, 0.35, 0.40 m/s). For the 9 positions from the training set,
only the velocities 0.25 and 0.35 m/s were added. In total, this gave 98 measurements per
robot3.

Rotational symmetry verification In order to verify the assumption that rotation of the
first joint does not influence the results, 117 additional measurements on the UR10e robot
were performed.

3 Experiments and results

Our results consist of a series of experiments in which two collaborative robots collide with an
impact measuring device. First, we present and evaluate the 3D Collision-Force-Map model

3Two positions (h = 0.3, d = 0.61; h = 0.3, d = 0.79) were omitted due to the experimenter’s oversight on
UR10e.
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Figure 1.5: UR10e – 4D visualization of 3D CFM model predictions within the sampled robot
workspace for different collision velocities. The robot base is located at d = 0 and h = 0.
Black points are showing measured training data capturing the measurement grid from Fig. 1.4
(Left). Originally published in [108].

for the two robots. Second, we compare the results obtained with the 2D CFM [76] and the
treatment of Power and Force Limiting in ISO/TS 15066. Finally, we present the force profiles
after impact and analyze their implications.

3.1 3D Collision-Force-Map for UR10e

First, the rotational symmetry was experimentally verified using 117 measurements: 39 com-
binations of positions in the workspace and speed with 3 repetitions. The error, i.e. the
difference in measured force on impact at different positions on the same circle (same d, h,
and speed), was maximum 10 N (3.5 %), mean 1 N (0.05 %).

Second, restricting ourselves to a plane, we measured the impact forces on the grid of
positions and at 5 different speeds (see Section 2.2). Every measurement was repeated 3
times, with a maximum standard deviation (SD) of these three measurements of 3.85 N and
a mean of these SDs across all locations/speeds of 1.12 N. In total, 324 measurements were
performed.

The training set was used to fit the model of the form in Eq. 1.2. The obtained model
was:

ln(F ) = 6.2990 + 3.3761 · v − 1.1050 · d−
−1.3066 · d2 − 1.5258 · d · h− 6.6954 · h2 + (1.3)

+4.0919 · d2 · v − 6.0090 · d · v2 + 8.5207 · d · h2

Figure 1.5 shows the three variables, h, d, and v; only the surface of this color map is
visible though. As would be expected, impact forces are directly proportional to the velocity.
For a fixed v and h or d, a 2D visualization is possible—green lines in Fig. 1.6.
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dataset
max UE
[% / N]

mean UE
[% / N]

max OE
[% / N]

mean OE
[% / N]

UR10e
Ts 3.56 / 8.42 1.37 / 4.45 6.35 / 22.45 2.40 / 6.97
All 3.68 / 7.07 1.50 / 4.63 6.35 / 22.45 2.16 / 6.26

KUKA iiwa 30 Nm
Ts 9.30 / 22.32 2.63 / 7.61 9.40 / 16.54 3.12 / 8.07
All 9.30 / 22.32 2.58 / 7.37 9.40 / 16.54 3.08 / 7.93

KUKA iiwa 10 Nm
Ts 5.76 / 19.36 1.96 / 5.18 5.02 / 14.71 1.63 / 4.16
All 5.93 / 20.20 1.94 / 5.26 5.38 / 19.48 1.59 / 4.11

Table 1.2: Accuracy of 3D CFM model with underestimation (UE) and overestimation (OE)
for both the test set (Ts) and complete dataset (All). Originally published in [108].

Tab. 1.2 quantifies the accuracy of our model on the testing set (we refer to the UR10e
row here). We evaluate underestimation and overestimation of the impact forces separately—
the former being more critical regarding safety assessment of the application. The maximal
underestimation over the testing set (see Tab. 1.1) is 3.56 % (8.42 N) and the mean under-
estimation is 1.37 % (4.45 N). Overestimation is higher, 6.35 % (22.45 N) at maximum and
2.40 % (6.97 N) on average. The error over the whole 3D CFM dataset is underestimating
slightly more, 3.68 % (7.07 N). Overestimation is more frequent for higher force values and
underestimation for lower impact forces. The higher relative overestimation is probably due
to the lower density of measurements for higher forces—when impact forces surpassed 500 N.

With a bound on the underestimation, the 3D CFM can be used to determine a safe
speed for a collaborative application. Adding 10% to all predicted forces—a conservative
choice—and knowing d, h, and allowed impact forces, one can rearrange Eq. 1.2 to obtain the
maximum safe EE velocity.

3.2 3D Collision-Force-Map for KUKA LBR iiwa 7R800

Similarly to the UR robot, restricted to a plane, we measured impact forces on the grid of
positions and at 5 different speeds (Section 2.2, Fig. 1.4 (Right), Tab. 1.1 for details). We
collected measurements with two different safety settings (30 and 10 Nm of max. external
torque at any joint).

30 Nm external torque setting Every measurement, same location and speed, was re-
peated 3 times, with maximum SD of 3.09 N. The mean of these SDs across all locations/speeds
was 0.58 N. The dataset is composed of 369 measurements (see Tab. 1.1). The model, 3D
CFM, for this robot and settings is given by the equation:

ln(F ) = 7.0641 + 4.2943 · v − 4.5286 · d+

+0.9917 · d2 − 0.5795 · d · h− 6.0074 · h2 + (1.4)

+3.9366 · d2 · v − 7.2169 · d · v2 + 7.0446 · d · h2

The results for one speed (0.30 m/s) are shown in Fig. 1.6, center, with the green line—with
fixed height (0.14 m, top) or distance (0.71 m, bottom).

The accuracy of the model is quantified in Tab. 1.2. The maximal underestimation error
is 9.30 % (22.32 N) with a mean underestimation of 2.63 % (7.61 N) over the testing set and
2.58 % (7.37 N) over the whole 3D CFM dataset. The overestimation is comparable to the
underestimation, with a mean value of 3.12 % (8.07 N) over the testing set and 3.08 % (7.93
N) over the whole 3D CFM dataset, and with the maximal error of 9.40 % (16.54 N). Both
under- and overestimation are worse than in the case of the UR robot.
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Figure 1.6: Impact force model comparison of 3D CFM (ours) – green, 2D CFM [76] – blue,
and the value for Power and Force Limiting mode from ISO/TS 15066 – red. EE velocity =
0.30 m/s. Two approaches are presented depending on the fixed variable: (Top) Constant
height of end effector in the workspace (0.14 m), (Bottom) Constant distance from base (0.70
m for UR10, 0.71 m for KUKA iiwa). Originally published in [108].

10 Nm external torque setting Due to the high repeatability of the measurements in
the 30 Nm setting, deviations under the precision of the measurement device, only one mea-
surement per position and speed was taken. The resulting dataset contains 124 measurements
(see Table 1.1). The resulting model, 3D CFM, for KUKA iiwa with 10 Nm is:

ln(F ) = 6.6936 + 4.9297 · v − 4.4782 · d+

+1.2926 · d2 − 0.3758 · d · h− 5.5669 · h2 + (1.5)

+3.2609 · d2 · v − 7.2332 · d · v2 + 6.4016 · d · h2.

The results for one speed (0.30 m/s) are shown in Fig. 1.6, right, with the green line—with
fixed height (0.14 m, top) or distance (0.71 m, bottom). Compared to the 30 Nm setting,
the forces are on average approximately 5% lower. The accuracy of the model is quantified in
Tab. 1.2. The maximal underestimation is lower than with the previous safety settings with
5.76 % (19.36 N) and an average of 1.96 % (5.18 N) over the testing set and 1.94 % (5.26 N)
over the whole 3D CFM dataset. The overestimation is even lower than with the UR robot
with a peak value of 5.02 % (14.71 N) and 1.63 % (4.16 N) on average over the testing set
and 1.59 % (4.11 N) over the whole 3D CFM dataset.

3.3 3D Collision-Force Map vs. 2D CFM vs. PFL (ISO/TS 15066)

First, we want to compare our results with the 2D Collision-Force-Map (2D CFM) [76]. We
used the least-squares method to train the 2D CFM model (Eq. 1.1) on our data, using the
0.20, 0.30, and 0.40 m/s EE velocities. A comparison for one velocity (0.30 m/s) and one
height (0.14 m) is visualized in the top panels of Fig. 1.6. As the 2D CFM model does take

28



dataset
max UE
[% / N]

mean UE
[% / N]

max OE
[% / N]

mean OE
[% / N]

UR10e
Ts 6.51 / 14.60 2.23 / 6.33 7.56 / 11.22 1.76 / 5.17
All 6.51 / 14.60 2.27 / 6.42 9.13 / 13.21 2.78 / 7.98

KUKA iiwa 30 Nm
Ts 12.01 / 28.83 3.94 / 10.91 7.32 / 27.67 2.73 / 7.19
All 12.01 / 28.83 3.75 / 10.37 7.89 / 22.14 2.84 / 7.46

KUKA iiwa 10 Nm
Ts 8.70 / 29.23 3.04 / 7.59 5.24 / 21.76 2.18 / 5.82
All 8.70 / 29.23 3.00 / 7.53 5.24 / 21.76 2.12 / 5.43

Table 1.3: Accuracy of 2D CFM models. Gray values indicate worse performance than for
our 3D CFM model (Tab. 1.2). Originally published in [108].

h into account and as we have shown the forces to importantly depend on this parameter,
a single 2D CFM model will fail to deliver predictions on the whole workspace. To allow
for a more fair comparison, we have trained it separately for every height—blue lines in the
bottom panels of Fig. 1.6. As can be seen in Tab. 1.3, the 2D CFM overestimation errors are
comparable to our 3D CFM model errors (higher for UR and lower for KUKA iiwa 30 Nm
dataset). On the other hand, the 2D CFM models underestimate significantly more than our
3D CFM model.

Power and Force Limiting according to ISO/TS 15066 does not take d or h into account
and considers velocity only (see Section 1.1). Eq. 2 can be rearranged and F obtained. With
the corresponding robot masses and v = 0.3, this gives rise to the red lines in Fig. 1.6. Clearly,
such an approximation is insufficient. Moreover, next to overestimation, it leads also to gross
underestimation of the impact forces and hence violates the safety of the human (by the very
standards of ISO/TS 15066).

3.4 Nature of dynamic impact

Peak force estimation is only one component required to assess safety of a HRC application.
Collision force evolution after “Phase I” (Section 1.1 and Fig. 3 in Section 2.1) is also impor-
tant. Fig. 1.7 shows this for a selection of our experiments. For the UR10e robot, only Phase
I is present. That is, although the scenario has a “clamping nature”, the UR10e controller
makes the EE actively bounce back and thus makes the actual contact of a transient kind.
On the other hand, the KUKA iiwa robot shows a prolonged damped harmonic movement
upon impact.

ISO/TS 15066 prescribes maximum force thresholds for the first 0.5 s of impact (transient
contact) and half this threshold afterward (quasi-static contact)—as shown in Fig. 1.7 with
red dotted lines. Thus, based on our empirical findings, one could apply the higher force
thresholds for the UR10e (e.g., 280 N) and only half that threshold for the KUKA iiwa (140
N), which would dramatically alter the safe speeds in the application.

4 Discussion and conclusion

Using two collaborative robots, UR10e and KUKA iiwa 7R800, we performed 934 measure-
ments of forces exerted on the impact of the robot end-effector with an impact measuring
device, with different robot velocities and at different locations in the robot workspace. The
collision direction was always down, perpendicular to the table surface. We established a clear
relationship between the distance from the robot base and the impact forces (in line with [76])
and, newly, also the height in the workspace—both variables being inversely proportional to
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Figure 1.7: Force evolution after impact. UR10e (at d = 0.89 m, h = 0.14 m) – solid lines.
KUKA iiwa (at d = 0.86 m, h = 0.14 m, 30 Nm ext. torque limit) – dashed lines. Phase I /
Phase impact phase boundary (cf. Fig. 3) – cyan dotted line. Permissible force per ISO/TS
15066 – red dotted line. Originally published in [108].

the impact forces. We developed a data-driven model—3D Collision-Force-Map—that es-
timates the forces as a function of distance, height, and velocity, including their mutual
relationships. This model is more accurate than 2D CFM [76] and PFL according to ISO/TS
15066 that does not take position in the workspace into account. Furthermore, we show that
it can be trained from a limited amount of data: we sampled only 9 positions in the workspace
and 3 velocities to train the model.

Thus, our main contribution is a tool that allows for rapid prototyping of a collaborative
robot workspace. For quasi-static impacts on the back of the hand, a force limit of 140 N is
prescribed by ISO/TS 15066, which would based on the formula from ISO/TS 15066 limit the
allowed EE speed in the whole workspace to 0.13 and 0.16 m/s for the UR10e and KUKA iiwa,
respectively. Our measurements reveal that if the task is performed, for example, 0.8 m away
and 0.4 m above the robot base, speeds of 0.16 m/s (UR10e) and 0.20 m/s (KUKA iiwa)
stay within the prescribed force limit. Furthermore, we observe that despite the clamping
nature of our scenario, the UR10e robot generates only transient contact. With the 280
N limit, 0.36 m/s will still be safe with the UR10e—an almost threefold increase. The PFL
formulas from ISO/TS 15066 are insufficient—leading both to significant underestimation and
overestimation at different locations in the robot workspace, and thus to unnecessarily long
cycle times or even dangerous applications. The impact measuring device was firmly attached
to the table. The possibility that a human operator would be moving against the robot prior
to collision was thus not considered. However, we focused on quasi-static contacts where the
limits are stricter. The most dangerous part of the incident is in the clamping nature.

Interestingly, the trend of the relationship between distance from / height above the robot
base and the forces exerted on collision is largely consistent across two different collaborative
robots and also in line with our simple 3 DoF model. However, whether the effective mass
entirely determines the trends in empirically measured forces remains an open question. In
addition, the impacts are not uncontrolled. The collision is detected by the robot internal
controllers, generating a response, which is likely quick enough to shape the force evolution
even during the first phase of the impact. Extending the effective mass models is thus impeded
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by the fact that accurate inertial parameters of the manipulators are not known and the
controllers are proprietary. In our case, different safety settings (external torque) resulted in
different impact forces. Thus, empirical assessment of impact forces in the robot workspace
seems indispensable at the moment.

It should be noted that our results are not expected to generalize to other robots or even
different collision sites, directions, or kinematic configurations on the same manipulators. We
concentrated on downward movement of the robot to the table, which is typical of many
applications, and quasi-static contact, which represents the worst-case scenario. Impacts
were made with the last robot joint, not the flange, for practical reasons. We propose an
empirical method that can be deployed by robot integrators on a specific application site to
quickly determine the optimal speed and position in the workspace where a task can be safely
performed with maximum efficiency. The contact type and location on the robot and position
in the workspace should all be set according to the application. In summary, for effective
design of a collaborative application, empirical measurements are indispensable.
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Chapter 2

Effect of Active and Passive Soft Skins

This chapter is based on the publication:

Svarny, P., Rozlivek, J., Rustler, L., Sramek, M., Deli, Ö., Zillich, M. and Hoff-
mann, M.: Effect of Active and Passive Protective Soft Skins on Collision Forces
in Human–Robot Collaboration. In: Robotics and Computer-Integrated Manufac-
turing, 78. 2022.

The goal of this paper was to investigate the contribution of soft, protection-intended skin
components on the overall safety of a collaborative robot system through a comprehensive
study on multiple robots and with different settings. We provide a unique dataset and make it
publicly available. At the same time, we propose an extension of the ISO/TS 15066 equations
and demonstrate better predictions of collision forces when protective covers are used.

Contributions

The contributions presented in this chapter are:

• We perform in total 2250 collision measurements on two collaborative robots and on one
traditional industrial robot, studying impact force, contact duration, clamping force, and
impulse. The dataset, which can be used to develop alternative models of human-robot
collisions, is publicly available1.
• We isolate the effects of the passive padding and the active contribution of the sensor

to the robot reaction.
• We systematically study the effects of additional parameters: safety stop settings, robot

collision reaction, impact direction, and end effector velocity. We present insights into
the interplay of these parameters and emphasize that empirical in situ measurements
are indispensable.
• We relate the empirical measurements in different settings to the simplified prescriptions

by ISO/TS 15066 and presented an extension that takes the stiffness of the protective
skin and its compressible thickness into account, leading to more accurate predictions
of impact forces.
• We isolate the potential of individual settings to boost productivity of a collaborative

application.

The chapter is composed of three sections: Materials and methods (Sec. 1), Results
(Sec. 2), and Discussion and conclusion (Sec. 3).

1See at https://osf.io/gwdbm.
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1 Materials and methods

In the following sections, we introduce the necessary concepts for this chapter: the safety stop
categories, the characteristics of collisions, the measuring device, the setup used to simulate
transient contact, the specifics of our collision evaluation approach, the AIRSKIN safety cover,
and the experimental setup itself.

1.1 Robots

We used two collaborative and one classical industrial robot for the experiments and controlled
them through their standard interfaces. Each robot also has specific safety settings (see below
and in Tables 2.1 and 2.2). The robots themselves were discussed in more detail at the
beginning of this chapter.

(a) UR10e with AIRSKIN
(transient contact).

(b) KUKA iiwa with AIRSKIN module pad
(quasi-static contact).

(c) KUKA Cybertech with AIRSKIN module pad
(quasi-static contact).

Figure 2.1: Experiment setup — robots and the impact measuring device in both impact
scenarios. Originally published in [59].

1.2 Safety stops categories

The term “Stop Category” refers to the classification of how robot motion is stopped in a
safe way based on the standard IEC 60204-1 [115] and ISO 13850 [9]. There are four different
types (stop category descriptions taken from [116]):

Stop Category 0. Robot motion is stopped by immediate removal of power to the robot.
It is an uncontrolled stop, where the robot can deviate from the programmed path as
each joint brakes as fast as possible. This protective stop is used if a safety-related limit
is exceeded or in case of a fault in the safety-related parts of the control system.
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Stop Category 1. Robot motion is stopped with power available to the robot to achieve
the stop. Power is removed as soon as the robot stands still.

Stop Category 1 (path maintaining). Same stop category as the Stop Category 1, but
the robot controller has to maintain the pre-planned task path during the controlled
stop.

Stop Category 2. A controlled stop with power left available to the robot. The safety-
related control system monitors that the robot stays at the stop position.

However, as illustrated in Tab. 2.1, the actual stop types of the individual robots do not
exactly match those prescribed by the standard and only some of them can be triggered
externally like from the protective skin. For the UR10e, Stop 0 can only be triggered through
Limit violation and Fault detection and was thus not used in our experiments The Cybertech
industrial robot had only Stop 1 op and Stop 2 available. In what follows, we refer to the
Emergency stop for UR10e, Stop 0 for KUKA iiwa and Stop 1 op for the Cybertech as the
strictest stopping behaviors.

Stop
Category

UR10e
KUKA

iiwa
KUKA

Cybertech

Stop 0
Limit

violation Stop 0 Stop 0
Fault

detection
Stop 1 —– Stop 1 Stop 1

Stop 1 (path
maintaining)

Emergency
stop (E-stop)

Stop 1 op Stop 1 op

Stop 2
Safeguard

stop (S-stop)
—– Stop 2

Table 2.1: Stop categories comparison between robots. Gray values indicate stops categories
which can be triggered externally (i.e., AIRSKIN can trigger it). Originally published in [59].

Robot Safety Values

UR10e
Preset Pre-2 Pre-4
Skin E-Stop S-Stop

KUKA
iiwa

External
torque

Stop 0 Stop 1 Stop 1 op

Skin Stop 0 Stop 1 Stop 1 op
KUKA

Cybertech
Skin Stop 1 op Stop 2

Table 2.2: Safety settings overview. The possible values for triggered stops and trigger origins
or robot specific safety settings. Each robot can then have a combination of its presented
settings (e.g., KUKA iiwa can have skin trigger a Stop 0 and the external torque measurement
trigger a Stop 1). Originally published in [59].

1.3 Collisions, their modeling, and ISO/TS 15066

Vicentini [3] distinguishes three possible impact scenarios (see Introduction Sec. 2.4), based
on our empirical study, we present three slightly different scenarios in Fig. 2.2. While Type
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Figure 2.2: Collision phases and measurement times. We present three types of collisions,
unconstrained dynamic impact (Type 1) and constrained dynamic impacts with clamping
(Type 3), and oscillation (Type 2). The time instants on the x-axis have the following meaning:
t1, t2, t3 mark the point of peak impact force while T1, T2 mark the respective dynamic
collision durations. The areas J1, J2, J3 denote the respective impulses for each type of
collision. Originally published in [59].

1 represents an unconstrained dynamic impact and Type 3 matches the constrained dynamic
impact with clamping, Type 2 marks a different case than was presented in the literature
where oscillation occurs in Phase II. From an overall perspective, the trend of the oscillation
could equate it with one of the two constrained scenarios. Nonetheless, the amplitude can
make the oscillation unacceptable from the perspective of the safe force limits.

The ISO/TS 15066 presents only two scenarios, a transient contact, i.e., a dynamic impact
that is unconstrained or it is constrained without clamping, and quasi-static contact, i.e.,
dynamic impact with clamping.

An integral part of determining the safety of the interaction is finding the appropriate safe
velocities and impact forces. This is covered by the equation A.6 from ISO/TS 15066 relating
velocity and impact force for transient contact:

v ≤ Fmax√
k

√
m−1R +m−1H =

Fmax√
k · µ

, (2.1)

where mR is the effective robot mass, mH is the human body part mass, µ = (m−1R +
m−1H )−1 is the reduced mass of the two-body system, k is the spring constant for the human
body part, and Fmax is the maximum impact force permitted for the given body region—
280 N (first 0.5 s of the impact) or 140 N (after 0.5 s of the impact) for the back of the
non-dominant hand. The mass of the robot mR is given by the used robot, while mH is given
by the scenario. For transient contact, mH is 5.3 kg—the mass of the measuring device.

As we investigate constrained dynamic impacts, we can approximate m−1H ≈ 0 as in [55].
This approximation allows us also to simplify the situation by investigating the relative ve-
locity as the robot velocity with the human hand being still:

v ≤ Fmax√
k ·mR

. (2.2)

36



The ISO/TS 15066 allows considering the “effective robot mass” statically as M/2 +mL,
a function of the total mass of the moving parts of the robot M , and the effective payload mL.
In the case of the collaborative robots used in this work, the moving masses M of the UR10e
and KUKA iiwa, are approximately 30 kg and 20 kg, respectively. These values, together with
other variables set based on ISO/TS 15066(mL = 0 kg, and k = 75000 N/m; see Eq. 2.2)
result in a permissible velocity up to 0.26 m/s for the UR10e and 0.32 m/s for KUKA iiwa if
the force limit for the first 0.5 s after the collision (280 N) is considered. For the period after
the first 0.5 s (clamping scenario), the stricter limit of 140 N applies, resulting in prescribing
a maximum velocity of 0.13 m/s (UR10e) / 0.16 m/s (KUKA iiwa). We also use the effective
mass from Khatib [63] to model the impact forces, see Introduction Sec. 2.4 for details.

1.4 Modeling collisions with soft protective cover

Eq. 2.1 is derived from the assumption that the entire kinetic energy of the robot is transferred
into spring energy of the respective human body region in a fully inelastic contact (see Eq. A.2
from ISO/TS 15066):

E =
µ · v2

2
=

F 2

2 · k
(2.3)

This is, however, not the case here, where the (passive or active) soft protective cover also
stores spring energy. This spring energy is given by the spring constant (stiffness) of the soft
protective material and the amount it can compress before being completely flattened out.

E =
µ · v2

2
=

F 2

2 · k
+
d2s · ks

2
, (2.4)

where ds is the compressible thickness of the soft protective material, and ks its spring con-
stant. This increases the permissible speed:

v ≤

√
F 2
max

k · µ
+
d2s · ks
µ

(2.5)

The stiffness of a pad can vary over its surface, e.g., an AIRSKIN module pad is harder
right over the electronics housing (see also Fig. 2.15). Let us approximate the stiffness at this
location with a spring constant of ks = 3000 N/m and a compressible thickness of dS = 16 mm.
This represents the maximum compressible thickness for the AIRSKIN modules, which we
are using for simplicity instead of the actual compression at the location.

For the collaborative robots equipped with AIRSKIN (see Sec. 1.7 for details) and using
Eq. 2.5, this gives the following permissible velocities for quasi-static contact. During the first
0.5 s after impact (280 N force limit), the permissible velocity for the UR10e goes up from
0.26 m/s to 0.35 m/s ; for KUKA iiwa, from 0.32 to 0.43 m/s. For the period after the first
0.5 s (clamping scenario, 140 N limit), the maximum permissible velocity goes up from 0.13
to 0.26 and from 0.16 to 0.32 m/s for the UR10e and KUKA iiwa, respectively—thanks to
the energy absorption by the soft protective material.

Eq. 2.5 can be rearranged to express force as follows:

F =

√(
v2 − d2s · ks

µ

)
· (k · µ) (2.6)

For small velocities, it may be that v2 < (d2s · ks)/µ. In these cases, no prediction is avail-
able (Fig. 2.7 and 2.10). Here, actual rather than maximum skin compression should be
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considered—this is not used in this chapter. If the stiffness and compression of the protec-
tive skin is not considered, the term (d2s · ks)/µ is 0 and the equation is equivalent to the
corresponding ISO/TS 15066 formulas (Sec. 1.3).

This gives four variants of Eq. 2.6 which we will use later (Fig. 2.7 and 2.10): (i) ISO/TS
15066 and quasi-static contact, (ii) ISO/TS 15066 and transient contact, (iii) modified ISO/TS
15066 and quasi-static contact, and (iv) modified ISO/TS 15066 and transient contact. For
quasi-static contact (i) and (iii), the simplification m−1H = 0 cited above is used. For (i) and
(ii), the skin stiffness is not modeled; hence (d2s · ks)/µ = 0.

1.5 Transient contact simulation apparatus

We designed and assembled a custom mechanism to simulate transient contact with a frame
made of aluminum profiles. The structure can be divided into two parts: a moving mass with
the measuring device (see Fig. 2.3a), and a static base with ball bearing drawer slides (whole
construction in Fig. 2.3b).

To secure similar conditions between individual transient experiments, we assessed the
key characteristics of the apparatus. We decided to experimentally determine the smallest
applied force (Ff ) enough to move the moving mass horizontally and keep it the same for all
experiments. Moreover, since this force affects the measured force by the measuring device, we
wanted to minimize it as much as possible. Then we can assume the measured force represents
a friction force and we can compute the relevant friction coefficient. For the sake of simplicity,
we assume that the ball bearing drawer slides cause static friction instead of the more precise
rolling resistance. The coefficient of static friction µ can be computed as Ff = µ0 ·FN , where
Ff is the static friction force, and FN is the normal force. The moving mass weight (together
with the measuring device) was 5.3 kg. Thus the normal force between the moving mass and
the static base is approximately FN = 52 N, the measured friction force is Ff = 3.2 N, and
the coefficient of static friction is µ0 = 0.062.

(a) Moving mass (b) Whole construction

Figure 2.3: Transient contact simulation construction. Originally published in [59].

1.6 Collision evaluation

To analyze the skin effect on the safety of the interaction, several physical quantities were
investigated. Naturally, the effect on impact forces should be examined because, as mentioned
before, PFL regime deals with collisions by prescribing the maximum exerted forces. Forces
were compared in both phases—peak impact force in Phase I (initial dynamic impact) and
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clamping force in Phase II. The skin effect on initial impact duration should also be examined,
because we assume the cover prolongs the collision time. This would be the same principle
as with airbags which distribute the collision impulse into a longer period of time and thus
diminish the maximum force applied on the colliding human body part (head in the case of
airbags) [117, Ch. 6.15].

Based on these two physical quantities, the impulse can be calculated as the integral of
the measured impact force. For us, the impulse from collision start to peak impact force is
practical for further use. Based on the impulse-momentum theorem (the change in momentum
equals the impulse applied to it), the impulse J (in N · s) can also be computed as:

J =

∫ tp

0
F dt = ∆p = mr∆v = mrv0, (2.7)

where tp is the time of peak impact force, F is measured impact force, ∆p is the change
in momentum, mr is the robot mass, ∆v is difference between the initial velocity v0 before
collision and the velocity at time tp which, we assume, is equal to zero. The impulses, peak
impact forces, and relevant peak impact times of various force profiles are also shown in
Fig. 2.2. As can be seen, the relation can be used to compute the expected robot mass mr:

mr =
J

v0
, (2.8)

where J is the computed impulse from collision start to peak impact force and v0 is the initial
velocity before collision.

For evaluation of the collision, we tracked also the reaction times, which is possible only
with the UR controller. We measured the time between the onset of the collision, i.e., the
measuring device starts recording as the force exceeds its 20 N threshold, and the UR controller
issuing a stop status. The KUKA iiwa suspends logging when a safety response is triggered.

1.7 AIRSKIN safety cover and collision sensor

All of the robots are equipped with AIRSKIN, a soft pressure-sensitive collision sensor that
covers the robot. AIRSKIN is made of individual pads, where each pad consists of an airtight
hull covering a soft support structure and pressure sensors placed inside the hull [118]. Defor-
mation of the pad as a result of contact leads to an increase in internal pressure. An increase
beyond a configurable threshold (100 Pa) issues a stop signal from the sensor. Gradual pres-
sure changes due to atmospheric changes or temperature changes of the pad are filtered out.
Furthermore, each pad is slightly pressurized to 600 Pa over atmospheric pressure. Damage
of the hull leads to a drop of the internal pressure, which causes the pad to go into an error
state, also issuing a stop signal from the sensor.

All the electronics (2 ARM-based microcontrollers, 2 sets of internal and external MEMS
pressure sensors, piezo-electric pump, and valve) are contained on the PCB mounted in each
pad. All pads are connected in series, acting as opening switches for 2 safety channels, that
are connected to the safety inputs of the robot controller.

These pads can either be in the form of custom shaped pads for the given robot (in our
case for the UR10e robot, UR-skin in what follows; see Fig. 2.4a) or in the form of rectangular
pads, AIRSKIN Module Pads (Pad in what follows; see Fig. 2.4b) used on both KUKA robots
in this chapter. The UR-skin is an earlier model from 2017, while the AIRSKIN module pad
is from 2019.

The recommendation from the manufacturer is to use AIRSKIN with Stop Categories 1
and 2 and not with Stop Category 0. Frequent stoppage in Stop Category 0 could damage
the robot.
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We wanted to verify the properties of the sensors to know if their results are comparable.
We designed a measuring device that pushed the pads at various locations to study the pads’
stiffness. The pushed locations were identified by a matrix — see Fig. 2.4. Due to the selected
impact locations (point B2 on our matrix on both), the effect of the geometry should be low
as both of the impact surfaces are flat. However, we have to take into account the surrounding
area of the collision point also as the collision will happen with a flat area (the impact surface
of CBSF-75-Basic) and not a single point. In addition, a large difference in the stiffness of
the material could influence the measured impact force.

We used the measuring device also to determine the threshold force that activates the
AIRSKIN pads. For this, the measuring device was connected with the AIRSKIN pad safety
output. The device then slowly increased the exerted force upon the pad until it was stopped
by the pad. The results of these measurements are presented in Sec. 2.4.

(a) UR-skin (b) Pad

Figure 2.4: AIRSKIN pads with measurement grid. Originally published in [59].

1.8 Experiment setup and data collection

The experiments covered quasi-static and transient contacts. Each experiment consisted of
a series of impacts at similar locations in the workspace of the given robot and at different
velocities and different impact directions — along world frame axes.

As the robot world-frames are different, we use a right-handed coordinate frame of ref-
erence at the robot base with the y-axis along the short side of the table, the x-axis along
the longer side of the table, and z-axis perpendicular to this plane — see Fig. 2.5. In this
coordinate frame, our impact directions are downward ([0, 0,−1]), along the x-axis ([1, 0, 0]),
and along the y-axis ([0, 1, 0]).

We defined 5 impact places—where place refers to a location in the workspace, impact
direction, and contact type—for each robot: 3 places for quasi-static contacts (downward,
along x-axis, along y-axis) and 2 places for transient contacts (along x-axis, along y-axis).
Their world coordinates can be found in Tab. 2.4. The locations of every place for a given
direction are similar for both types of contacts, making a comparison possible.
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Robot &
setup

Contact
type

Skin
type

Skin
settings

Safety
settings

Velocities
[m/s]

Sam-
ples

UR10e

quasi-
static

UR-
skin

S-stop

Pre-4
0.2, 0.25, 0.3
0.35, 0.4, 0.45

0.5
252

E-stop
Passive

- No skin

quasi-
static

UR-
skin

S-stop
Pre-2

0.2, 0.25, 0.3
0.35, 0.4

135Passive
- No skin

transient
UR-
skin

S-stop
Pre-4

0.2, 0.25, 0.3
0.35, 0.4, 0.45
0.5, 0.6, 0.7

162Passive
- No skin

KUKA
iiwa

quasi-
static

Pad

Stop 0

Stop 0
0.2, 0.25, 0.3
0.35, 0.4, 0.45

0.5
315

Stop 1
Stop 1 op
Passive

- No skin

quasi-
static

Pad

Stop 0

Stop 1
0.2, 0.25, 0.3
0.35, 0.4, 0.45

0.5
268

Stop 1
Stop 1 op
Passive

- No skin

quasi-
static

Pad

Stop 0

Stop
1 op

0.2, 0.25, 0.3
0.35, 0.4, 0.45

0.5
293

Stop 1
Stop 1 op
Passive

- No

quasi-
static

Pad
Stop 0

Off
0.2, 0.25, 0.3
0.35, 0.4, 0.45

0.5
173Stop 1

Stop 1 op

transient
Pad

Stop 0
Stop 0

0.2, 0.25, 0.3
0.35, 0.4, 0.45
0.5, 0.6, 0.7

162Passive
- No skin

UR10e
Pads

compa-
rison

quasi-
static

UR-
skin

S-stop

Pre-4 0.2, 0.3, 0.4 135
Passive

Pad
S-stop
Passive

- No skin

transient

UR-
skin

S-stop

Pre-4 0.2, 0.4, 0.6 90
Passive

Pad
S-stop
Passive

- No skin

KUKA
Cybertech

quasi-
static

Pad
Stop 1 op

—–
0.2, 0.25, 0.3

0.35, 0.4
20

Stop 2

transient
Pad Stop 1 op

—–
0.2, 0.3, 0.4,

0.5, 0.6
20

- No skin

Table 2.3: Datasets overview. For details see Sec. 1.2, 1.7, and 1.8. Originally published
in [59].

We distinguish three principal cases of experiments:

1. no skin – no protective cover attached to the collision site
2. passive skin – protective cover attached to collision site, pressurized but without any

collision detection and reaction (on the part of the skin cover)
3. active skin – protective cover at collision site with collision detection and connection

to robot controller

The last case can be further divided based on the different safety settings for the skin (e.g.,
Emergency stop and Safeguard stop for UR10e robot). Data were separated into individual
datasets. Their overview can be found in Tab. 2.3 and they are publicly available2. Every
measurement on the UR10e and KUKA iiwa robots was repeated 3 times. On the KUKA
Cybertech, in order to limit mechanical stress to the heavy robot, single measurements were
taken.

2The data location is https://osf.io/gwdbm.
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(a) Impact direction downward ([0, 0,−1]), quasi-
static case

(b) Impact direction along the y-axis ([0, 1, 0]),
transient case

(c) Impact direction along the x-axis ([1, 0, 0]),
transient case

Figure 2.5: Impact directions and represented cases. The origin of the world reference frame
is always at the base frame of the robot. The coordinates in the image are moved from the
base frame for visibility. Originally published in [59].

UR10e For the UR10e robot, we divided the collected data into three different datasets.
The first dataset contains transient contact impacts for active (Safeguard stop), passive, and
no skin at 9 different velocities (0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.6, and 0.7 m/s) with the
least restrictive safety preset (‘Pre-4’). Quasi-static contact impacts were collected for active
(Safeguard stop), active (Emergency stop), passive, and no skin at 7 different velocities (from
0.2 to 0.5 m/s with 0.05 m/s increment) with the least restrictive safety preset (‘Pre-4’). And
the third dataset consists of quasi-static contact impacts for active (Safeguard stop), passive,
and no skin in 5 different velocities (from 0.2 to 0.4 m/s with increment 0.05 m/s) with the
second most restrictive safety preset (‘Pre-2’).

KUKA iiwa Five datasets were collected with the KUKA iiwa robot. The first dataset
contains transient contact impacts for active (‘Stop 0’), passive, and no skin in 9 different
velocities (0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.6, and 0.7 m/s), with Stop 0 for external torque
limit 10 N.

The remaining datasets consist of quasi-static contact impacts. Three of them contain
impacts with all five skin settings combinations — active skin (‘Stop 0’, ‘Stop 1’, ‘Stop 1
op’), passive skin and no skin — at 7 different velocities (from 0.2 to 0.5 m/s with 0.05 m/s
increment). Each of these datasets also has a different safety stop (‘Stop 0’, ‘Stop 1’, ‘Stop 1
op’) setting for external torque limit 10 N. The last dataset, with no safety stop for external
torque in 7 different velocities (from 0.2 to 0.5 m/s with increment 0.05 m/s), has only active
skin safety settings combinations (‘Stop 0’, ‘Stop 1’, ‘Stop 1 op’). Impacts for the combination
with no safety stop for neither external torque, nor skin exceeded 500 N even for low velocities.
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Place Coordinates [m]

Type #
direction

vector
UR10e

KUKA
iiwa

KUKA
Cybertech

quasi-
static

0

 0
0
−1

 0.85
0.27
0.14

0.66
0.00
0.14

–

1

 0
1
0

 0.79
0.14
0.16

0.35
0.14
0.16

0.00
0.90
0.18

2

 1
0
0

 0.80
−0.22

0.16

0.37
−0.31

0.16

0.25
0.75
0.18

transient
3

 0
1
0

 0.79
0.18
0.16

0.35
0.10
0.16

0.00
0.90
0.18

4

 1
0
0

 0.82
−0.22

0.16

0.33
−0.31

0.16

0.25
0.75
0.18

Table 2.4: World frame coordinates for the impact locations. The number ‘#’ identifies the
place, the direction vector is given in the world frame and the coordinates are given in the
world frame. The origin of the world frame is located at the base frame of the robot. Originally
published in [59].

UR10e pads comparison Since a different AIRSKIN pad for each robot was used, we
decided to set up another experiment with the UR10e robot having the impact point covered
either by the Pad or UR-skin (experiment “UR10e pads comparison” in Tab. 2.3). In this
case, the data are divided into two datasets. The first dataset contains transient contact
impacts for active Pad or UR-skin (Safeguard stop), passive Pad or UR-skin, and no skin at
3 different velocities (0.2, 0.4, and 0.6 m/s) with the least restrictive safety preset (‘Pre-4’).
The second one consists of quasi-static contact impacts for active Pad or UR-skin (Safeguard
stop), passive Pad or UR-skin, and no skin in 3 different velocities (0.2, 0.3, and 0.4 m/s)
with the least restrictive safety preset (‘Pre-4’).

KUKA KR Cybertech Since KUKA Cybertech is a non-collaborative robot with a mass
of around 250 kg, quasi-static collisions without skin or with passive skin would be dangerous
(for the robot, AIRSKIN, and the measuring device). For that reason, we collected a quasi-
static dataset only for the active skin in both externally triggered stop categories (‘Stop 1 op’,
‘Stop 2’) at 5 different velocities (0.2, 0.25, 0.3, 0.35, 0.4 m/s) in directions along x-axis and
y-axis (data along z-axis were not collected). The transient contact impacts were collected
for active skin (‘Stop 1 op’) and no skin at 5 different velocities (0.2, 0.3, 0.4, 0.5, 0.6 m/s),
because there was no difference in resulting forces between stop categories and active/passive
skin for the transient experiments.

2 Results

The presented results consist of four separate parts. First, we present the post-collision
behaviors. This is followed by the impact force measurements of the studied robots (UR10e,
KUKA iiwa, and Cybertech) in various combinations of AIRSKIN and robot stop settings (see
Tab. 2.3). Then, the effects of the stopping behavior on the impact force are presented. Last,
we present the measurements of the AIRSKIN’s properties, stiffness and activation threshold
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force, to demonstrate the possible effect of the skin’s properties.3

2.1 Post-collision behavior
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KUKA iiwa - Stop 1 op

Max permissible force

UR10e - No

UR10e - Pas

UR10e - S-stop

UR10e - E-stop

Phase border

Figure 2.6: Force evolution after impact for the velocity 0.3 m/s at Place 2. UR10e – solid
lines. KUKA iiwa – dashed lines. The AIRSKIN module is either absent (‘No’), active (‘Stop
0’, ‘Stop 1’, ‘Stop 1 op’, ‘S-stop’, ‘E-stop’) or merely pressurized but not active (‘Pas’) (see
Tab. 2.1). An example of an actual phase I / impact phase boundary (cf. Tab. 2.2), namely
for KUKA - skin No — cyan dotted vertical line. Permissible force per ISO/TS 15066— red
dotted horizontal line. Originally published in [59].

The robots, due to their proprietary controllers, present different reaction behavior (see
also [108]). Upon quasi-static impact, the UR10e generally bounced back, while the KUKA
robots stayed at the impact position. This means the impact duration needs to be interpreted
differently between the robots and even between collisions. A Safeguard stop based UR10e
impact is clearly delimited in the measurements as the robot stops exerting force upon the
measuring device. The KUKA iiwa, however, shows a prolonged damped harmonic movement
upon impact. See Fig. 2.6 for comparison between the collaborative robots. In addition,
we observed that the Emergency stop of the UR10e also leads to this damped harmonic
movement. The probable cause of this movement is the oscillation of the robot and its joint
motors after the abrupt stoppage. In these cases, we delimited the impact duration by the
measurement onset and the first minimum after the impact peak. The Cybertech collision
force profile did not allow the distinction of this first minimum, as the robot continued to

3A video illustrating a selection of the experiments is available at our Youtube channel: https://youtu.
be/yqEjnK9_hCg.
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push against the measuring device (see Fig. 2.11). Therefore some measurements (e.g., phase
I collision duration) cannot be presented. However, let us add that the use of AIRSKIN
changes the magnitude of the forces and not the shape of the force profile. The force profile
depends on the robot and its respective stopping behaviors (see the differences in Fig. 2.6).

2.2 Impact force measurements

We present the collected impact force measurements hereafter. The three robots employed
differ in their mechanical properties (mass, degrees of freedom etc.), controllers, and safety
settings. Hence, the results across the robots should not be directly compared. Therefore we
focused on the comparison between different settings for a given robot (active vs. passive vs.
no skin, safety settings, robot presets). This allowed us to look at common trends between
the robots.

UR10e

We present the results in Fig. 2.7. The figure can be investigated row by row as each row is
a different perspective on the collision. A distinction is visible between the behavior of the
first three columns representing quasi-static collisions and the last two columns, the transient
cases.

The impact forces grow with the velocity in a similar manner independent of the applied
protective measures. However, it is visible that the use of the strict Emergency stop with
Pre-4 (‘skin E-stop’), leads to lower impact forces than any other method. It also resulted
in impact forces in general below the allowed force threshold. Other settings are not so
clearly delimited. For example, the active use of the skin (markers filled only on the left side)
generally yielded lower impact forces than passive skin (markers filled only on the right).
However, this is not true for Place 2 and Pre-4, where the active skin (‘S-stop’) has higher
impact force values than passive skin (‘Pas’). Nevertheless, the first row shows that active
skin leads consistently to lower impact forces than when there was no skin (‘No Pre-2’ and
‘No Pre-4’). In transient collisions, passive skin leads to the same impact force as active skin;
see the matching semicircles in the figure.

The dashed lines illustrate force predictions with Eq. 2.6 using the standard version from
ISO/TS 15066 (Sec. 1.3) (blue) where no compliant cover is considered and using the modifica-
tion taking the stiffness and compressible thickness of the cover into account when AIRSKIN is
used (green). The modified model prediction (available only for bigger velocities; see Sec. 1.4
for details) indeed better estimates the impact forces when protective skin is employed.

Contact duration in the quasi-static cases shows predominantly three trends. First, for
the no skin or E-stop case, the duration is independent of the velocity and almost constant.
Second, for S-stop, the contact duration gets shorter with higher velocity (see S-stop). The
last trend is transient contacts. These show a very short contact duration for all the settings
with a slightly longer duration when AIRSKIN was used. This is probably due to its softness
and deformation upon collision. Especially in the case of the passive skin, the absorption of
the collision by the skin delays the collision detection by the robot by delaying the moment
when the critical threshold is exceeded.

The clamping force played a significant role only when E-stop was used. Thus while this
strict stopping behavior diminished the impact force, it also lead to clamping because the robot
joints were stopped by a path maintaining Stop 1 and could not bounce of. Nevertheless, the
clamping forces were safely lower than the maximum permissible clamping force (140 N).

The impulse was overall higher or comparable between the use of the skin and no skin.
Lowest impulses were measured again with the use of the E-stop. Depending on the place,
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Figure 2.7: UR10e summary of measurements. The AIRSKIN module is either absent (‘No’),
active (S-stop/E-stop) or merely pressurized but not active (‘Pas’). The robot is either in the
least restrictive preset (‘Pre-4’) or in the second most restrictive preset (‘Pre-2’). In addition,
active skin could trigger either the Safeguard stop (S-stop) or the Emergency stop (E-stop).
The duration is the time between the impact detection and the first local minimum of the
force measurement, i.e., the end of Phase I. The maximum permissible force is derived from
ISO/TS 15066. Dashed lines are force predictions from Eq. 2.6 – see Sec. 1.4. The effective
mass is calculated from the UR10e model. Originally published in [59].
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the impulse could be increasing with velocity or constant, for places 1, 3, 4, and places 0,
2, respectively. Combined with the previously seen contact duration, we can conclude that
the skin extends the contact duration and distributes the impact energy in time. However,
the constant impulses in Place 0 and 1 show that the skin presence also increased the overall
transmitted energy.

The estimation of the robot mass significantly exceeded the computed effective mass. This
can be even five times for UR10e, the estimation for Place 0 and 2 for low velocities is 60 kg
instead of the measured 12.5 kg. This can lead to a hypothesis that the effective mass itself is
not enough to determine the collision force characteristics and that the robot dynamics and
controller behavior should also be considered.

These findings are also numerically summarized in Tab. 2.5. Therefrom we can make
additional observations. For quasi-static contact and the same safety preset, the difference
between the passive and active use of the skin with the UR10e can be as small as only 4 %
(compare the mean for ‘Pas Pre-4’ of -6 % with ‘S-stop Pre-4’ of -10 %). The use of Pre-2
leads to lower impact forces in general.

UR10e Impact force change to skin No Pre-4 (%)

Setup
Quasi-static Transient

P0 P1 P2 Mean P3 P4 Mean
Pas Pre-4 1 -8 -11 -6 -41 -39 -40
No Pre-2 -4 -10 -8 -7 – – –

S-stop Pre-4 -7 -16 -7 -10 -41 -38 -39
Pas Pre-2 -12 -29 -23 -21 – – –

S-stop Pre-2 -26 -39 -30 -32 – – –
E-stop Pre-4 -48 -59 -62 -56 – – –

Table 2.5: Mean difference of peak impact forces for UR10e compared to skin ‘No Pre-4’.
‘Pre-2’ stands for the second most restrictive and ‘Pre-4’ stands for the least restrictive safety
preset. The AIRSKIN can either be absent (‘No’), merely pressurized but not active (‘Pas’)
or active (E-stop/S-stop). ‘E-stop’ stands for the scenarios where AIRSKIN activated the
Emergency stop while ‘S-stop’ means that the Safeguard stop was activated.

The reaction times studied on the UR10e are presented in Fig. 2.8 and 2.9. If AIRSKIN
is allowed to trigger any kind of stop behaviors, then these are initiated at the contact with
the skin and before a contact with the robot itself. However, if we rely only on the robot’s
sensors (i.e., AIRSKIN is passive or not installed), the stopping behavior is initialized only
after these sensors detect the collision. This means that if AIRSKIN is installed but passive,
it already exerts pressure.

The comparison between Fig. 2.8 and 2.9 also shows that the passive properties of the pad
affect differently the reaction times based on the impact place. The active pad and UR-skin
lead to the same reaction times in all the places except for Place 2.

KUKA iiwa

Similarly to the UR robot, Fig. 2.10 summarizes the measurements with respect to five per-
spectives. The use of the Pad (passive or active) leads to lower impact forces compared to
the impacts without the Pad (skin No). These effects are visible in both types of collisions,
the quasi-static and transient, and in general lead to lower impact forces than the permissible
force. Similarly to the UR10e, the transient collisions result in the same impact forces for both
the active and passive Pad shown by the overlap of the semicircles, suggesting that only the
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passive properties affect the impact force. However, unlike the UR10e, quasi-static collisions
lead to clamping forces (see third row in Fig. 2.10) exceeding the maximum permissible force
of 140 N even with the use of the Pad. The dashed lines—force predictions using Eq. 2.6—are
consistent in the sense that the modified model (green lines) predicts lower collision forces for
the elastic cover.

The collision durations are independent of the velocity and are constant. In addition,
collision durations for skin No and other cases are small. As the duration stayed constant
but the impact forces increased with the velocity, the impulse is also increasing. Interestingly,
while impact forces for skin No were higher than for the other cases, the impulse is the same
or lower.

The KUKA iiwa’s mass measurements show the significance of the impact location very
clearly. While Place 0 matches the robot’s predicted effective mass, in the other two places
the resulting effective mass exceeds significantly the predicted value. This is visible especially
in the case of skin No.

The KUKA iiwa data present two different observations for quasi-static and transient
cases in Tab. 2.6, top row. Both cases show the great influence of the passive properties of
the Pad (a decrease of impact force of 32 % or even 46 %). While in the transient collisions
the activation of the skin did not show any effect, it can decrease the mean impact force
by another 6 % in the quasi-static case. There is no significant difference between the two
variants of Stop 1.

The effect of AIRSKIN is more prevalent if the external torques activate only Stop 1 – see
Tab. 2.6 bottom row. We see a lower effect of merely passive skin (average 26 % as opposed
to 32 % with ext. torque on Stop 0) but a much larger improvement if the Pad activates a
Stop 0 (average 67 % as opposed to 40 % with ext. torque on Stop 0).
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Figure 2.10: KUKA iiwa summary of measurements. The AIRSKIN module is either absent
(‘No’), merely pressurized but not active (‘Pas’) or active with various stopping behaviors
(‘Stop 0’, ‘Stop 1’, ‘Stop 1 op’). The maximum permissible force is derived from ISO/TS
15066. Dashed lines are force predictions from Eq. 2.6 – see Sec. 1.4. The duration is the
time between the impact detection and the first local minimum of the force measurement, i.e.,
the end of Phase I. The effective mass is calculated from the KUKA iiwa model. Originally
published in [59].
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KUKA iiwa - Impact force change to skin No (%)

External torque limit on Stop 0

Setup
Quasi-static Transient

P0 P1 P2 Mean P3 P4 Mean
Pas -37 -28 -32 -32 -45 -46 -46

Stop 1 -36 -29 -38 -35 – – –
Stop 1 op -38 -31 -38 -36 – – –

Stop 0 -41 -37 -43 -40 -45 -45 -45

External torque limit on Stop 1
Pas -41 -14 -23 -26 – – –

Stop 1 -48 -20 -33 -34 – – –
Stop 1 op -47 -22 -35 -35 – – –

Stop 0 -66 -68 -67 -67 – – –

Table 2.6: Mean difference of peak impact forces for KUKA iiwa. The baseline impact force is
the robot without any AIRSKIN modules. This value is compared with measurements where
the skin is merely pressurized but not active (‘Pas’) or active with various stopping behaviors
(‘Stop 0’, ‘Stop 1’, ‘Stop 1 op’). Originally published in [59].

KUKA Cybertech

Cybertech is an industrial robot with a significantly higher weight than collaborative robots
and therefore results in different force profiles as shown in Fig. 2.11. The results present
two diametrically different outcomes for quasi-static and transient collisions. Quasi-static
collisions, the top row of Fig. 2.11, lead to clamping behavior without significant oscillation
(denoted Type 3 in Sec. 1.3). Measurements could not be performed at Place 0 as the
mounting of the pads on this robot did not permit to hit the measuring device with the
downward movement. Velocities above 0.30 m/s lead to impact forces above 500 N at Place
1 too. Therefore we could not collect data to study trends as with the previous robots and
focus only on the force profiles. Additionally, a special case is the collision at 0.40 m/s for
Stop 2 where the impact moved the supporting table. The collected data show an interesting
trend at Place 2. While at low velocities Stop 1 leads to lower forces, for velocities higher than
0.30 m/s , the pattern is switched, and Stop 2 leads to lower impact and clamping forces.

Transient collisions, the bottom row of Fig. 2.11, lead to very short contacts where even
the robot without protective skin (‘No’) did not exceed the prescribed limit of 280 N. The use
of the skin, nevertheless, significantly lowers the resulting impact force. A similar decrease as
with the active skin can be achieved if Place 4 is used instead of Place 3. Also visible from
the data is the prolonging effect of the soft protective cover when a collision with active skin
can lead to a measurable force during a period almost twice as long as a collision without the
skin (see Place 4).

Therefore, based on the transient collision data, Cybertech could be used in collaborative
scenarios even without an active safety skin if it would be certain that only transient collisions
without any clamping occur. However, any risk of quasi-static collisions, even for the low
velocities, requires the usage of a device like AIRSKIN.
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Figure 2.11: Time courses of measured force for KUKA Cybertech quasi-static (top) and
transient (bottom) experiments for the [0, 1, 0] and [1, 0, 0] direction. No skin (‘No’) or with the
active Pad initializing a specific stop category (‘Stop 1 op’ or ‘Stop 2’). Originally published
in [59].

Measured forces summary

Based on the results from particular robots presented above, we can summarize that the
application of the skin leads to lower impact forces and the use of stricter stop categories
leads to lower peak impact forces. In addition, we can observe an agreement across robots
that in the transient collisions there is no difference in peak impact forces between active and
passive skins (see Tab. 2.5, Tab. 2.6, Fig. 2.11). However, there are also differences between
the robots as prominently visible on the different force profiles already presented in Fig. 2.2.

2.3 Stopping behavior effect on the impact forces

The effects of the stopping behavior settings for the collaborative robots are summarized in
Fig. 2.12. The results are separated based on the robot-specific safety setting (‘Pre-2’ or
‘Pre-4’ for UR10e and using the external torque limit for the KUKA iiwa). The horizontal
axis then captures the various stops triggered by AIRSKIN if it is present or the skin can be
passive (‘Pas’) or absent (‘No’). The measured peak impact forces are then represented with
separate circles for each velocity increment (from 0.2 to 0.5 m/s with increment 0.05 m/s).
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The vertical axis shows the various impact locations (Place 0–4).
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Figure 2.12: Peak impact forces comparison for the various UR10e and KUKA iiwa with
various external torque settings. The circles represent the measured 7 velocities (from 0.2 to
0.5 m/s with increment 0.05 m/s), where applicable. The initiated stop behavior is either a
‘Stop 0’, ‘Stop 1’, or ‘Stop 1’ op on KUKA iiwa. For UR10e, these stops were Safeguard stop
(‘S-stop’) and Emergency stop (‘E-stop’) and also the safety preset was considered (‘Pre-2’
or ‘Pre-4’). The ‘Pas’ in the case of the AIRSKIN means the pads are pressurized but they
do not initiate a stop, while ‘No’ means the AIRSKIN pad was removed from the robot. The
three locations Place 0, 1, 2 are quasi-static collisions in the three directions downward, along
y-axis, along x-axis respectively. The transient collisions along y-axis and along x-axis are
Place 3 and 4 respectively. Originally published in [59].

The UR10e measurements in Fig. 2.12 and Tab. 2.5 also showed a significant effect of
the specific stopping behavior of the robot. The skin improved the safety of the operation
most when it was combined with the strictest stopping action or safety preset (‘Pre-2’ in our
case). This effect was smaller with the KUKA iiwa (Tab. 2.6) if the external torque limit was
active. However, without the external torque limit, the stopping behavior triggered by the
skin became necessary to stop the robot.

Since we did not have the possibility to control all the stop categories for the UR10e, we
investigated the effects of the various stopping behaviors only with the KUKA iiwa robot. All
the KUKA iiwa quasi-static impact measurements are presented in Fig. 2.13 to demonstrate
the effect of the various stopping behaviors on the final impact force in addition to Fig. 2.12.
They are organized by the velocities into up to seven dots. In some cases, the exerted forces
were higher than the measuring limit of our device (500 N) and thus we did not continue
measuring for higher velocities or less safe setups (e.g., the ‘No’ skin setting columns). The
KUKA iiwa robot allowed us to compare its external-torque-based stopping behavior with
the AIRSKIN pad-based reaction between all three stop categories. The results support the
earlier observation that AIRSKIN combined with a restrictive stop provides the best benefits.

Notice the first column where AIRSKIN triggers a Stop 0. It shows that the impact force
stays low for all the measured velocities and even if the external torque trigger is not used.
This finding was consistent across all the locations, see also Fig. 2.12. According to our data,
AIRSKIN can serve as a replacement of external torque sensing. This is also the case for the
Cybertech robot, see Fig. 2.11, where the more restrictive Stop 1 leads to lower impact forces.
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Next to events generated by the active AIRSKIN, there may be safety events triggered
by the collaborative robot itself. On the UR10e robot, collisions detected by the robot are
handled internally by the robot controller. However, on the KUKA iiwa, the user can define
how external torque limit violations are processed. Namely, one can choose whether this
is connected to Stop 0, Stop 1, or Stop 1 op. This is visible in Fig. 2.13, where the peak
impact forces for the three quasi-static impact places are presented with a combination of
stopping behaviors. The settings of the skin are separate (horizontal axis). The skin would
either be active and trigger the various stops, or be merely pressurized but passive (‘Pas’),
or it would not be present at all (‘No’). The vertical axis captures the stops triggered by the
KUKA external torque sensing capability or whether it was turned off (‘Off’). The measured
7 velocities (from 0.2 to 0.5 m/s with increment 0.05 m/s) are shown as circles. Therefore, for
example, the figure shows that if the skin triggers a Stop 0, the external torques have little
effect on the impact forces (see the first column). However, this is not true for the inverse
(see bottom row), as an external torque triggered Stop 0 can still lead to impact forces close
to 400 N if the robot is not equipped with the Pad. However, if the Pad is used then the
activity of the skin has little effect on the resulting forces.

The upper right corners in Fig. 2.13 do not contain measurements as with the given
settings, the impact forces exceeded the 500 N limit of the measuring device. It is also visible
that the impact places influence the resulting forces as at Place 1, the limit of 500 N was
exceeded also with other stop combinations (see second column for Stop 1).

However, we can also notice the importance of the collision location from Fig. 2.13, namely
the collisions at Place 1 (along the y-axis). While the general observations made so far still
hold, we can notice that the exerted forces are larger with AIRSKIN. Similarly the impact
places show an effect in Fig. 2.12 where Place 2, in general, registers higher peak impact
forces.
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Figure 2.13: KUKA iiwa various stop combinations for quasi-static impacts. The initiated
stop behavior is either a category 0 stop (‘Stop 0’), a category 1 stop (‘Stop 1’), a category
1 stop on path (‘Stop 1 op’). The ‘Pas’ in the case of the AIRSKIN means the pads are
pressurized but they do not initiate a stop, while ‘No’ means the AIRSKIN pad was removed
from the robot. The ‘Off’ setting for the torques means that they were turned off. The
circles represent the measured 7 velocities (from 0.2 to 0.5 m/s with increment 0.05 m/s),
where applicable. The three locations Place 0, 1, 2 are downward, along y-axis, along x-axis
respectively. Originally published in [59].
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Figure 2.14: UR-skin threshold force (left)
and stiffness (right). The measured values are
color-coded. The impact point, B2, is also
marked. Originally published in [59].

Figure 2.15: The Pad threshold force (left)
and stiffness (right). The measured values are
color-coded. The impact point, B2, is also
marked. Originally published in [59].

2.4 AIRSKIN module properties

In this chapter, two types of AIRSKIN modules were employed: UR-skin (used on the
UR10e robot, Fig. 2.4a) and Pad — AIRSKIN module pads employed on the KUKA robots
(Fig. 2.4b). To assess to what extent these two versions affect the results, we studied two
key properties: activation force threshold and mechanical stiffness. The point B2 marks the
center of the impact (see Fig. 2.14 and Fig. 2.15).

The threshold force, i.e., the force at which AIRSKIN detects a collision, was 2 N for the
UR-skin at point B2 and up to 8 N in the surrounding area (Fig. 2.14, left). The threshold
force for the Pad was less than 2 N at point B2 and less than 4 N in the surrounding area
(Fig. 2.15, left). Thus, in terms of threshold force, the two locations are comparable. In terms
of stiffness, again, the measured values at location B2 are comparable (Fig. 2.14 and Fig. 2.15
right). Overall, UR-skin features much bigger differences in both properties across its surface,
while the Pad is more uniform, with the exception of the central area that is stiffer (as there
are electronics underneath). Impact force measurements with both types of AIRSKIN on
UR10e (Tab. 2.7) show clearly lower average peak impact forces for the Pad compared to
UR-skin, although the reaction times are longer (Fig. 2.9).

While the active use of both the skin and the pad outperform their passive use in the
majority of quasi-static situations, this is not true for Place 2 where the opposite holds. The
fast reaction time of the active AIRSKIN modules plays an important role in the overall
performance as the UR10e starts to brake as soon a contact occurs with the skin (Fig. 2.8).
This reaction time explains also the lack of difference between the transient impact forces for
the passive and active variants. However, note that even a passive Pad performs better than
the active UR-skin. Therefore the material used for the Pad plays a crucial role.

UR10e impact force change to skin No (%)

Setup
Quasi-static Transient

P0 P1 P2 Mean P3 P4 Mean
UR-
skin

Pas 4 -6 -10 -4 -41 -38 -39
S-stop -4 -16 -6 -9 -40 -38 -39

Pad
Pas -5 -18 -26 -16 -45 -53 -49

S-stop -13 -27 -21 -20 -46 -54 -50

Table 2.7: Mean difference of peak impact forces for UR10e with the Pad and the UR-skin. The
baseline impact force is the robot without any AIRSKIN pads. The values are then compared
to either merely pressurized but not active (‘Pas’) or active skin triggering Safeguard stop
(S-stop) modules. The robot always used the Pre-4 preset. Originally published in [59].
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AIRSKIN pad type effect on the impact force

The measurements also support the importance of the skin’s passive properties, as visible in
the comparison between the skin No and skin Pas columns in Fig. 2.12. The passive skin
by itself can significantly lower the impact force, by up to 21 % (if paired with appropriate
stopping behavior; see Tab. 2.5). This also supports the importance of the skin’s material
properties of the used module. As visible in Tab. 2.7 and also Fig. 2.12, the Pad shows a
significant improvement (even as large as the difference between having no AIRSKIN and
using the URskin) in performance which can be traced back to its properties.

3 Discussion and conclusion

We performed a total of 2250 measurements of impact forces in five scenarios and various
velocities using two collaborative robots, UR10e and KUKA iiwa 7 R800, and the industrial
robot KUKA Cybertech KR 20 R1810-2, all equipped with AIRSKIN safety covers. The
dataset—involving collisions with active and passive protective skin as well as without it—is
publicly available4. The main findings were the following.

First, we discuss transient collisions. Here, all the robots investigated showed similar
behaviors. For the velocities used, even the non-collaborative KUKA Cybertech did not
exceed impact collision force limits. We found significant effects of the passive properties
of the protective covers—pressurized air in this case—on the transient collision. This was
practically the only effect of the skin, as the active skin resulted in almost identical collision
evolution and impact forces. Concretely, for transient contacts, passive safety covers resulted
in 40 % lower peak impact force for the UR10e, 45 % lower for KUKA iiwa, and 46 % lower
for KUKA Cybertech. However, with passive skin, the robot continues along its planned
trajectory and clamping may eventually occur. With active skin, the robot will stop after
contact is detected.

Second, we discuss quasi-static collisions. As expected, the peak impact forces are overall
much higher. Unlike for transient collisions, the rest of the results has to be discussed taking
the robot individual safety settings into account. In these cases, the effect of safety covers—
active or passive—cannot be isolated from the collision detection and reaction by the robot
itself. With passive safety covers, the contact duration is prolonged (200 % compared to no
skin for UR10e; 25–50 % for the KUKA iiwa). On the UR10e, the effect on peak collision
forces is moderate (decrease of 7 % for Pre-4 and 15 % for Pre-2). Still, the passive skin
cover would allow to move from the more restrictive preset (‘Pre-2’) to a less restrictive (‘Pre-
4’), while keeping the collision forces the same. On the KUKA iiwa, the situation is more
complicated as we need to consider the connection of the external torque safety setting (see
Tab. 2.6 and Fig. 2.13 and compare the columns ‘Pas’ and ‘No’). The biggest effects of passive
skin padding are visible when the external torques are connected to Stop 0. In this case, the
impact forces are lower by 32 % on average. For Stop 1, the effect is smaller (26 %). On the
KUKA Cybertech, measurements with only passive skin were not possible.

With quasi-static collisions and active skin protection, the safety settings of the robot play
a major part. For the UR10e manipulator, we found dramatic effects of the safety settings,
namely to which safety stop category the skin was connected (Tab. 2.5). In the recommended
setting, S-stop, the decrease in peak impact forces was 10 % for Pre-4 and 26 % in ‘Pre-2’
compared to no skin, but only 4 % and 13 %, respectively, compared to passive skin. However,
the effect was much larger when connecting to the E-stop, namely 56 % compared to no skin
and 53 % compared to passive skin. Note that this cannot be explained by the reaction times

4See at https://osf.io/gwdbm.
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of the robot (Fig. 2.8), as these are similar for both stop types. It is the reaction of the
robot that is responsible for the measured differences (cf. also Tab. 2.1). For the KUKA iiwa,
one needs to consider the combination of safety settings: connections of ext. torque and the
active skin (Fig. 2.13). First, Stop 0 clearly leads to the lowest impact forces. Second, the
effects of external torque and skin safety settings are largely interchangeable. Moreover, they
may even interfere with each other (e.g., ‘Stop 1 ext. torque’ with ‘Stop 1 op skin’ leads to
higher impact forces than ‘Stop 1 ext. torque’ with ‘Pas skin’ or ‘ext. torque off’ and ‘Stop
1 op skin’). Third, there seems to be no measurable effect of the active skin compared to
passive skin. Thus, for the KUKA iiwa, ext. torque safety settings seem to suffice to warrant
safety. However, there may be applications where external torques occur naturally and hence
active skin may still be needed for safety. On the contrary, on the industrial robot KUKA
Cybertech, active skin is the only means to make the manipulator collaborative.

Next to empirical measurements, we also provided an extension of the simple collision
model of ISO/TS 15066 that allows to consider the stiffness and compressible thickness of the
protective cover (Sec. 1.4). Impact force predictions of this model are more in line with the
measured data (Fig. 2.7 and 2.10 — first row) and this extension may thus be considered in
future versions of collaborative robot standards for collisions with compliant surfaces.

Furthermore, we studied the force evolution after impact, schematically illustrated in
Fig. 2.2. The first type, unconstrained dynamic impact, was observed in the UR10e robot.
After collision is detected, the robot seems to actively retract, preventing clamping. The
KUKA Cybertech displayed a constrained dynamic impact with clamping. Finally, the KUKA
iiwa behaved similarly, but with an additional oscillation in the force profile. Importantly,
the presence of passive or active skin protection did not alter this type of behavior (Fig. 2.6).
The only case when the force evolution type changed on the same robot was on the UR10e
when the skin was connected to the E-stop.

Let us compare our empirical results with what the collaborative standard ISO/TS 15066 pre-
scribes (Sec. 1.3). For transient contacts, the maximum force limit is 280 N. In our exper-
iments, this limit was never exceeded for all the velocities (from 0.2 to 0.7 m/s), not even
for the non-collaborative KUKA Cybertech, where no collision was detected and no reaction
triggered. Regarding quasi-static contacts, this is constituted by the force evolution during
the first 0.5 s after impact—where the 280 N force limit applies—and the force evolution after
the first 0.5 s, for which half of the force threshold, i.e., 140 N, applies.

UR10e Pre-2 UR10e Pre-4
Place

T
[s]

TS
15066

mod. TS
15066 No Pas

S-
stop

No Pas
S-

stop
E-

stop
<0.5 0.26 0.35 0.3 0.35 0.4 0.3 0.3 0.3 0.45

0
>0.5 0.13 0.26 – – – – – – >0.5
<0.5 0.26 0.35 0.3 0.35 0.4 0.25 0.25 0.3 0.5

1
>0.5 0.13 0.26 – – – – – – >0.5
<0.5 0.26 0.35 0.3 0.3 0.3 <0.2 <0.2 0.2 0.45

2
>0.5 0.13 0.26 – – – – – – >0.5

Table 2.8: Maximum safe end effector velocities — UR10e [m/s]. Permissible velocities pro-
vided by ISO/TS 15066 and mod. ISO/TS 15066 taking skin compliance into account (see
Eq. 2.5), and safe velocities determined from empirical measurements that do not exceed the
collision force (280 N for T < 0.5 s, 140 N for T > 0.5 s) ‘No’ — no skin; ‘Pas’ — passive
skin; ‘S-stop’ / ‘E-stop’ — active skin and its connection to robot safety inputs. Values in
gray are minima of the corresponding rows for first and second phase after impact. Originally
published in [59].
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The corresponding maximum permissible velocities for the collaborative robots used here
are calculated in Section 1.3 and presented in the “ISO/TS 15066” column of Tab. 2.8 (UR10e)
and Tab. 2.9 (KUKA iiwa). The modified limits that take the stiffness and compressible
thickness of the protective cover into account are in the “mod. ISO/TS 15066” column.
Velocities that comply with the force limits computed from our empirical measurements are
presented in the subsequent columns of these tables for the different settings. The maximum
permissible velocity can be obtained as a minimum of the velocities for the first and second
phase after impact.

Also note that for the UR10e robot (Tab. 2.8), with the exception of AIRSKIN connected
to E-stop, no velocity limits result from the second phase (after 0.5 s). This is because despite
the clamping nature of the scenario, no actual clamping occurs as the controller allows the
robot to bounce back (see Fig. 2.6 and Fig. 2.2 — Type 1). Depending on the place in
the workspace and the robot preset, robot velocities of 0.2 to 0.3 m/s can be safely operated.
Addition of passive or active skin increases the safe velocity by approximately 0.05 to 0.1 m/s.
If AIRSKIN is connected to the E-stop, velocities of 0.45 m/s become possible — contrasting
with the ISO/TS 15066 prescription of 0.13 m/s (clamping scenario).

The situation is more complicated for the KUKA iiwa (Tab. 2.9) due to the optional
involvement of the external torque limits and, importantly, because the second phase after
the collision is present for this robot (see Fig. 2.6 and Fig. 2.2 — Type 2). When relying on
the active skin only (ext. torque off), speeds higher than the norm prescribes (0.16 m/s for
this robot and the clamping nature) can be safely operated. Namely, 0.2 to 0.25 m/s in the
case of ‘Stop 1’ / ‘Stop 1 op’. A more significant productivity boost, 0.4 m/s safe velocity,
constitutes a ‘Stop 0’ connection of the skin. Adding protective skin on top of ext. torque
protection (right side of Tab. 2.9), brings about an increase in safe velocity from approx.
0.2 m/s to 0.3 m/s (passive skin) or 0.35 m/s (active skin).

Importantly, for both robots, the “mod. ISO/TS 15066” predictions (Eq. 2.5) are overall
more accurate for the situations when protective skin is used than the original values from
ISO/TS 15066.

mod.
KUKA iiwa

external Torque
limit off

KUKA iiwa
external Torque limit

Stop 0
Place

T
[s]

TS
15066

TS
15066

Stop
0

Stop
1

Stop
1 op

No Pas
Stop

0
Stop

1
Stop
1 op

<0.5 0.32 0.43 0.5 0.35 0.4 0.35 0.5 0.5 0.5 0.5
0

>0.5 0.16 0.32 0.45 0.25 0.25 0.25 0.35 0.45 0.35 0.35
<0.5 0.32 0.43 0.5 0.25 0.3 0.35 0.45 0.45 0.4 0.45

1
>0.5 0.16 0.32 0.4 0.2 0.2 <0.2 0.3 0.35 0.35 0.35
<0.5 0.32 0.43 0.5 0.35 0.35 0.35 0.5 0.45 0.45 0.45

2
>0.5 0.16 0.32 0.45 0.25 0.25 <0.2 0.3 0.35 0.35 0.35

Table 2.9: Maximum safe end effector velocities — KUKA iiwa [m/s]. Permissible velocities
provided by ISO/TS 15066 and mod. ISO/TS 15066 taking skin compliance into account (see
Eq. 2.5), and safe velocities determined from empirical measurements that do not exceed the
collision force (280 N for T < 0.5 s, 140 N for T > 0.5 s) ‘No’ — no skin; ‘Pas’ — passive
skin; ‘Stop0’ / ‘Stop1’ / ‘Stop1 op’ — active skin and its connection to robot safety inputs.
Values in gray are minima of the corresponding rows for first and second phase after impact.
Originally published in [59].

In summary, our results demonstrate the following. For industrial robots (KUKA Cy-
bertech) the effect of active protective skin is rather predictable. It allows for such a robot to
detect collisions and respond, thus making human-robot collaboration possible. The passive

57



properties of the protective skin further decrease the impact forces. For collaborative robots,
which have their own means of collision detection and response, the situation is more compli-
cated and a number of other factors need to be considered. In this chapter, we studied the
effect of robot velocity, safety settings, and position and impact direction in the workspace.
While the effect of velocity is expected, the robot settings—where the skin and possibly other
safety sensors are connected—were found to have important and sometimes intriguing effects.
In addition, even the different AIRSKIN types, UR-skin vs. Pad, showed different effects on
the impact forces. Thus, we conclude that empirical in situ measurements are needed and in
particular, one should carefully consider the robot, its collision responses (force evolution),
and the safety stops available. To illustrate this potential on the example of the UR10e robot,
if collisions are the exception rather than the norm in an application and one connects the
active skin to the robot E-stop, an almost four times higher velocity (0.5 m/s) will be safe, in
contrast to 0.13 m/s that ISO/TS 15066 would prescribe.
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Part II: Efficient Safe
Collaboration

This part presents the research that combines two safety regimes, Power and Force Lim-
iting (PFL) and Speed and Separation Monitoring (SSM), in order to improve the overall
performance of the robot application. The first chapter presents the initial proof of concept
that was enhanced upon in the later two papers, herein chapters. The common preliminaries
are presented before the chapters themselves in the following section.

Performance research preliminaries

RGB-D cameras

Our implementation of the SSM regime relies on RGB-D cameras. The first chapter used an
RealSense SR300 camera. The camera for the other chapters was Intel RealSense D435. We
calibrate the robot and camera position through the ROS Hand-Eye calibration tool. The
camera resolution is 848x480, and we use the RealSense short range presets5.

Human pose and velocity estimation

The computer collects two streams from the RealSense cameras: a color image aligned to the
depth image (CAD) and a point cloud stream (PCS), also depth image aligned. The CAD
image processing is done with OpenCV3 [120] running on a PC with a dedicated GPU. We use
Intel RealSense SDK with PyRealSense to process these streams [119] to collect aligned color
and depth images. The CAD image is sent the OpenPose library Python API [26, 121, 122]
by PyOpenPose to estimate the human keypoints (see Fig. 3.2). Where either the COCO or
BODY 25 model to identify the human keypoints. The resulting keypoint locations were then
deprojected using the aligned depth image and thus we received the 3D coordinates of the
operator’s keypoints in the camera’s frame of reference.

When human velocity was estimated, then the 3D velocity vector of the human keypoints
was calculated from the 3D position change with simple differentiation and a moving average
filter over a short past horizon to avoid jumps.

5See the file ShortRangePreset.json in the wiki pages at [119].
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Chapter 3

Toward Unified PFL and SSM

This chapter is based on the publication:

Svarny, P.; Straka, Z.; Hoffmann, M.: Toward Safe Separation Distance Moni-
toring from RGB-D Sensors in Human-Robot Interaction In: Proceedings of the
International PhD Conference on Safe and Social Robots. Strasbourg: Commis-
sion of the European Communities, 2018. p. 11-14.

In this work, we present a framework that realizes separation monitoring between a robot
and a human operator in a detailed, yet versatile, transparent, and tunable fashion. The
separation distance is assessed pair-wise for all keypoints on the robot and the human body
and as such can be selectively modified to account for various interaction scenarios. The
operation of this framework is illustrated on a Nao humanoid robot interacting in real-time
with a human partner who is perceived by a RGB-D sensor.

Contributions

The contributions presented in this chapter are:

• We present a versatile and transparent separation monitoring approach.
• We demonstrate the tunability of this approach by experiments with human keypoint

differentiation and dangerous tool differentiation.

The chapter is organized into three sections: Materials and methods (Sec. 1), Results
(Sec. 2), and Discussion and conclusion (Sec. 3)

1 Materials and methods

Human keypoints are perceived in the environment while robot keypoints are extracted from
the model and current joint values. The relative distances are assessed and fed into the robot
controller to generate appropriate responses.

1.1 Human keypoint 3D estimation

The collected keypoints from the process described in Sec. 3 are transformed into the Nao’s
frame of reference by affine transforms. The rotation and translation for them are gained from
a pre-experiment calibration. We also used the model’s confidence value to drop detections
that were below 0.6 confidence as they were often false positives. This threshold was found
by letting OpenPose analyze a scene without the human.
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(a) (b)

Figure 3.1: Experimental setup – collaborative workspace. (a) External view. (b) Camera
view with human keypoint extraction. Originally published in [110].

Figure 3.2: Color image aligned with depth stream with the rendered human keypoints from
OpenPose. Originally published in [109].
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Figure 3.3: Separation distance calculation between robot and human keypoints. Originally
published in [109].

1.2 Nao robot keypoints

A Nao humanoid robot (V3+) with keypoints on the left end-effector, forearm, and elbow was
used to demonstrate the framework. We used forward kinematics with current joint encoder
values as input to get the 3D position of these keypoints.

1.3 Separation distance representation

The protective separation distance Sp [11] needs to be maintained between any human and
robot part such that the human will never collide with a moving machine. Its value will be
determined based on reaction times etc. as in ISO/TS 15066. We extend Sp as a baseline
with additional terms.

First, we want to account for “modulation” on the part of the human to grant larger
distance from specific body parts (e.g. head) and on the part of the robot when carrying a
sharp tool. Adding these distance offsets rs, hs gives rise to a guaranteed minimal separation
distance Sg.

Second, as only distances between keypoints will be evaluated, but separation distance
between any body parts needs to be maintained, we add compensation coefficients, hcompen

and rcompen (see Section 1.4 below). This is the keypoint separation distance Sd—the quantity
that will be monitored between any keypoint pairs.

Therefore Sd is in the form of a matrix of separation distances between two given keypoints
i, j (Si,j

d ) (see Section 2).

Sij
g = his + Sp + rjs
Sij
d = hicompen + Sij

g + rjcompen

1.4 Keypoint compensation coefficients

Using a discrete distribution of keypoints allows fast calculation, but does not take the full
volume of the bodies into account. The compensation coefficients rcompen and hcompen allow
us to guarantee Sg even with a discrete keypoint distribution.

These coefficients are calculated in two steps. First, every part of the body is assigned to
its nearest keypoint. Then the maximal distance over all of its assigned volume is selected as
the compensation coefficient for the keypoint (see Fig. 3.3)—thereby always guaranteeing Sg.
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1.5 Robot control

We used PyNaoqi to control the Nao. The Nao robot was moving his hands back and forth
periodically in front of his chest. The robot stopped when an Si,j

d threshold was violated.
The robot resumed operation upon “obstruction” removal. In addition, we defined a reduced
speed distance: when Si,j

d(reduced) was violated for any keypoint pair, the robot reduced its
speed to half.

1.6 HRI setup

The Nao robot was sitting in a fixed position with respect to the camera that captured the
robot’s workspace (see Fig. 3.2). Our setup is safe because of the Nao robot’s size and power.
In a industrial setting with a potentially dangerous machine, Sp would be determined from
ISO/TS 15066. In our case, the threshold was chosen arbitrarily.

End effector Wrist Elbow
0.06 m 0.05 m 0.06 m

Table 3.1: Keypoint distances for robot. Originally published in [109].

The compensation values accounting for keypoint density (Section 1.4) were determined
by measuring the distances between keypoints (Tab. 3.1 and 3.2). Only upper body keypoints
were taken into consideration for the human operator. We call the set of keypoints of the nose,
neck, eyes, and ears as the human head. In both, human and robot cases, the compensation
coefficients were symmetrical and thus we list keypoint pairs only once.

Nose Neck Eye Ear Shoulder
0.10 m 0.25 m 0.10 m 0.10 m 0.15 m

Elbow Wrist Hip Knee Ankle
0.15 m 0.15 m 0.00 m 0.00 m 0.00 m

Table 3.2: Human compensation values hcompen. Originally published in [109].

2 Results

We performed three scenarios: (A) basic separation matrix, (B) specific separation values for
the head of the human, (C) emulation of a sharp tool in the robot’s hand.1 Distances between
all human and robot keypoints were evaluated simultaneously online. However, for clarity,
we present only the interaction of the robot end-effector with two human keypoints (the right
wrist and the nose) in the plots below. The baseline protective separation distance was set to
Sp = 0.05 m and the reduced speed regime Sp(reduced) = 0.20 m.

2.1 Basic scenario

In the basic experiment, we monitored the distance between the human wrist and robot
end-effector – see Fig. 3.4. The relevant separation matrices are in the Tab. 3.3.

Crossing the threshold into the warning regime is detected by the robot around t = 7s
as shown by the orange shaded area. The robot enters reduced speed mode at this point.

1The video is available at https://youtu.be/3DZyuuQlqPo.
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Figure 3.4: Basic scenario: presented are Nao end-effector and human wrist keypoint distances
and thresholds (Sd and Sd(reduced)). Red area shows the stopping of the robot and orange shows
the robot slowing down. Originally published in [109].

Sd(reduced)
Robot \ Human Nose Wrist
End effector 0.36 m 0.41 m

Sd
Robot \ Human Nose Wrist
End effector 0.21 m 0.26 m

Table 3.3: Basic scenario: Separation matrix for keypoint pairs from Fig. 3.4. Originally
published in [109].

Similarly, the next crossing is marked by red shading and the robot stops. The removal of
the wrist from the safety zones resumes the robot’s operations.

2.2 Head and body discrimination

The hs for the head keypoints was enlarged by 0.15 m. This lead to the robot’s higher
sensitivity to situations when the human operator approached the robot with his head, as
shown in Fig. 3.5.

In the first half of the experiment, we see the reaction of the robot to the wrist keypoint
by slowing down. Later, we see that the robot reacts the same way to the nose keypoint, but
at a greater distance than to the wrist. Notice the different reactions of the robot (shown by
the different shading) for similar distances of the two keypoints. It merely slows down for the
wrist but stops for the head keypoints.
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Figure 3.5: Head and body discrimination: A higher separation threshold for the human head
region. Red area shows the stopping of the robot and orange shows the robot slowing down.
Originally published in [109].

Sd(reduced)
Robot \ Human Nose Wrist
End effector 0.51m 0.41 m

Sd
Robot \ Human Nose Wrist
End effector 0.36m 0.26 m

Table 3.4: Head and body discrimination: Separation matrix for keypoint pairs from Fig. 3.5.
Emphasis is on values altered w.r.t. to the first scenario. Originally published in [109].

2.3 Dangerous tool usage

The left arm end-effector rs was increased by 0.1 m to simulate a possibly dangerous tool (see
Fig. 3.6). The stopping and warning thresholds are now 0.1 m farther away from the robot
end-effector. This increase is added to the original functionality from the head and body
discrimination scenario, thus the robot reacts with greater sensitivity to the approach of the
operator’s nose keypoint as opposed to the proximity of the operator’s wrist keypoint.

3 Discussion and conclusion

We presented a framework that realizes separation monitoring between a robot and a human
operator. Distances are simply represented in Cartesian space in Euclidean norm and human
and robot keypoints are treated equally. The separation distance is assessed pair-wise for all
keypoints on the robot and human body and as such can be selectively modified. Velocity is
not part of our representation but velocities can be converted into distance increments relying
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Figure 3.6: Dangerous tool usage: Increased safety margin around robot end-effector. Red
area shows the stopping of the robot and orange shows the robot slowing down. Originally
published in [109].

Sd(reduced)
Robot \ Human Nose Wrist
End effector 0.61 m 0.51 m

Sd
Robot \ Human Nose Wrist
End effector 0.46 m 0.36 m

Table 3.5: Dangerous tool usage: Separation matrix for keypoint pairs from Fig. 3.6. All
values increaded with respect to the previous scenario. Originally published in [109].

on measured quantities or worst-case constants per ISO/TS 15066. Also, we took velocity
into account in our later research, see Chapter 5. The framework was illustrated on a Nao
humanoid robot interacting with an operator monitored by an RGB-D sensor.
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Chapter 4

Combining PFL and SSM

This chapter is based on the publication:

Svarny, P.; Tesar, M.; Behrens, J. K.; Hoffmann, M.: Safe Physical HRI: Toward
a Unified Treatment of Speed and Separation Monitoring together with Power and
Force Limiting In: IEEE/RSJ International Conference on Intelligent Robots and
Systems (IROS 2019). 2019.

In this chapter, we extended the scenario from Chapter 3 and applied it on a KUKA LBR
iiwa robot with the precise application of the ISO/TS 15066 safety regimes PFL and SSM in
one collaborative pick and place scenario.

Contributions

The contributions presented in this chapter are:

• We deploy both regimes in a single scenario which provides in our view the unique
contribution of this work at the time of publication.
• We use the vision pipeline capable of distinguishing different keypoints to adjust veloc-

ities based on the PFL regime prescribed thresholds for the given body parts.
• We present a cycle time-based performance study of various safety setups.

This chapter is composed of three sections: Materials and methods (Sec. 1), Results
(Sec. 2), and Discussion and conclusion (Sec. 3).

1 Materials and methods

1.1 Robot platform

A 7 DoF industrial manipulator KUKA LBR iiwa 7 R800 was used (see Robots in Chapter 5.4).
The robot operates either at full speed (up to 1 m/s for the end-effector) or reduced speed
(0.42 m/s). As an additional low-level safety layer, the KUKA Collision detection based on
external torque estimation was turned on.

1.2 HRI setup

Our setup is illustrated in Fig. 3.1. A mock collaborative task has been staged: the robot
performs a periodic operation. Operator periodically replaces one of the objects, entering the
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Figure 4.1: Software architecture schematics with the indication of ROS topics and transferred
data. Originally published in [110].

robot workspace, and is perceived by the camera. The robot responds appropriately (slow
down or stop). The robot was placed on a fixed table while the RGB-D sensor was on a
fixed position so that it can capture the whole robot workspace. The camera was fixed to a
construction that was separate from the robot’s platform to avoid tremors during the robot’s
movement. The setup was designed to minimize the chance of occlusions.1

1.3 Software framework and robot control

A schematics of the overall framework is shown in Fig. 4.1. OpenPose (see Sec. 1.4) finds
human keypoints in pictures captured by the camera as orchestrated by a ROS node. The
robot node consumes and produces information about the coordinate transformations. The
relative distances are assessed in the peripersonal space module (pps) and fed into the robot
controller to generate the appropriate response.

High-level control of the robot was done in the ROS node move robot. We used the MoveIt!
motion planning framework [123] to generate and execute the trajectories for our mock task.
Our scenario additionally required speed modulation (stop, slow down, speed up) on the run
which is not provided by Moveit! and we have implemented a custom solution for smoothly
modulating the trajectories in joint space, compliant with the corresponding limits of the
platform. In brief, we used cascaded robot control which masks system non-linearities and
lets us see the robot as a system of seven double-integrators, which we control similarly to
a saturation controller [124]. We distinguish stopping motion and deceleration to reduced
speed.

Stopping motion. The remaining trajectory of the robot is replaced by an alternative
trajectory with a maximal deceleration for the fastest joint and relatively scaled deceleration
for all other joints. The overall stopping time te is dependent on the velocity of the joints ẋj
and the acceleration limits aj,min ≤ ẍj ≤ aj,max, tstop,j denotes the minimal stopping time for
a joint j:

1The complete setup including all experimental scenarios is illustrated in the accompanying video at https:
//youtu.be/zP3c7Eq8yVk.
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Figure 4.2: Stopping motion using the trajectory controller. The stopping signal was received
at 0.4077 s. The deceleration starts 0.0086 s later. The robot stops from the a speed of 1.1 rad
/s in 0.3836 s (red area). The first red vertical line shows arrival of stop signal and the blue
vertical line (0.0085 s later) marks the end of computation of the new trajectory. Note, that
we consider the worst-case execution time in the selection of the reference state. Originally
published in [110].

te = max
j∈Joints

tstop,j (4.1)

tstop,j =

{
ẋj < 0

0−ẋj,ref

aj,max

ẋj ≥ 0
0−ẋj,ref

aj,min

(4.2)

The worst-case run-time of the stopping trajectory calculation tcalc ≤ 0.02 s was deter-
mined empirically. When the stop signal arrives, the earliest future state (with t ≥ tnow+tcalc)
along the current trajectory is selected and used as reference state xref for calculations.

ẋj(0) = bj,1 = ẋj,ref (4.3)

ẋj(te) = bj,1 + bj,2te = 0 −→ bj,2 =
ẋj,ref
2te

(4.4)

xj(t) = xj,ref︸︷︷︸
bj,0

+ ẋj,ref︸︷︷︸
bj,1

t+
ẋj,ref
2te︸ ︷︷ ︸
bj,2

t2 (4.5)

To facilitate the full breaking potential, we use polynomials (with parameters bj,0, bj,1 and
bj,2) of degree two to describe the joint positions. Hence, the velocities ẋj are linear with
the maximum deceleration for at least one joint. This breaking behavior yields the shortest
stopping time possible, but will for general trajectories slightly deviate from the original path.
For point-to-point movements in free space (as in our example), this stopping strategy will
remain on the planned path. Figure 4.2 shows the planned joint velocity and position, the
stopping plan, and the joint velocity of a simulated robot.

Deceleration to reduced speed. When the signal arrives to slow down, a stopping tra-
jectory is calculated as above. The original trajectory is scaled using the IterativeParabolic-
TimeParameterization (MoveIt!) to comply with the desired reduced speed. When the linear
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deceleration reaches the speed of the scaled trajectory, we search for the closest trajectory
point ahead of the scaled trajectory. The scaled trajectory is shifted in time to continue after
the deceleration and both trajectories are stitched at this point together. Acceleration back
to full speed is performed similarly. The target joint position commands were then passed to
the KUKA Sunrise cabinet via the FRI interface.

We took a conservative approach in the design of our controller as follows: when “pps
status” signaled a more restrictive regime, it was executed immediately; conversely, in the
other direction, a filter was applied to warrant that the operator has left the area. The
pipeline described above is not safety-rated and the high-level robot control is capable of
performing a Stop Category 2 only.

1.4 Used human keypoints

In addition to the mentioned setup in Sec. 3, the color images were sent to the OpenPose
library Python API [121] to estimate human keypoints. For OpenPose, we used the COCO
model and with the net resolution matching the input images. We also used the model’s
confidence value to drop detections that were below 0.6 confidence as they were often false
positives. This threshold was found by letting OpenPose analyze a scene without the human.
We did not render the image in the final application, only for debugging or demonstration
purposes.

These keypoints are represented as reference frames and added to the ROS transform
library (called tf ). The tf package stores the relationships between different coordinate frames
in a tree structure, allowing for calculation of the position of the human keypoints w.r.t. the
robot’s keypoints by using the relation between their frames.

Our experiment takes into account only upper body and hip keypoints detected by Open-
Pose’s posture model (see Fig. 4.3b), namely keypoints 0–7 and 14–17. These are the most
relevant keypoints to our application and assume standard behavior of the operator. What
we consider for our experiment as the human head are the keypoints of the nose (0), eyes (14,
15) and ears (16, 17).

1.5 Keypoint “bounding spheres”

Discrete keypoints allow a faster calculation of distances and unambiguous interpretability of
the system’s expected behavior. Nevertheless, they do not take into account the full occupancy
of the bodies, which could lead to the underestimation of the real separation distance. This
problem is especially relevant with sparsely placed keypoints.

We need to guarantee Sp, the protective separation distance [11]. For this purpose, we
introduce compensation coefficients for the robot rcompen and the human hcompen.

The calculation of the compensation coefficients with given keypoints is divided into two
steps. In the first step, every part of the body is assigned to its nearest keypoint. Then, for
every keypoint, the maximal distance over all its assigned part (from the first step) is selected
as the compensation coefficient (see Fig. 4.3d)—thereby guaranteeing the separation distance
Sp in all cases. With increasing density of the keypoints, the compensation coefficients get
smaller.

In our case, the robot compensation values were determined from the model of the robot.
For the human, the values were assigned empirically based on the distribution of OpenPose
keypoints (Tab. 4.1). The human operator was interacting with the robot only with his upper
body and the lower body was not taken into account. The resulting bounding spheres are in
Fig. 4.3 and the values are in Tab. 4.1.
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Figure 4.3: Keypoints and bounding spheres representation (aspect ratio kept). (a) Stop-
ping and stopping after reduced speed distances. (b) OpenPose keypoint distribution [26]
with bounding spheres on the keypoints of interest. (c) KUKA LBR iiwa keypoints (picture
source: KUKA LBR iiwa brochure) with compensation bounding spheres. (d) Schematic
2D separation distance calculation between robot and human keypoints. The compensation
coefficients are the distances between the keypoints and the farthest point of the body that
belongs to the body part near the keypoint. Originally published in [110].
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EE 7 6 5 4 3 2 1 Base
0.01 0.11 0.15 0.15 0.15 0.15 0.15 0.14 0.10

Nose Neck Eye Ear Arm Elbow Wrist
0.10 0.25 0.10 0.10 0.15 0.15 0.15

Table 4.1: Robot rcompen and human hcompen compensation values in meters. Originally
published in [110].

1.6 Protective separation distance

We determined the terms of the protective separation distance equation, given in Eq. 1, as
follows:

Sh (tr + ts) · vh, where vh is the default human walking speed (1.6 m/s) [11], tr is the time it
took the robot to react to a issued stop status (0.1 s), and ts the time it took the robot
to stop its movement: 0.43 s, thus 1.6 · (0.1 + 0.43) = 0.85 m;

Sr tr · vmax = 0.1 · 1 = 0.1 m;
Ss ts · vr = 0.43 · 0.5 = 0.22 m;
C the setup did not allow the operator to enter the workspace without being detected: 0 m;
Zd see the hcompen values from Subsection 1.5: 0 m;
Zr the KUKA iiwa’s repeatability value: 0.0001 m.

The time ts was determined based on measured calculation times (0.005 s) and the maximal
deceleration of the robot which was set to 1.5 rad/s2.

Using these values, we can calculate the Sp as in Eq. 4.6

Sp(t0) = 0.85 + 0.1 + 0.22 + 0.0001 = 1.17m (4.6)

1.7 Power and force limiting

The SSM regime prescribes that the robot stops before contact occurs. In our approach, we
also allow the robot to slow down so that it can operate in the PFL regime, see below. We
assume the end-effector exerts pressure on a surface area of at least 1 cm2.

We can calculate the maximal relative speed of the system for a transient contact given
the surface and the robot weight. For this, we use the formula A.6 from ISO/TS 15066. This
equation also asks for some preliminary calculations, like for example µ, the reduced mass for
the two body system of the robot and the human operator. We summarize the calculation
here. In order to ascertain absolute safety, we assume the worst case scenario, i. e., an impact
in the chest. The values for mh, pmax and k are taken from the appropriate tables in ISO/TS
15066.

mr =
M

2
+mL =

23.9

2
+ 0 (4.7)

µ =

(
1

mh
+

1

mr

)−1
=

(
1

40
+

2

23.9

)−1
(4.8)

vrel,max =
pmax ·A√
µ ·K

=
2.4× 106 · 1× 10−4√

µ · 2.5× 104
= 0.50 (4.9)

Thus we know that the speed of 0.42 m/s is a conservative speed in order to be in the
PFL regime. We determine the distance at which the robot needs to start slowing down to
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be PFL compliant in the same way as we did with SSM in Eq. 4.6. However, we take into
account only the difference between 1 m/s and 0.42 m/s. The resulting value for Sp is 0.73 m
(full to reduced speed). The stopping distance for 0.42 m/s according to the equation would
be 0.60 m (reduced to stop). According to ISO/TS 15066, non-zero energy contact with the
human head is not allowed. Thus our final setup forces the robot to stop on the proximity of
the human head (see Section 2.3).

1.8 Keypoint separation distance representation

The separation distance is represented in a matrix of minimal effective separation distances
for every pair of human-robot keypoints. This matrix allows the evaluation of the desired
protective separation distance for all of the pairs individually. This matrix can be set explicitly
or it can be a sum of different matrices as in our case.

The resulting separation distance is composed of several components—a baseline and any
terms relevant from the safety perspective. The baseline is determined by the experimenter
or calculated according to the methodology described together with Eq. 1 in Sec. 1.6. We
have to evaluate the maximum possible speed and the protective separation distance based
on the “worst cases over the entire course of the application”ISO/TS 15066. The resulting
keypoints Sij

p are added to compensation coefficients based on the bounding spheres hcompen

and rcompen described already in Sec.1.5. This addition leads to the keypoint separation
distances Si,j

kp between any two given keypoints i, j.

Sij
kp = hicompen+ Sij

p +rjcompen (4.10)

Thus we calculate the keypoint separation distances for each keypoint pair. We show two
calculations:

Pure SSM. According to SSM, the values necessary for a cat. 2 stop from full speed
based on the Eq. 4.6 with the addition of the compensation values from Tab. 4.1 according
to Eq. 4.10 are shown in Tab. 4.2 (left).

Combination of SSM and PFL regimes The robot first slows down and then stops only if
needed. We add the calculations from Section 1.6; the resulting values are in Tab. 4.2 (middle).
An example is provided in Eq. 4.11 with the nose-end-effector keypoint pair. Reduced speed
is triggered at the distance Si,j

reduced,kp that is composed of Sfulltoreduced per PFL (Section 1.7)
and Sreducedtostop,kp per SSM (Section 1.6, Tab. 4.2, last column).

Si,j
reduced,kp = Sfulltoreduced + Si,j

reducedtostop,kp

1.44 = 0.73 + 0.71
(4.11)

Because of the shape of the KUKA robot, the values result in similar effective Skp; ac-
cordingly we list three keypoints from the robot and omit duplicate keypoint-pair values.

2 Results

The robot performs a mock pick-and-place task; the operator periodically replaces one of the
objects, entering the robot workspace. The robot responds appropriately by slowing down
or stopping and resumes operation whenever possible. The scenarios contrast the standard
approach of a zone scanner or safety mat (Sc. 1, 2) with the pairwise distance evaluation
between operator and robot keypoints (Sc. 3-5). Some scenarios employ a safe reduced speed
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Stop from Reduce speed Stop from
full speed reduced speed

Nose Wrist Nose Wrist Nose Wrist

End-effector 1.28 1.33 1.44 1.49 0.71 0.76
3 1.33 1.38 1.49 1.54 0.76 0.81

Base 1.28 1.33 1.44 1.49 0.71 0.76

Table 4.2: Effective keypoint-pair protective separation distance in meters. Originally pub-
lished in [110].

per PFL (Sc. 2, 4, 5) and Sc. 5 issues a stop only on human head proximity. The description of
the scenarios in our implementation (Sec. 2.1 – 2.3) is followed by a performance comparison
on the mock task (Sec. 2.4). All upper body keypoints (see Fig. 4.3, right) were considered
at all times, but we show only the safety-inducing keypoints in the plots below for clarity.

2.1 Scenario 1 and 2: Robot base vs. human keypoints

In the first two scenarios, the distances between the robot base and the human keypoints
were considered. The baseline Sp of 1.17 m (Eq. 4.6) is extended by compensation coefficients
specific to the human keypoint bounding spheres (Sec. 1.5, Tab. 4.2). In addition, as only the
base of the manipulator is considered, the robot’s maximum reach of 0.8 m has to be added,
giving 1.17+0.8 m, plus keypoint compensations.

In a similar manner, the second scenario approximated the setting with distance-based
zones for reduced speed and stopping by using the values from Sec. 1.7. A reduced speed
zone started at 2.13 m (0.73+0.6+0.8) and stop at 1.40 m (0.6+0.8). The separation distance
for slowing down from the maximum velocity was a composition of the necessary distance for
slowing down, the necessary distance to stop from the reduced speed, and the robot’s reach,
see Fig. 4.3a.

2.2 Scenario 3 and 4: Robot vs. human keypoints

In Scenario 3, we measure keypoint-pair separation distance with respect to the robot’s moving
parts (namely any joint above joint 3) to stop at Sp = 1.17 m. The fourth scenario involved
a reduced speed zone (see Sec. 1.7). When a human keypoint got closer than 1.33 m to any
of the moving robot keypoints, the robot slowed down. If the human got closer than 0.60 m,
the robot stopped. The behavior of the system is illustrated in Fig. 4.4.

2.3 Scenario 5: Addition of keypoint discrimination

The last scenario described the case when the robot reacted with a stop only if the human
head was closer than 0.60 m to the robot. Otherwise, the robot slows down (keypoint distance
below 1.33 m). The behavior is illustrated in Fig. 4.5. Notice that the safety regimes of the
robot were triggered by different keypoint pairs than in the case of the previous scenario in
Fig. 4.4.

2.4 Performance in mock task

Here we quantitatively evaluate the performance on the task under the different safety regimes
as described above. The robot performs the task 20 times (measured at one of the two target
objects) and the time needed is recorded. As a baseline, we use the unobstructed task at
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Figure 4.4: Scenario 4: Reduced speed (light area) or stop (dark) triggered by keypoint
distances below threshold. Positions of selected joints showing the slowing down / stopping
(continuous lines, right y-axis). Keypoint pair distances triggering the behavior are shown
(individual data points, left y-axis). Relevant threshold values: Reduced speed at 1.63 m and
the stopping behavior at 0.90 m. These values are based on Eq. 4.11 and the appropriate
compensation values from Tab. 4.1. Originally published in [110].

full speed of the robot and at reduced speed. The full speed scenario would not comply
with collaborative operation; reduced speed at all times would comply with the PFL regime,
provided the operator head is protected.

The results are shown in Tab. 4.3. Operating the robot in the reduced speed PFL compliant
regime, scenarios 4 and 5, outperformed most of the experimental scenarios. The scenarios
that take pairwise distances between robot and operator keypoints into account and use two
thresholds (scenario 4 and 5) performed better than all other collaborative regimes. The last
scenario that stops only for the head keypoints achieves the best performance.

Full sp. Reduced sp. Sc. 1 Sc. 2 Sc. 3 Sc. 4 Sc. 5
154 256 267 254 257 231 228

Table 4.3: Task duration for different scenarios in seconds. Originally published in [110].

3 Discussion and conclusion

In this work, we used a robot in a mock collaborative scenario, in which it shares its workspace
with a human. The operator’s position was perceived with an Intel RealSense RGB-D sensor
and human keypoints were extracted using OpenPose. Our paper presents an application of
the standard for collaborative robot operation ISO/TS 15066. The standard prescribes two
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Figure 4.5: Scenario 5. See also caption of Fig. 4.4. As soon as the first threshold at 1.58 m
is met, the robot reacts with slowing down. When the human operator crosses the second
threshold at 0.85 m with his head, the robot stops. Thresholds contain the compensation
from Sec. 1.5. Notice that the detection of the operator’s elbow below the threshold does not
trigger a stop but it does lead to a longer reduced speed period. Originally published in [110].

collaborative regimes (SSM and PFL). However, to our knowledge there is no work consid-
ering both in a single application. We follow the standard to derive the protective separa-
tion distance (per SSM) and calculate the reduced robot velocity (in compliance with PFL
constraints) and deploy them in a single framework. We demonstrate this union with an
implementation of pairwise keypoint distance monitoring. Compared to classical zone mon-
itoring, the keypoint distance method has higher resolution and constraints robot operation
less. Also, keypoints can be treated differently, taking the sensitivity of human body parts
or robot keypoints (e.g. sharpe edges) into account—in this way the constraints on collisions
(per PFL) can be transformed into separation distances (per SSM).

The operation of this framework was illustrated with a KUKA LBR iiwa robot interacting
with a human partner that is perceived by a RGB-D sensor during a mock collaborative task.
Contrasting a classical “stop zone” from the robot base with the keypoint-based approaches
confirmed the potential of the distance monitoring between pairs of keypoints.

Currently, occlusions could cause a misestimation of the human’s keypoint location and
thus the distance. Possible compensations and thus future enhancements are to use multiple
sensors, compensate for occlusion by creating a human model or filter out the robot body
in the scene. With these additions, we could also incorporate active evasion of the human
instead of our current reactive behavior (see [33]).
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Chapter 5

Functional Mode Switching

This chapter is based on the publication:

Svarny, P., Hamad, M., Kurdas, A., Hoffmann, M., Abdolshah, S., Haddadin,
S.: Functional Mode Switching for Safe and Efficient Human-Robot Interaction
In: 2022 IEEE-RAS International Conference on Humanoid Robots (Humanoids).
IEEE, 2022.

This paper presented the concept of robot functional mode switching to efficiently ensure
human safety during collaborative tasks based on biomechanical pain and injury data and
task information. Besides the robot’s reflected inertial properties summarizing its impact
dynamics, our concept also integrates safe and smooth velocity shaping that respects human
partner motion, interaction type, and task knowledge. We further discuss different approaches
to safely shape the robot velocity without sacrificing the overall task execution time and
motion smoothness. The experimental results showed that our proposed approaches could
decrease jerk level during functional mode switching and limit the impact of safety measures
on productivity, especially when guided with additional task knowledge.

Contributions

Our core contribution is incorporating the intended interaction modes as input parameters of
the robot control in addition to the usual inputs, e. g., human detection, distance, velocity.
The integration of the intended interaction mode then allows us to modulate how safety is
ascertained, i. e., SSM/PFL regimes and transition between them. We call this approach
Functional Mode Switching (FMS). Our contributions can be summarized as follows:

• We suggest to use human-robot interaction modes (collaboration, cooperation, coexis-
tence, autonomous behavior) as input parameters that modulate the behavior of the
robot automaton and the use of industrial safety regimes (SSM and PFL).
• We introduce a smooth velocity shaping method that allows switching between various

safety regimes and evaluation of this shaping under various criteria.
• We present a transfer of industrial safety experience to non-industrial settings.

This chapter is composed of four sections: Methodology (Sec. 1), Experiments (Sec. 2),
Results and discussion (Sec. 3) and Conclusion (Sec. 4).
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Figure 5.1: Experiment setup and OpenPose [122] view visualization. Originally published
in [21].

1 Methodology

The setup of the application is presented in Fig. 5.1.

1.1 Relative velocity calculation

We use the Safe Motion Unit (SMU) framework [52] that calculates a biomechanically safe
task velocity vSMU based on the relative human-robot velocity and the appropriate force
limits. Three collision-relevant situations can be distinguished based on the robot and human
motions:

(i) both partners are moving towards each other,
(ii) both are moving in the same direction with the robot being behind the human and moving

faster,
(iii) the opposite case: the human follows the robot.

The effective speed of an impact vimpact is the highest in case (i). To mitigate the human
injury risk, it must hold for the point of interest (POI), in our case end-effector (EE), velocity
vEE and human velocity vH that1:

vimpact = ‖vEE − vH‖ ≤ vSMU. (5.1)

Regarding case (ii), the robot can be allowed to move with a velocity faster than vSMU

according to Eq. 5.1. However, if the human suddenly stops, the collision would be unsafe.
Hence, vSMU is used as the task safety threshold.

In case (iii), vEE can be set equal to vtask, i. e., the velocity defined by the task. Velocity
shaping cannot prevent collisions in this case as the robot would have to possibly exceed its
desired value vtask to prevent a collision. Since the robot task velocity is commanded based

1We use superscripts for commanded values and subscripts for observed or measured values, e. g., vSMU is
commanded. In contrast, vEE is observed.
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Figure 5.2: An exemplary interaction case in which the robot end-effector is moving in the
direction uEE . Presented are the required position and velocity vectors for both the human
(xH ,vH) and robot (xEE ,vEE) as also the projections onto the line connecting the human and
end-effector locations, the desired task speed vtask, and safe velocity limit vSMU. Originally
published in [21].

on the relative velocity to the human, one may think it would be better to command a higher
task velocity in case the human velocity exceeds vSMU to escape collision. However, this would
lead to a possibly unsafe robot velocity as in case (i). To assure a deterministic behavior of the
robot in such cases, a practical solution is to set a lower limit for the task velocity resulting
in a robot speed close to a standstill; we used vlow = 0.1 m/s.

We compared the following three shaping approaches with the baseline without human
presence (vtask in our experimental validation).

• vmotion: relative velocity as projected velocity in the direction of the POI’s motion,
• vshort: relative velocity as projected in the direction of the shortest distance between

the human and the POI,
• vSMU: uses only a distance threshold and shapes velocity based on the SMU’s com-

manded velocity.

The difference between these shaping approaches lies in the way the relative velocity between
the human and robot is being treated. Two approaches are given by the calculation of the
relative projected velocity of the POI, i. e., point on the robot considered for the expected
collision incident. In both these two cases, one does not use any projection. Moreover, the
POIs can be chosen freely and could even encompass the whole body of the robot. The choice
of a specific POI, however, does not change the principle of the presented approach as it can
be recursively applied to all chosen POIs. Then the POI resulting in the most conservative
robot velocity is to be adopted. For our study, we chose only the robot end-effector, EE, as
a single POI.

A unit vector uc is determined based on the chosen projection, either for vmotion or vshort.
We calculate the projection of vEE onto the chosen unit vector uc as:

projucvEE =

(
vEE · uc
|uc|

)
uc
|uc|

(5.2)

81



Therefore, for a chosen projection and thus velocity of choice vc, the Eq. 5.1 must hold,
i.e.:

vc = ‖projucvEE − projucvh‖ ≤ v
SMU. (5.3)

1.2 Robot functional modes

In the following, we present our approach for safely and efficiently executing collaborative
tasks. Given the biomechanical safety limits and task knowledge our approach avoids stopping
the interaction (except for faults). Instead, the desired task velocity is only reduced as needed.
In our work, we primarily use distance thresholds for switching between the functional modes.
We use the relative distance drel that is measured between the human keypoint (e. g., the wrist
xwrist) and a chosen robot POI (EE in our case), i. e., drel = |(‖xEE‖ − ‖xH‖)|, see Fig. 5.2.
However, more complex switching behavior could be implemented (e. g., based on the task’s
state).

Additionally, we introduce the safe performance index SP , i. e., the fraction of the velocity
that should be used. The value of SP can be continuously updated online to reflect the
desired safety level of the task execution. Its value can be derived from, e. g., percentage
of braking distance of the robot, task and interaction knowledge user studies, etc. This
index gives the human some control over the robot’s functional mode switching and task
execution. For example, it can be set to force the robot to continue in the current mode
or to switch into another mode by disregarding or overriding the automaton logical state
transition functions based on task-relevant knowledge or partner experience. Adding this
feature provides high flexibility for collaborative task execution under safety and performance
considerations. Therefore, functional modes are switched based on the task specification or
the current minimum distance between the observed points (unless there is a fault signal).

The collaborative task productivity may be lowered efficiently by switching to a safe
robot operational mode only when necessary. By visually tracking the location of the human
partner, flexible, near-real-time state transitions (below 1 ms) are ensured. For this, the robot
dynamically switches between pre-specified functional modes that combine the interaction
modes and safety regimes to increase the effectiveness of the interaction between the robot
and the human partner. To provide a sufficient number of options for generic operational
cases relevant to collaborative workspaces, we distinguish between four functional modes of
the robot in pHRI scenarios (see Fig. 5.3):

1. Autonomous mode (AM),
2. Fault reaction mode (FR).
3. Coexistence mode (Coex),
4. Collaborative mode (Col),

Note that the cooperative mode from Introduction, Sec. 2.2 was omitted as it is not used
during our example task.

Autonomous mode

In the autonomous mode, the task can be executed safely and autonomously while the human
is outside the robot’s workspace. The robot carries out the task under specific optimality
criteria, such as cycle time, leading to the full desired task speed to maximize productivity.
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Autonomous mode

Coexistence
mode

Fault reaction mode

Collaborative
mode

Interaction in 
shared workspace

Figure 5.3: The robotic coworker automaton, based on [41]. Originally published in [21].

Fault reaction mode

The robot reaches a fault state. Therefore the robot motion is stopped until the fault is
checked and cleared by the human partner and the task execution can be recovered again.

Coexistence mode

In this mode, the human and the robot share a common physical coexistence workspace, i. e.,
the relative distance between the robot and human is lower than a predefined coexistence
threshold, drel < dcoex. Therefore, the desired task speed is lowered to ensure safety. The
workspace is defined dynamically around the robot POI. However, no direct contact or in-
teraction between the human and the robot is expected and therefore safety is provided by
a combination of SSM and PFL. This is achieved by reducing the task velocity to respect
the biomechanical safe limit vSMU by optimal braking strategies, but only in cases where a
collision is expected (see situations in Sec. 1.1).

Collaboration mode

Contrary to the no-interaction assumption for coexistence, collaborative tasks mostly involve
closer physical interactions between the robot and human, i. e., drel≤dcol<dcoex. The assump-
tion of frequent human-robot contacts puts more focus on lowering the velocity, i. e., PFL
regime, so that the relative velocity of a physical collision does not exceed vSMU. The collab-
oration mode’s triggering also depends on the current interaction scenario (see Sec. 1.1).

1.3 Smooth velocity shaping

We investigate velocity shaping, a necessity for coexistence and collaboration modes. Scenarios
of direct pHRI, namely hand-over tasks as presented in [125], suggest that smooth, minimal-
jerk movements on the robot side improve the task execution by the human partner. Therefore,
any changes between robot functional modes and applied velocities should be smooth to make
the interaction not only efficient but also pleasant. There are several ways to adapt the
speed v with which a robot executes a preplanned motion profile while preserving both a
safe and smooth trajectory. Based on task knowledge, key trajectory points of the underlying
interpolator, and desired smoothness of the resulting motion, polynomial functions with higher
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Figure 5.4: The basic idea of a general solution for the adaptive shaping of the robot speed
using linear velocity blends. The dotted red lines indicate arbitrary possible target speeds
v′d, at which the shaping algorithm might leave the linear part. The values ∆vstart and
∆vstop indicate the minimum change of speeds that can be carried out by the robot due to its
acceleration. The times ti, t∗ indicate the onset of the acceleration and braking, respectively.
Following these, the bold dashed line indicates the minimum increment in speed change given
by the acceleration behavior. Originally published in [21].

degrees than the number of conditions to be satisfied can be used. For example, a fifth-order
polynomial allows adapting the robot trajectory to arbitrary values with boundary conditions
also in acceleration [126].

Assume that there are two given levels of speed between which the robot motion has to be
adapted starting at time instant ti (see also Fig. 5.4). The robot must transition from current
speed vi at position si to desired speed vd at position sd without violating the constraint on
maximum acceleration am. To avoid jerky motions during velocity shaping, position, speed,
and acceleration profiles along the direction of motion must be smooth. The shaping consists
of three phases: raising the acceleration to its maximum value am, constant acceleration, and
acceleration reduction to zero. Only the first phase is completely precalculated. The length
of the other two phases is determined based on the current desired velocity v′d – see dotted
lines in Fig. 5.4.

2 Experiments

For validation, we set up two main experiments. The “Comparison experiment” involves
executing two tasks with different intended interaction modes. The goal is to compare the
performance of various velocity-shaping approaches under different robot functional modes.
The “Grasping experiment” demonstrates the safe execution of a generic collaborative grasp-
ing task using our proposed robot Functional Modes Switching concept with included task
knowledge for enhanced efficiency. It is noteworthy that Grasping represents a common task
in both industrial and non-industrial settings.
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Note that all the described experiments were conducted employing the collaborative
lightweight robot Franka Emika Panda and by the authors only.

2.1 Experimental setup

Two assumptions were used concerning the safe velocity limit vSMU. First, calculating vSMU

is based only on available data from the head and chest collisions [52]. In [52], the authors
also fitted a curve to the chest collision data and reached the following safety curve that we
use too:

vSMU = 0.1 · (−0.4186 mr + 5.2040), (5.4)

with mr being the instantaneous robot effective mass , lower cut-off at 0.1 m/s and upper
one at 4.5 m/s. Second, as the experiment was performed on a robot already designed to
be lightweight and safe, a scaling factor of 0.1 was therefore used for the safety curve to
demonstrate the concept; see also [67]. Detailed motivation for the value of this scaling factor
is beyond the scope of this thesis, but it is tied to the automotive industry origin of the
collision data in the SMU framework [52].

We used the Franka Emika Panda Hand as a gripper, with a minimum contact area of
1 cm2. Because the biomechanical data used in SMU are based on various shapes of POIs, the
resulting vSMU can be considered safe, especially after the application of the scaling factor.

The performance of the shaping approaches is compared in terms of relative productivity
(calculated as the time needed to finish the task successfully) against the no-human case, i. e.,
executing the task with vtask.

2.2 Comparison experiment

This experiment compares pure coexistence and collaboration scenarios. We execute two tasks
following the functional modes described in Sec. 1 to compare the performance of various
velocity-shaping approaches under different robot functional modes. The robot end-effector
was commanded to execute only a linear Cartesian movement to achieve higher peak velocities
and easily interpretable data. Nonetheless, the methodology would also be applicable to more
complex robot tasks.

The first task was a pure coexistence scenario between the human partner and the robot,
i. e., where both human and robot share the same workspace but do not share the task purpose.
However, the robot’s behavior is not affected by the human partner’s actions. The second
task represented a real-time human-robot collaborative scenario with frequent activation of
the robot’s Col mode.

We recorded two interactive human motions (one for each task type, Data 1 and Data 2 ).
For each recording, we ran the human motion cycles five times with given velocity shaping
approaches as discussed in Sec. 1.1. The goal is to compare their resulting robot performance
under the same human actions.

2.3 Grasping experiment

We consider a collaborative packaging scenario to demonstrate the usage of additional task
knowledge to guide efficient safe execution. A bottle is picked up by the robot and moved
to a target position while the human partner simultaneously grasps something in the robot’s
work area, see Fig. 5.5. As a result, an unintended collision between the human and robot
may occur, and appropriate mode switching is being performed. We ran the experiment four
times with the prerecorded human tracking data. Similar to the first scenario, the robot used
different velocity shaping approaches to complete the task.
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(a) Human approaches. (b) Human works. (c) Both work. (d) Human leaves.

Figure 5.5: Experiment progression in the work area with human-robot collaboration. Origi-
nally published in [21].

Pure coexistence task

human and robot are moving towards each other

robot is following the human

Collaboration task

robot is in coexistence mode

robot is in collaboration mode

Figure 5.6: Safe task execution under two human-robot interactive scenarios: pure coexistence
(left) and collaboration (right). The figures contain smoothed evolution of the noisy reference
data (smoothed) and the actual measured robot data as opposed to the commanded reference.
Originally published in [21].

Since part of the collaborative task involved vertical downwards robot motion (to grasp a
bottle with possible human hand interference), we set the safety performance index as SP = 0
to enforce the safety-critical behavior for this part of the task. Otherwise, it is set as SP = 1.
When no human was nearby, this grasping motion was executed with a full task speed of
0.5 m/s.

3 Results and discussion

3.1 Comparison of experimental results

Pure coexistence scenario

A typical robot speed motion profile using human position and velocity information for shap-
ing the robot velocity in a pure coexistence scenario is shown in Fig. 5.6 (left). In this
experiment, the relative speed between robot and human vrel is shaped by changing the robot
speed so that the SMU is only activated when needed and just as much as needed, respecting
the biomechanical safety curve’s limit. More specifically, for the shown profiles, the relative
human-robot velocity is shaped when needed using the approach vshort. The calculated refer-
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Pure coexistence task Collaboration task

Figure 5.7: Task productivity (top) and average jerk levels (bottom) of different approaches for
safe velocity shaping in the coexistence (left) and collaboration (right) scenarios as compared
against the case when no human is around (i. e., the robot is in the autonomous mode).
Originally published in [21].

ence acceleration and jerk profiles are also shown together with their smoothed averages. The
robot’s velocity is continuously changing because the robot is responsive to human motion,
and thus, velocity shaping is activated frequently. This makes the robot motion a bit jerky
(e. g., at 2 s), but still far below the robot capability thresholds.

Both used approaches for relative velocity shaping during the experiments (i. e., vmotion

and vshort) ensure human safety. When there is a collision risk, the human partner’s safety is
guaranteed by the relative velocity respecting the used safety curve (Eq. 5.4). Both approaches
result in nearly the same productivity, see Fig. 5.7 (top, left). However, Fig. 5.7 (bottom, left)
shows that the vshort approach results in higher jerk on average. The stronger dependency on
the human data for vshort is the probable cause of this jerk. Additionally, the approach vSMU

has a higher jerk on average than when using vtask, since the calculation of the vSMU uses the
configuration-dependent robot effective mass [63], so-called reflected mass mu(q) that changes
during the task execution.

The human velocity data was noisy in the given setup. This could be a possible explanation
for the lower performance of highly sensitive velocity shaping (vmotion and vshort) as opposed
to the performance of the approach using only the distance information, i. e., the approach
with vSMU.

Collaborative scenario

A typical robot speed motion profile for the involved collaborative task, together with the
recorded human interaction, is shown in Fig. 5.6 (right). The corresponding productivity and
average jerk levels are also depicted in Fig. 5.7 (right). We use a simple SMU implementation
in which only the human distance is used to trigger robot velocity shaping and this gives rel-
atively shorter task execution times. As a result, the productivity is not that much sacrificed,
it is at around 80% when compared to using vtask. However, this approach is oversimplistic
and does not take into account the human speed vH , which leads to unsafe situations if vH
is increasing in the robot motion direction u as the resulting collision velocity would exceed
the safe relative velocity.

Using the approach vmotion gives the worst performance in terms of productivity as com-
pared to the approach vshort. Overall, higher productivity is achieved at the cost of higher
jerk levels that are caused by continuous velocity shaping.
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3.2 Grasping experiment results

A robot speed motion profile for the involved collaborative task while using velocity shaping
along its motion direction, i. e., vmotion, is shown in Fig. 5.8 (bottom row). Since part of the
task involved vertical downwards robot motion to grasp a bottle with possible human hand
interference (shaded red area), we make use of our safety performance index and set it as
SP = 0 to enforce the safety-critical behavior for this part of the task.

3.3 Summary

The following task execution times were obtained when comparing different velocity-shaping
approaches for the same prerecorded human motion. The reference execution time when using
full task speed vtask was 6.17 s. Using only the relative human-robot distance information for
safe velocity shaping (i. e., approach vSMU) the task execution takes 7.20 s, whereas using
approach vshort it takes 7.34 s. Finally, with the depicted vmotion shaping approach 7.30 s is
needed to finish the grasping task safely.

Another interesting aspect this motion profile reveals can be spotted by inspecting different
force profiles in Fig. 5.8 (top row) outside the vertical motion zones. Using the suggested
ISO/TS15066 impact model can result in forces higher than their specified tolerance limit.
On the contrary, using a scaled safety curve with the proposed integrated safety scheme for
human motion tracking and robot mode switching and control gives lower force levels.

possible human hand clamping clamping-free vertical robot

motion

Figure 5.8: Robot motion profile for the Grasping exper-
iment with the inclusion of task knowledge of possible
human hand clamping. A similar vertical robot motion
without human interference is also shown for compar-
ison. The figure shows the force limits given by the
standard for the quasi-static or transient collisions. We
differentiate cases where the human hand interference is
excluded (shaded green area) or expected (shaded red
area). Originally published in [21].

Figure 5.9: Example of a sin-
gle arm application. Screenshot
from Garmi concept video [20].
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4 Conclusion

In this work, we envisioned a situation where a humanoid robot would collaborate with the user
on a task in close pHRI. It presented a transfer of experiences concerning safety of physical
human-robot interaction from industrial settings to non-industrial robots, in addition to a
method for an efficient combination of interaction modes and safety. This integration used
the Safe Motion Unit scheme with human keypoint detection and a smooth velocity shaping
controller. The proposed approach is evaluated with various relative velocity measures and
expected interaction modes. However, it was found that higher task performance comes at
the price of higher jerk levels for the robot velocity shaping while moving.

An industry-inspired collaboration scenario is demonstrated on a Franka Panda arm as
shown in Fig. 5.1, where the human partner safety has to be always ensured. The results can,
however, be extended also to a humanoid GARMI robot [19]. It is equipped with two Franka
Panda robot arms and can perform similar tasks to the one we studied, see Fig. 5.92.

2See additional examples in the concept video [20].

89



90



Part III: Perception and
Representation

Appropriate collision avoidance strategies cannot be selected without a representation of
the space surrounding the robot. This space, so-called perirobot space, can be represented
in various forms with regards to the needs of the application or robot platform. Multiple
questions come forth in this context, namely the way the space will be structured, how will
it change and what are its geometries.

Risk assessment is part of the safety evaluation of a robot application [10]. However,
this risk assessment relies on experience and general guidelines, not a formal approach. This
chapter aims to provide a modeling approach of the perirobot space (PeRS) that forces an
explicit interpretation of sensor data and allows a formal evaluation of the overall sensor
coverage.

A key component is the form of the representation of the robot and human body parts, or
in general the representation of obstacles. Drawing on the results of the computer graphics
community (see [127] for a survey), this often takes the form of some collision primitives.
These can be simple shapes like spheres [46] or more complex meshes [99] and can differ for
the robot and the human. Zanchettin et al. [37] represent robot links as segments and humans
as a set of capsules. These shapes can also have a temporal aspect and represent so-called
swept volumes, i.e. zones where the human or robot moved. Of course, for safety to be
guaranteed, the whole body of both agents should be represented and considering only the
robot end-effector or human hands or head does not suffice.

Because the applied idea of safety originates in industrial robotics, the safe zones are
centered on the robot platform, as were the original laser barriers or gates. The novelty of these
zones is, as opposed to the older fixed safety measures, their ability to dynamically change
their shape based on the robot or human velocity [31, 37, 93, 99]. However, the application
of biologically inspired approaches shifts the origins of safety zones around the person based
on her peripersonal space [47,100]. The robot surrounding space approach presented later in
this work is inspired by both of these perspectives.

While the robot positions can be derived using forward kinematics, the human operator
needs to be perceived by some sensor setup. Traditional sensor setups with low outcome
resolution, like laser gates, are not suitable for many scenarios of pHRI. They have a large
effective footprint of the robot or they do not allow close collaboration tasks (like handing
objects) between the robot and the human without a significant drop in productivity. There-
fore, either technologies that allow to distinguish the human body in higher detail or with
greater precision on short distances are used. Examples of the first case are combinations of
RGB-D sensors and convolutional neural networks for human keypoint/skeleton extraction
from camera images [26, 27], or full 3D human body reconstruction [128]. These technolo-
gies together—albeit currently not safety-rated—make it possible to perceive the positions
of individual body parts of any operators in the collaborative workspace in real time. The
alternatives are, among others, wireless sensor networks that track operators who do not wear
any devices [106] or proximity sensors distributed on the robot, usually part of electronic skins
(e.g., Bosch APAS robot).

The applied technologies can influence the structure of the perirobot space too. Euclidean



space can be replaced by a depth space approach to account for the occlusions and specific
geometries of the field of view of a RGB-D sensor [33, 46]. Also, a well established approach
in robotics is the use of the configuration space (joint space) (see [33] for an overview).
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Chapter 6

Perirobot Space

This chapter is based on the publication:

Rozlivek, J., Svarny, P., Hoffmann, M.: Perirobot space representation for HRI:
measuring and designing collaborative workspace coverage by diverse sensors In:
2023 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS).
IEEE, 2023 (submitted, available as arXiv:2303.02367).

Contribution

This chapter proposes to use a unified occupancy-based modeling approach for the space
surrounding the robot, the perirobot space (PeRS). This modeling allows the comparison of
various sensor setups and the evaluation of their workspace coverage. An illustration of the
scenarios studied in this work is in Fig. 6.1. Based on the related research, the contributions
presented in this chapter are:

• We introduce a unified robot surrounding space representation approach.
• We demonstrate the main benefits of this approach: the delimitation of occlusions,

explicit definition of sensor data representation, and a clear description of the space
monitored by the sensors.
• We present a novel use of established metrics to evaluate coverage of regions of interest.
• We apply the approach on an optimal (multi-) sensor coverage task on four different

scenes.
• We make a publicly available code repository with the perirobot space implementation1.

This chapter is composed of four sections: Proposed approach in Sec. 1, Results (Sec. 2),
Discussion (Sec. 4) and Conclusion (Sec. 3).

1 Proposed approach

Our interest in the space surrounding the robot is motivated by safe HRI. The inspiration
comes from the so-called peripersonal space [100] which was also described as a “margin of
safety” when avoidance behavior is concerned. However, perirobot space aims to be a more
general approach that is not limited by the human-likeness of peripersonal space (e.g., sensors
are not limited only to the robot’s body). We first discuss the region of interest for the

1https://github.com/ctu-vras/perirobot-space
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(a) Scene 1, human reaching towards the robot. (b) Scene 2, human leaning against the table with the
hand.

(c) Scene 3, human leaning against the table and ob-
scuring the human working without floor contact.

(d) Dynamic scene, a human (left) walking around the
table and observing the working human.

Figure 6.1: Studied scenes represented as occupancy models. Height is color-coded in the simulation
output.

proposed approach. Then we present the modeling and representation of sensors and the
notion of perirobot space itself. Finally, we present the metrics used for its evaluation and
the modeling approach.

1.1 Region of interest

We study always a given region of interest, the volume where HRI can occur. In our approach,
we study one robot-centered and one human-centered region.The robot-centered region is
defined simply as the (semi-)sphere centered at the robot whose radius is given by the robot’s
end-effector’s maximal reach, see Fig. 6.2a. This definition of the ‘robot’ space signifies that
for safe interaction it is necessary to cover the robot’s full reach. We designate as the ‘human’
space the bounding box enclosing the human that is next to the robot, see space h in Fig. 6.2b.
By this representation, it is meant that this space needs to be efficiently monitored in order
to ascertain safe interaction.

The surrounding space can be also defined with respect to the task, e.g., focusing on
the human partner. Following definitions from [130, Chapter 3], for example, we could also
distinguish either the robot’s workspace (i.e., positions reachable by the end-effector) or the
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(a) Schema for the semi-spherical robot-centered re-
gion of interest. Originally published in [129].

(b) Schema for the human bounding box region of
interest. Originally published in [129].

Figure 6.2: Two regions of interest with a single sensor—a camera—and its perception space m.
We distinguish four types of the space in the region of interest: occupied (red), free (green), unknown
monitored free space (striped), unknown monitored occupied space (grey) and not monitored free space
in the region of interest (dotted). Note that the occupied space is merely for illustration purposes this
large. In practice, only the surfaces of the captured objects are registered.

robot’s envelope (i.e., the total volume of space occupied by the robot during these positions).

1.2 Sensor modeling

However, all of the mentioned definitions do not consider the sensors and their effect. The
monitoring of the surrounding space together with the robot’s properties determine how the
robot would be controlled. For example, a sensor that should trigger the robot’s stop at full
speed in order to prevent a collision needs to be placed so that it gives the robot sufficient
time to brake. Therefore, sensor information should also be part of the representation of the
surrounding space of the robot. However, sensor monitoring also introduces a new challenge—
occlusions and especially sensor data representation.

The data from the sensors monitoring the robot surrounding space are always represented
in some manner. This representation is a deliberate choice and is not defined only by the
collected raw sensor data itself. For example, a line laser sensor can be both a switch (i.e.,
something passed in front of the sensor) or it can serve as a so-called profiler (i.e., measure
the profile of the object under the laser).

Additionally, the representation of the sensor reading is specific to the robot, the task,
and the available sensors. The choice of representation can lead to different control decisions
for the robot. For example, the collision classification [7] for a pressure sensor on the robot
can have at least two representations. A collision can be interpreted as a stop signal or an
impulse to move away.

Our approach is to model the representation of the sensor readings as information about
space occupancy. While safety-related research focuses on detecting the human, we aim
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to represent the space surrounding the robot as a whole as it is perceived by the sensors.
Therefore our approach represents any relevant sensor data as occupied space, be it a human,
robot or an object. We can distinguish three main ways of sensor representation:

Naive representation. Pure occupancy information provided from the sensor.
Volume-based. The sensor information is represented as occupancy of a predetermined

volume (e.g., pressing a floor pad leads to the assumption that the whole space above
the pad is occupied).

Feature-based. Sensor data are used to determine features (often human keypoints) and
their locations. This representation can be further extended by determining a bound-
ing box around the human, the feature neighborhoods (e.g., surrounding spheres), or
volumes between features (e.g., cylinders connecting human keypoints) which are all
considered as occupied space.

(a) RGB-D camera (without noise) (b) LIDAR sensor (without noise) (c) Pressure pad (Pad) and robot
proximity cover (RP).

Figure 6.3: Visualization of occupancy based representations. The space monitored by the sensors is
in green, while obstacles are in blue. Originally published in [129].

We analyze five sensors in this study. Our assumption is that thanks to the simple repre-
sentation, any relevant sensor could be represented in a similar manner. Namely each sensor
fits roughly into one of the three types:

Area. Sensors activated by events in a given area in the workspace.
Range. Sensors activated based on the range from the robot.
Zone. Sensors safeguarding a given zone but not necessarily monitoring the zone itself, e.g.,

a gate monitoring the entrance to the zone.

All of the analyzed sensors are defined by their 6D poses and additional defining parame-
ters. The sensors and their defining parameters provided in the parentheses are the following:

RGB camera. Pinhole camera model, simulated as ray-casting (field of view, resolution),
without the depth information provided.

RGB-D camera. Pinhole camera model, simulated as ray-casting (field of view, resolution),
see Fig. 6.3a.

LIDAR sensor. Arc of rays (field of view, range), see Fig. 6.3b.
Pressure pads. Defined by their area and active if there are any contact points, i.e.,

occupied voxels right above the pad, designates all space above the pad as occupied
(dimensions), see ‘P’ in Fig. 6.3c.

Robot proximity cover. Inflation of the robot model volume (inflation value), see ‘RP’
in Fig. 6.3c.

The combinations of sensors and representations used in this paper are listed in Tab. 6.1.
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Sensor Type
Representation

Naive Volume Feature

RGB Camera Zone x
RGB-D Camera Range x x

LIDAR Range x
Pressure pad Area x

Proximity Range x

Table 6.1: Representations and types of sensors. Originally published in [129].

1.3 Perirobot space

The perirobot space (PeRS) arises from this combination of a region of interest and occupancy-
represented sensor data. A simplified representation of PeRS is in Fig. 6.2. This schema shows
the monitored space m of the camera and two regions of interest, the robot and human space.
Notice, however, that the robot itself changes what space is monitored by the camera due to
occlusions, and thus the capability to represent its surroundings.

1.4 Coverage metrics

We chose two established metrics for classification tasks to evaluate the efficiency of the estab-
lished PeRS in a specific region of interest, namely the F-score (F1) and Cohen’s Kappa (κ).
We distinguish three classes—positive (occupied space), negative (free space), and unknown
(not monitored). The last class appears only in predictions. The F-score is given as:

F1 =
2TP

2TP + FP + FN + UF + UO
(6.1)

where UF and UO represent the not monitored free and occupied space, respectively. TP, FP,
FN are defined in Fig. 6.4. The Cohen’s Kappa is given by the ratio of the relative observed
agreement po and pe, the hypothetical probability of chance agreement which is defined in
multi-class version as:

κ =
s(TP + TN)−

∑
k pktk

s2 −
∑

k pktk
(6.2)

where s is the total number of voxels, pk is the number of voxels where class k is predicted
and tk is the true number of voxels of class k.

1.5 OctoMap modeling

The core notion of our approach is occupancy in the surrounding space. All sensors are repre-
sented as providing information about the occupancy of the space they perceive. Specifically,
we model the scene and, thereafter, all sensors using OctoMap [131] and octrees.

OctoMap and the occupancy representation also allow us to model the limitations of
various approaches. For example, camera occlusions are considered because ray-casting from
the simulated sensor is blocked by occupied space. Ray-casting also simulates the limited
field of view of the cameras. Additionally, we introduced noise for the range-based sensors
(LIDAR, RGB-D camera, and proximity cover) added to the measured distance.

As mentioned earlier, feature-based sensors create a representation of the detected human
keypoints. We distinguish three models of the detected human keypoints based on the usual
practice in safe HRI. Namely, a bounding box encompassing all the keypoints, the detected
keypoints enclosed in spheres or cylindrical connections between the keypoints. These are
shown in Fig. 6.5.

97



Figure 6.4: Example of the coverage metric representation for a monitored volume with two pads.
The active pad designates all the volume above it as occupied. Only the voxels occupied by the person
are truly occupied (TP, white on red), the voxels not occupied by the person are falsely marked as
occupied (FP, red). The volume above an inactive pad is considered empty. The majority of the voxels
are truly empty (TN, green), but the human arm voxels are falsely considered as empty space (FN,
white on green). Last, there is also space not monitored by the pads containing empty space (dotted)
and occupied space (white on dots). Originally published in [129].

Our modeling approach consists of the following steps:

1. Create a model of the scene and determine the region of interest.
2. Model sensors in the scene.
3. Calculate the sensor-generated occupancy.
4. Calculate the metrics. (see Sec. 1.4)

In our initial approach, we model a single manipulator placed on a table and a human in
various poses next to it. As mentioned earlier, we investigate two regions of interest. While
these could be determined in a task-dependent fashion, we chose regions that can be defined
in a straightforward way for demonstration purposes.

2 Results

To demonstrate our approach, we present three experiments (parameters in Tab. 6.2 evaluated
in a series of HRI scenes (shown in Fig. 6.1). Although the presented scenes focus on HRI,
the problem can be understood in general, as the robot’s workspace can contain unforeseen
objects that could harm the robot or be damaged by the robot.

2.1 Different data interpretation experiment (Exp 1)

In this experiment, we compare the performance of the RGB-D camera observing the workspace
based on different interpretations of the measured data. Those interpretations are: 1) 2D key-
point detection only—if a human is detected, the defined space around the robot is marked
as occupied; 2) Raw 3D point cloud; 3) Raw 3D point cloud with added points from the
keypoints surroundings (spheres); 4) Raw 3D point cloud with added points from keypoints
cylinder connections; 5) Raw 3D point cloud with added points from the keypoints bounding
box. The keypoint representations are shown in Fig. 6.5.

We placed the RGB-D camera in 172 different positions covering all four walls and ceiling
(see Fig. 6.8 for all positions) and rotated the camera to five different orientations in each
position, resulting in 860 measurement poses. We computed the F1 and κ scores for each
measurement pose for the ‘robot’ and ‘human’ spaces and evaluated the distribution of the
metrics for each scene to evaluate the performance of each interpretation.

98



(a)
Ground truth.

(b)
Bounding box.

(c)
Spheres.

(d)
Cylinder connections.

Figure 6.5: Ground truth and human models for the used keypoint representations. Height is color-
coded in the simulation output. Originally published in [129].

As shown in Fig. 6.6 and Fig. 6.7, the trends are very similar for both metrics. The 2D
detection is outperformed by others in both metrics and in both spaces. The results of the
other interpretations indicate that the enhancement of the point cloud by keypoints improves
the performance. The addition of cylinders has the highest median for both metrics and
for both spaces. Moreover, for the ‘human’ space, the addition of cylinders has the highest
maxima as well. For the ‘robot’ space, the addition of bounding boxes has the highest maxima.
The addition of spheres has the worst results from the additions, but still outperforms the
raw 3D point cloud.

In addition to interpretation evaluation, we can analyze the RGB-D camera placement
for ‘robot’ space coverage. We created a heatmap, where each camera position is represented
by its highest F1 or κ value of the five orientations. Figure 6.8 shows the heat maps for the
point cloud with the added keypoint cylinders in Scene 3. As can be seen, there are many
solid placements based on the F1 metric all around the walls. Moreover, it is clearly visible
that placements close to the human that is obscuring the operator have a much lower F1 score
than the other placements around. The κ metric results emphasize the positions only on the
right side of the perimeter with the best positions on the front wall. The simulated point
clouds for the RGB-D camera placement with the highest ‘robot’ space values of F1 and κ
for Scene 1 and Scene 2 are shown in Fig. 6.9. The camera is placed on the right wall (in the
same notation as for the heatmap) for the highest value of F1 in Scene 1. In other cases, the
camera is placed on the front wall, and the placement for the highest value of κ is the same
for both scenes.

2.2 Multi-sensor coverage experiment (Exp 2)

The second experiment aims to evaluate the integration of several different sensors together
and to determine how the combinations improve the coverage of the space. We integrated
a pressure pad, a robot proximity cover, and an RGB-D camera placed on the robot base
looking front. We tested 24 pressure pad positions, three proximity cover ranges (0.1, 0.2, 0.3
m), and 9 different orientations for the RGB-D camera (from -40◦ to 40◦ around the z-axis
with a step of 10◦). We evaluated the 7 possible combinations of the sensors—a triplet of
sensors, 3 pairs of sensors, and 3 individual sensors. Unlike in the previous experiment, we
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Figure 6.6: F1 results in three static scenes for different interpretations of data from RGB-D camera—
2D keypoint detection (Zone); raw 3D point cloud (PC); raw 3D point cloud with added spheres
(PC+Sph), Raw 3D point cloud with added cylinders (PC+Cyl); raw 3D point cloud with added
bounding box (PC+Box). Originally published in [129].

Zon
e PC

PC
+S

ph

PC
+C

yl

PC
+B

ox

Zon
e PC

PC
+S

ph

PC
+C

yl

PC
+B

ox

Zon
e PC

PC
+S

ph

PC
+C

yl

PC
+B

ox

-0.05

0

0.05

0.1

0.15

0.2

K
a
p
p
a
 [
-]

Robot space

S
c
e
n
e
 1

S
c
e
n
e
 2

S
c
e
n
e
 3

Zon
e PC

PC
+S

ph

PC
+C

yl

PC
+B

ox

Zon
e PC

PC
+S

ph

PC
+C

yl

PC
+B

ox

Zon
e PC

PC
+S

ph

PC
+C

yl

PC
+B

ox

-0.05

0

0.05

0.1

0.15

0.2

K
a
p
p
a
 [
-]

Human space

S
c
e
n
e
 1

S
c
e
n
e
 2

S
c
e
n
e
 3

Figure 6.7: κ results in three static scenes for different interpretations of data from RGB-D camera—
2D keypoint detection (Zone); raw 3D point cloud (PC); raw 3D point cloud with added spheres
(PC+Sph), Raw 3D point cloud with added cylinders (PC+Cyl); raw 3D point cloud with added
bounding box (PC+Box). Originally published in [129].
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(a) F1 score (b) κ score

Figure 6.8: RGB-D camera placement heatmap for ‘robot’ space in Scene 3; F1 (a) and κ (b) values.
Originally published in [129].

(a) Highest F1 value for Scene 1. (b) Highest F1 value for Scene 2.

(c) Highest κ value for Scene 1. (d) Highest κ value for Scene 2.

Figure 6.9: Point clouds for the RGB-D camera poses with the highest metrics value for ‘robot’ space;
x-axis coordinate is color-coded for better visibility. Originally published in [129].
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Exp. (Scenes) Sensor (# of poses) Parameter Value

1
(1,2,3)

RGB(-D) camera
(172 × 5 ori)

FoV (hor × ver) [◦] 87 × 58
Res. (hor × ver) [px] 1280 × 720

Range (RGBD only) [m] 0.6 - 6

2
(1,2,3)

Pressure pad (24) Dimensions [m] 1.0 × 0.75

Robot proximity cover Inflation [m] 0.1/0.2/0.3

RGB-D camera (9)
FoV (hor × ver) [◦] 87 × 58

Res. (hor × ver) [px] 1280 × 720
Range [m] 0.3 - 3

3
(Dynamic)

LIDAR sensor (172)
FoV (hor × ver) [◦] 360 × 45

Range [m] 0.5 - 20
Ang. res. (hor / ver) [◦] 0.7 / 0.7

Table 6.2: Experiment parameters. Originally published in [129].

integrated the known pose of the robot into the occupied representation to show that both
possibilities are available.

In this scenario, we compare only the maximum F1 and κ as we look for the best placement
only for the combination of sensors. Figure 6.10 shows the maxima of the F1 and κ metrics
for the sensor combinations relative to the triplet values.

From the F-score point of view, we can see that the combination of all three sensors does
not outperform the others remarkably. Moreover, in the case of the evaluation of the ‘human’
space, the F1 values are almost the same for all combinations containing the pressure pad.
Interestingly, the pair without the pressure pad is the second-best combination for the ‘robot’
space, followed by the combination of the pressure pad and the robot proximity cover. The F1

results show the difference between the covered spaces by individual sensors, e.g., the pressure
pad is more suitable for the ‘human’ space than two other sensors and even their combination.

For the κ results, the trends are very similar to those of the F1 results. However, the
relative differences between combinations are larger, mainly for the ‘robot’ space. The triplet
is followed by the pairs containing the pressure pad and the pressure pad alone. These results
suggest that using a pair of sensors instead of all three sensors can have a better price–
performance ratio.

Figure 6.11 shows the occupancy voxels for the triplet, the pressure pad with the robot
proximity cover, and the pressure pad with the RGB-D camera combinations. For each
combination, the variant with the highest ‘human’ space values of F1 and κ for Scene 2 is
shown.

2.3 Dynamic scene experiment (Exp 3)

In the third experiment, we look for the best position of the LIDAR sensor in the dynamic
scene represented by 27 snapshots of the scene where the human and the robot were moving.
We computed the coverage of the LIDAR sensor in the same 172 positions as those used in
Exp 1.

In this experiment, we evaluate only the LIDAR placement for the ‘robot’ space coverage.
Similarly to the first experiment, we created a heatmap, where each camera position is rep-
resented by its highest F1 or κ value of the five orientations. Figure 6.8 shows the heat maps
for the point cloud with the added keypoint cylinders. Again, we have differences between the
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Figure 6.10: Maxima of F1 (a) and κ (b) values in three static scenes and mean over scenes for all
possible combinations of a pressure pad (pad), a robot proximity cover (prox), and an RGB-D camera
(cam) sensors. Originally published in [129].

best positions based on the F1 and κ values. The F1 results suggest placing the LIDAR in the
right half of the ceiling, which is totally different compared to the placement of the RGB-D
camera in the first experiment (see Fig. 6.8). From the ceiling positions, the κ results empha-
size only a few places close to the center of the ceiling, and they also propose placements on
the right wall. The simulated point clouds for the LIDAR placement with the highest ‘robot’
space values of F1 and κ are shown in Fig. 6.13 for two different snapshots. As can be seen,
the best position based on the F1 metric is on the ceiling. On the other hand, the position
with the highest κ values is on the right wall (in the same notation as for the heatmap).

(a) Highest F1 and κ for
all three sensors together.

(b) Highest F1 and κ for
the proximity cover and
the pressure pad.

(c) Highest F1 for the
pressure pad and the
RGB-D camera.

(d) Highest κ for the pres-
sure pad and the RGB-D
camera.

Figure 6.11: Occupancy voxels of occupied space (blue) and free space (green) for best variants of
sensor combinations for both metrics. Originally published in [129].
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(a) F1 score (b) κ score

Figure 6.12: LIDAR sensor placement heatmap for ‘robot’ space in dynamic scene; F1 (a) and κ (b)
values. Originally published in [129].

(a) Snapshot 1 for the highest F1. (b) Snapshot 2 for the highest F1.

(c) Snapshot 1 for the highest κ. (d) Snapshot 2 for the highest κ.

Figure 6.13: Point clouds for the LIDAR sensor position with the highest ‘robot’ space values of F1

(sensor on the ceiling) and κ (sensor on the wall) for the dynamic scene; x-axis coordinate is color-coded
for better visibility. Originally published in [129].
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3 Conclusion

We introduced the definition of the perirobot space (PeRS)—the monitored region of interest
for robot interaction where sensor data are represented as occupancy information. This study
presented the formalization and evaluation of PeRS. We demonstrated its use in an RGB-
D camera placement experiment, a multi-sensor coverage experiment, and a dynamic scene
experiment. The occupancy representation allowed us to compare the effectiveness of various
sensor setups and we used the well-established metrics of F1 and κ score to evaluate the
coverage of regions of interest. Therefore, our approach can serve as a prototyping tool to
establish the sensor setup that provides the most efficient coverage with respect to the given
metrics and sensor representations. For that reason, we made the implementation publicly
available 2.

4 Discussion

The central idea of our approach is the simple evaluation of integrated sensors with different
properties. We consider this work a first step that could be extended in multiple ways. Our
approach can be interpreted in two ways. First, given a sensor setup, what are the proper,
i.e., safe and efficient, ways of achieving the task. Or, given a task, determine the optimal
sensor setup. For our presented multi-sensor grid search to determine the optimal sensor
setup, we could consider additional criteria (e.g., space limitations or sensor costs to find the
best price–performance ratio).

Our approach can capture the differences between sensors of the same type, as revealed
by different suggestions for placing the LIDAR sensor and the RGB-D camera (see Figs. 6.8,
6.12). Moreover, the known robot pose can be integrated into the occupied space, as shown
in the multi-sensor experiment (see Fig. 6.11), to disfavor sensor variants observing only the
robot and not the space around. We found a difference between the F1 and κ scores for the
best placements for the sensors. This is probably caused by the F1 score overlooking the
correctly detected free space.

While we presented only a few sensors in this paper, our occupancy-based approach allows
the easy addition of new sensors. For a detailed evaluation of a sensor setup, all appropriate
representations should be considered.

The presented approach dealt with regions of interest surrounding the robot and the hu-
man. However, one could take into account the instantaneous robot speed to determine an
appropriate surrounding volume for the robot to be considered as the monitored space. Or,
following the peripersonal space approaches, one could ‘enact’ PeRS by training an artifi-
cial neural network on sensor data. A more industrial approach would be to integrate our
occupancy-based representation with automated risk analysis as with the ADJUST tool pre-
sented in [132].

Other possible additions include additional sensors (e.g., moving sensors, sensors on hu-
mans), further representations (e.g., swept volumes for the human), taking into account the
human attention (e.g., by tracking human gaze and incorporating this attention as a factor),
using the occupancy representation of sensors for control (e.g., evasion of the occupied space).
Also, we would like to extend the framework with a user interface to allow its easier use and
optimize the code for faster computation.

2https://github.com/ctu-vras/perirobot-space
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Conclusions and Future Work

This thesis investigated the intersection of three topics: safety, efficiency, and perception in
the context of collaborative robots. The presented results show that the capabilities of collab-
orative robots allow more efficient close physical human-robot interaction (pHRI) than if the
technical specification ISO/TS 15066 is naively interpreted. Although I refer to collaborative
robots, we must always consider the whole application [22] to evaluate the safety and not just
the properties of the robot. I presented my work in three thematic parts and reached the
following conclusions.

In-situ measurements are indispensable for accurate risk analysis of a robot ap-
plication. In Part I: Safety in Physical Human-Robot Interaction, I showed with a total of
3184 measurements of collision forces that the suggested technical specification omits certain
key aspects of collisions that influence the impact forces, namely I studied with my colleagues
the effect of the impact location in the robot’s workspace and the effect of safety covers. I
showed also how we extended the original formula with the properties of soft covers that were
merely mentioned by the standard but not discussed further. In-situ measurements play a
crucial role in accurately estimating the collision forces and therefore the application’s safety.
Directly measured impact forces are the most accurate representation of the impact forces
in the robot application as they take into account also factors that cannot be modeled (e. g.,
robot controllers, motor behavior, or specific distribution of weight that are all proprietary).
Therefore the recommendation is to always perform in-situ measurements to verify the safety
of a collaborative application.

Suitable combination of safety regimes improves the efficiency of pHRI. The
goal of Part II: Efficient Safe Collaboration was to show how the combination of the Power
and Force Limiting regime with the Speed and Separation Monitoring regime improves the
performance of the robot application while maintaining its safety. This idea to combine the
regimes was shared by also other researchers in the field. Still, the three presented papers [21,
109,110] showed each a different realization of the idea and therefore provided an exploration
of the merits of the regime combination. The results of all three of the papers showed that
the performance of the combined regimes is better than if the regimes are applied separately.
Roughly, the combination of these regimes allows reaping the benefits of each one of them
while mitigating their drawbacks. Speed and Separation Monitoring could leave the robot idle
for too long, but it allows the robot to move fast if the human is not present. Power and Force
Limiting regime forces the robot to move slowly but allows the robot to move all the time.
I consider the merit of the presented research in providing experimental verification of this
hypothesis and an easily applicable implementation of the regime combination. The presented
papers used human keypoint detection to monitor the separation distance between the robot
and the human keypoints. However, the shown research has presented only a possible future
of human-robot interaction as the employed human keypoint detection algorithms are not yet
safety-rated. Their use allows to discriminate between various parts of the human body and
therefore be more sensitive to safety risks.



Sensors should be evaluated with respect to the space surrounding the robot in
a formal representation. Finally, in Part III: Perception and Representation, I suggested
focusing on the perirobot space, i. e., space surrounding the robot, for the evaluation of the
use of effective safety measures. The presented study was merely a first step in the direction
of the formalization and evaluation of perirobot space. The therein-used occupancy represen-
tation allows the comparison of various sensory setups for the robot application. The result
shows that the optimal sensor setup strongly depends on the application and the applied
sensors. The suggested occupancy representation manages to capture the fundamental differ-
ences between sensors. For example, it captures the differences between the various keypoint
models and also the effect of combining these sensors. As opposed to classical approaches, I
suggest keeping the robot at the central point of the analysis of sensor coverage and thereby
include sensors that are part of the robot (e. g., sensitized skins) more naturally. The pre-
sented perirobot space concept allows the formal evaluation of sensory setups and therefore
makes it easier to evaluate the suitability of sensory setups.

These three main take-away messages from my research lead to the statement that for
efficient safe physical human-robot interaction a holistic yet robot-specific approach should
be taken. And this holistic approach is not limited to industrial robots but should extend
also to other ‘non-industrial’ robots where many of the learned lessons could be applied (as
shown with the GARMI robot). This, however, asks for the continued development of certain
approaches and technologies. Further investigations should be made in perirobot space models
that would account for the individual properties of the robots and sensors and present possibly
other than occupancy-based representations. The promise of a perirobot space approach is also
its automation for the design and evaluation of sensory setups. The combination of an in-situ
created collision force map together with the perirobot space sensor evaluation would help the
design of safe robot applications. New factors should be also modeled and taken into account
to make the approach truly holistic, for example, ‘soft’ aspects of human-robot interaction,
i. e., the human interpretation of robot movements as in the Expectable Motion Unit [133].
Additionally, new safety-rated sensors should be developed and introduced that would allow
the most efficient, i. e., human keypoint-based, approaches to safety regime combination leave
laboratories (e. g., the camera from the Smart Robots [30] or the SICK sensors [29]). Last,
but not least, the research presented in Part I: Safety joined the current attempts to improve
the ISO/TS 15066 standard. With these steps, the lessons learned from safety research with
collaborative robots, safe and efficient close physical human-robot collaboration could become
common not only in laboratories but also in factories and our homes.
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