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Abstract

Network security is an increasingly impor-
tant concern in today’s connected world
as the number and complexity of threats
continue to grow. Federated learning (FL)
is a machine learning method to distribut-
edly train an model using clients’ data
while protecting their privacy. In this the-
sis, we present an FL solution for network
security, specifically for detecting malware
activity in HTTPS traffic. We developed
both supervised and unsupervised meth-
ods for detecting malware in the clients’
data. We evaluate our methods using the
CTU-50-FEEL dataset, which contains re-
alistic benign traffic of ten users spanning
five days, as well as traffic of six distinct
malware. Our experimental results show
that our federated learning approach is
able to detect a wider range of threats
with higher accuracy than if the clients
relied only on their own data to create
their models. Overall, our work demon-
strates the feasibility of using Federated
Learning for detecting malware activity in
clients with non-IID network traffic while
preserving their privacy.
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Abstrakt

Sitova bezpecnost je v dnesnim propoje-
protoze pocet a slozitost hrozeb neustale
roste. Federativni uceni (FL) je metoda
strojového uceni, kterd umoznuje distri-
buované trénovat model s vyuzitim dat
klienti a zaroven chranit jejich soukromi.
V této praci predstavujeme FL feseni pro
sitovou bezpecnost, konkrétné pro detekci
aktivity malwaru v HT'TPS provozu. Vy-
vinuli jsme metody s ucitelem i bez uci-
tele pro detekci malwaru v datech klientu.
Nase metody vyhodnocujeme pomoci da-
tové sady CTU-50-FEEL, ktera obsahuje
realisticky ,,neskodny* provoz deseti uzi-
vateld v rozpéti péti dna a také provoz
Sesti raznych druhi malwaru. Nase experi-
mentalni vysledky ukazuji, ze nas pristup
zalozeny na federativnim uceni je scho-
pen detekovat Sirsi skalu hrozeb s vyssi
presnosti, nez kdyby se klienti pfi vytva-
feni svych modeld spoléhali pouze na sva
vlastni data. Celkové nase prace prokazuje
proveditelnost pouziti federativniho uceni
pro detekci aktivity malwaru u klienti s
non-IID sitovym provozem pii zachovani
jejich soukromi.

Kli¢ova slova: Federativni Uceni,
Sitova Bezpecnost, HT'TPS, Strojové
Uceni, Variac¢ni autoencoder, Detekce
Anomalii, Klasifikace

P¥eklad nazvu: Decentralizované
federativni uceni pro sitovou bezpecnost
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Chapter 1

Introduction

Network security is an increasingly important concern in today’s connected
world as the number and complexity of threats continue to grow [1, 2]. Many
solutions exist, both using conventional threat intelligence and machine
learning (ML) methods to address these security threats. However, one
challenge of using ML for this purpose is that algorithms need to be trained
with data that is usually private, since the organizations owning them may be
unwilling to share the data with others, making a traditional or centralized
ML solution hard to implement. Moreover, centralized machine learning
models may need vast computational and data storage resources. Therefore,
Federated learning (FL) is proposed by the community as a ML method
where each client trains its own model in its own private data and then shares
the model updates with a central aggregator, which creates a global model
for all the clients. FL is a way to collaboratively and distributedly train
with clients’ data while protecting their privacy. This thesis presents an FL
solution for network security.

There has been a growing interest in using federated learning for various
applications in network security. Previous research has demonstrated the
feasibility of using federated learning for tasks such as intrusion detection,
sharing cyber threat intelligence, and network traffic classification. These
studies have shown that federated learning can achieve good performance
while preserving the privacy of individual networks [3] [4].

While federated learning has shown promising results for various applica-
tions in network security, there are still many open research questions and
challenges to be addressed. One important area of focus is the heterogeneity
of data across different networks, which can pose a challenge for the models
trained using FL, which often struggle to converge on data which is not
independent and identically distributed (non-IID). This is especially relevant
in the context of network security, where data may vary significantly due to
the diversity of both benign traffic generated by users and malicious traffic
originating from a wide range of malware. Additionally, most of the existing
research in federated learning for network security has focused on specific
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domains, such as the Internet of Things (IoT), or targeted a narrow range of
threats. There is a need for more research that addresses the generalizability
and scalability of federated learning to a wider range of network security
scenarios.

The usage of HT'TPS has become widespread in the past years [5], and
its privacy benefits to the users are well known. However, new versions
of malware also started taking advantage of it, as encrypting their traffic
makes them more difficult to discover. There is a growing need to develop
new methods for detecting these types of malware. The traditional machine
learning methods rely on gathering data from users to train models. In the
network security setting, this translates to collecting potentially sensitive
information about the users’ network traffic and thus violating their privacy.
This privacy issue is addressed by using Federated Learning. We have used
FL to train both unsupervised and supervised machine learning models
for detecting malware activity. Our methodology involves multiple clients
participating in the training process, some of them only with benign traffic.
This represents a particularly challenging scenario due to the extreme class
imbalance across the clients, where the majority of traffic is benign and only
a small fraction is malicious. Moreover, this thesis uses, as far a we know, for
the first time the concept of network malware vaccines, which in our case, are
a small dataset of malicious feature vectors that can be shared with the clients
and incorporated into their local datasets for federated training. Vaccines
for malware binaries and system infections have been known for decades [6],
but no use of network traffic vaccines has been reported so far. Results of
our experiments show that the use of vacciones significantly improves the
convergence and performance of the global model, which is then able to detect
even types of threats not originally present in the vaccine.

To train and evaluate our proposed FL methods, we use the CTU-50-
FEEL dataset [7] developed in the Stratosphere Laboratory [8]. It contains
everyday traffic of ten different users using a diverse mix of operating systems
and applications. The malicious traffic is from malware deployed in the
Stratosphere Laboratory. The traffic captures span five consecutive days
allowing for the simulation of longer-term deployment with realistic differences
in distributions and activity between the days.

The evaluation the proposed FL methods is done in a series of experiments
using both supervised and unsupervised algorithms. We designed different
scenarios to evaluate the FL methods. These scenarios are designed to find out
how is the performance of the FL. model affected by fewer clients participating
in the training. The scenarios are also designed to evaluate if FL models
from previous days can be reused and retrained on the following days. To
test the methods under harder conditions, we created a variant of the dataset
called CTU-50-FEFEL-less-malware which has more challenging properties for
detection. This variant of the dataset contains fewer infected clients each day,
making the dataset more imbalanced. With fewer infections, there are spans
of no activity for some malware, enabling us to evaluate the ability of the
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models to remember past threats.

Every FL experiment consist of three sub-experiments: (i) the FL experi-
ment where clients send updates to a central aggregator and receive a global
model; (ii) a local experiment where each client trains alone and tests alone;
(iii) a central experiment where we get all the data together as if there were no
clients, and no privacy concerns. The central experiment provides an upper
bound on the performance that can be achieved with FL. In contrast, the (ii)
local learning setting illustrates a case where data privacy is a concern, and
FL nor any other communication is used. As such, each client trains a local
model using only its own data, without any collaboration.

Results shows that Federated Learning is a viable method for detecting
malware that use TLS encrypted traffic. The FL models consistently out-
perform the models trained only on the local data of the clients. We also
show that in the multi-day deployment scenarios, models from previous days
can be retrained on new data using fewer training rounds while preserving
comparable performance to the models trained from scratch. The use of
the vaccine enabled the training of supervised detection models with both
infected and non-infected clients. The FL methods achieved overall high
accuracy with a minimal performance penalty compared to the experiments
of type (iii) where the dataset was completely centralized.

All our experiments showed that there is a clear performance benefit to
the federated training (i) over the local setting (ii). In the unsupervised
experiment, the collaboratively trained anomaly detection model achieved a
95.26 % accuracy, while the models trained only on the local data reached
average accuracy of 94.80 %. The best unsupervised results were achieved in
the central experiments (iii) with an average accuracy of 96.55 %, but these
scenarios require violating the privacy of clients’ data.

The benefits of the clients’ collaboration are even more pronounced in
the supervised experiments. The type (iii) experiments on the completely
centralized dataset had an average accuracy of 99.80 %, while in the federated
experiments (i), the models achieved only a slightly worse accuracy of 99.46 %,
while providing stronger privacy guarantees to the clients. Both these scenarios
are an improvement over the type (iii) experiments with no cooperation, in
which the models had an average accuracy of 98.27 %.

These results support the idea that cooperation is beneficial to developing
new malware detection methods in network security. They also show that
Federated Learning is a viable method to achieve collaboration without
compromising the privacy of the data. Although there is a performance
penalty to the models, it may often be outweighed by privacy concerns.

The novel contributions of this thesis are:

® A new dataset called CTU-50-FEEL with HTTPS features for the CTU-
50 dataset.
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® A multi-head neural network architecture that includes a autoencoder
and fully connected neural network.

® Highly unbalanced dataset variations and experiments for realistic ex-
treme malware classes.

® A multi-day methodology to accelerated training with past models.

B Use of network data vaccines sent to the clients to improve detection.



Chapter 2

Theoretical Background

This chapter aims to give a theoretical overview of areas and methods related
to or directly used in this work. We introduce some commonly used metrics
used for evaluating and comparing machine learning models, describe neural
networks and how they are trained, and then focus on specific types of neural
networks.

Then we focus on the area of Federated Learning, describe the motivation
behind it, how it achieves its goals, and classification of the types of FL.
We introduce the field of Federated Optimization, which devises algorithms
and methods for training machine learning models in the federated setting.

Finally, we focus on the challenges commonly encountered when developing
FL methods.

B 21 Supervised and Unsupervised Learning

An often-used categorization of machine learning is supervised and unsuper-
vised learning [9, Chapter 5]. This splits most of the algorithms based on
what kind of data they are able to observe when learning.

In supervised learning, the algorithm is given information about the label
or target for each data point. For example, in the case of classification, the
label provides information to which category an input sample belongs.

In unsupervised learning, the algorithm is not given such information and
can only observe the structure and properties of the dataset. Tasks on such
datasets could be, for example, to somehow learn the underlying probability
distribution or to cluster together similar samples.

However, the boundary between supervised and unsupervised learning can
become blurry, as in some cases, there does not have to be a label for every
data point in the dataset (we refer to this as semi-supervised learning), or
the label information can be weak or unreliable [10]. Active learning systems

5
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are designed to use as little labeled information as possible to achieve their
learning goals and usually work in a framework where they query the user to
provide additional labeled information during the learning process.

. 2.2 Performance Measures

We use performance measures to quantitatively evaluate a machine learning
algorithm on a given task [9, Chapter 5].

To properly evaluate the algorithm, we usually use a test dataset - a
collection of data points separate from the training data. The performance
measures vary based on the types of tasks and used data.

We will describe specific performance measures for binary classification as
they are particularly relevant to this work. Figure 2.1/ shows the four possible
outcomes of classifying a data point. This structured table is referred to
as a confusion matrix, and it contains the absolute counts of the possible
outcomes. We will use the notation in the table to express the measures [11].

Predicted Class
Positive Negative

2 Positive True Positive | False Negative
= (TP) (FN)
@)
Tg False Positi T Negati

. alse Positive | True Negative
B Negative
g7 (FP) (TN)

Figure 2.1: Confusion matrix
Accuracy is one of the intuitive measures, and it expresses the ratio of

correctly classified samples over the whole dataset.

TP +TN
TP+TN+ FP+ FN

(2.1)

accuracy =

True Positive Rate (T'PR), sometimes referred to as recall or sensitivity,
is the proportion of positive samples which are correctly identified as positive.

TP
TPR = TP+ FN (22)

Similarly, True Negative Rate (TN R or specificity), False Positive Rate
(FPR or fall-out), and False Negative Rate (FFNR) can be expressed as

6
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TN rp FN

TNR=———"__  FPR=——__ FNR=——__
R=TNyrp R=FpiTn R=rns71p

(2.3)

Precision expresses the proportion of real positives in the positively pre-
dicted values

TP

—_— 24
TP+ FP (24)

precision =

Finally, the F-score combines the precision and recall measure using their
harmonic mean

precision - recall

F-score =2 (2.5)

precision + recall

It is also referred to it as a balanced F-score as it weights both measures
equally or Iy coming from a generalized variant Fg which uses a 3 parameter
to put S-times more importance on the precision metric.

precision - recall (2.6)

Fg=(1+p
p=(1+5 )(52 - precision) + recall

B 2.3 Feed-Forward Neural Networks (FF-NN)

Neural Networks (NN) are a group of machine learning models that are com-
posed of a number of units that were originally meant to resemble biological
neurons[I2]. In Feed-Forward NN, the neurons are organized into units, and
the information flows in one direction from one layer to another.

Goodfellow et al. [9, Chapter 6] describe Neural Networks as a composition
of multiple functions. A case of a simple network with three layers could
be described using functions f1), f@) fG3) Those layers are connected in
a chain forming f(x) = f®(f@(fM(x))). fO is called first layer or input
layer as it takes the input vector x; f (2) is referred to as a second layer, and
the final layer is usually called output layer. The layers between the input
and output layers are collectively referred to as hidden layers, and the total
number of layers in a chain gives the depth of the model. The goal of FF-NN
is to create such function f(x), which approximates some function f*.

Each layer j has a weight matrix W; associated with it, a bias vector bj,
and an activation function ¢;. The i-th row of the W; represent the weights
vector wj; of i-th neuron in layer and bj; its bias term. The output of the
layer j is then
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fi(j) (xj-1) = SO(XJT‘AWJ' +b;)

Where x;_1 is the output of the previous layer. The activation layer is
usually some non-linear function that is applied element-wise. The non-
linearity of ¢ gives NN models the ability to approximate complex functions.
A wide variety of different activation functions are used in modern neural
networks, we provide an example of some of the common ones in the list
below and their plots in Figure [2.2,

® Sigmoid: s(z) = L

14+e—*
0 ifz<O
® Rectified Linear Unit (ReLU): r(z) = s
z ifx>0
*—1 ifz<0
® Exponential Linear Unit (ELU): e(z) = ‘ s
T ifz>0
® Hyperbolic Tangent function (Tanh): tanh(z) = zz;g:z

B 24 Training of Neural Network Models

The process of training refers to an effort to find parameters 6 such that the
network f(x,6) best approximates function f * (x). In the case of NN, the
0 represents the weights and biases of the individual layers [9, Chapter 8|.
As fx represents the desired function, we usually use a set of samples x and
target values y. A loss function L(y, fx) is used to compare the outputs of
the model to the desired ones.

We can formalize the training as an optimization process of finding parame-
ters that will minimize the sum of loss over each sample. In order to improve
the loss of the model, we need a way of computing its gradient to inform
us how to adjust the weights. The backpropagation algorithm [12] is used
for this purpose. It progresses in the opposite direction from the inference -
from the last layer to the first. Since the f(x) representing FF-NN consists
of multiple layers compounding to produce the output, the partial derivative
can be obtained using the chain rule. As its output, the algorithm produces
a gradient of the loss function with respect to the parameters of the model as
a function of the inputs x and outputs y.

In practice, the whole set of training samples is not used to compute
the gradients, and instead, an algorithm called Stochastic Gradient Descent
(SGD) is employed, which uses an average gradient over a subset of the
data to compute updates to the weights. The algorithm shows the process of

8
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(a) : Sigmoid (b) : ReLu

|

I

1
=5 0 5
(c) : ELU (d) : Tanh

Figure 2.2: Examples of commonly used activation functions.

computing new weights using a part of the dataset (batch), and a learning rate
parameter 7 controls the step size of the update. Traditionally, the batches
are obtained by splitting the training data into equally sized partitions, and
one iteration over all batches is referred to as an epoch.

The size of the batch controls the amount of stochasticity in the process.
With larger batch sizes, the update steps approach the true gradient of the
whole dataset, but they can also more easily get stuck in a local minimum of
the non-convex function. Decreasing the size of the batches can somewhat
mitigate it and also uses less memory, but the algorithm will take longer to
compute the larger number of updates.

There exists a large number of algorithms driving from SGD and improving
its convergence speed. The often-used method is momentum which introduces
a velocity variable v. It accumulates the gradients from previous steps and
enables the algorithm to take larger steps if multiple successive updates point
in the same direction.

One particular method which uses momentum is Adaptive Moment Esti-
mation (referred to as Adam [I3]). It uses the first and second momentums
of the gradient, and it also individually adapts the learning rates to progress

9
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faster in less sloped areas of the parameter space. Although this algorithm is
more computationally demanding, it accelerates the convergence and seems
to be more robust in the choice of hyperparameters.

. 2.5 Autoencoders

An autoencoder (AE) is a type of neural network architecture which is trained
to produce copies of its inputs as its outputs [9, Chapter 14]. The particular
type of autoencoders we deal with are Undercomplete Autoencoders shown in
Figure 2.3l They are split into two parts. An encoder projects the input into
some lower dimension (latent space), and a decoder attempts to reconstruct
the input from it. The model is trained using a reconstruction loss function
which measures the differences between the input and output of the model.
Mean square error (MSE) is often used as such a loss.

Input Output
. S
\ f

)
[ R
Latent
> z 1
' S space ‘o v !
] \ [ e RN e 2N e Y [ ]
v . . -
\ 1 \ /| \ / \ 1
S LIy s— \ \ ’ 1 S
AN ’ W !
v (i v Wi
v Y v/ It
] n ] I A ] " |
1\ AY / \ 1
\ o S \
1 1 — \ A 1 ! 1
1 \ /I \ 1 \
\
\ ’ ’ \ ! \
| 1 | I \ |
1 ! N 1
! \ ’ \ N ‘\
/ \
[ | D I Vo
1 A \
, N
A , . \
P N
[ NI
, R
L O}
' . N
, J
Encoder Decoder

Figure 2.3: A structure of an Undercomplete Autoencoder. 1t excepts 10-
dimensional vectors as its input, and the encoder projects them down to 3
dimensions from which the decoder attempts to reconstruct the original vector.

Since the model only compares its input to its output, it does not need any
label information and can be used for unsupervised learning. The encoder
can be used as a method for non-linear dimensionality reduction or to extract
useful features from the data. Autoencoders can also be used in generative
tasks, as the decoder can produce samples for any point in the latent space.
They can also be used for anomaly detection by training the model on normal
data and relying on the model to create an output with a greater loss for
outlier samples.

A special variant of autoencoder is Variational Autoencoders (VAE) [14].
The VAE does not produce the embedding directly but instead uses a proba-

10



2.6. Federated Learning

bilistic distribution which it learns - an unbiased multivariate normal distribu-
tion in our case. The encoder is trained to produce mean (x) and log-variance
vectors (log(0?)), which are then used when sampling the normal distribution.
The log variance is used to prevent the model from producing negative values.

To train the model using backpropagation, a representation trick is used
for sampling the normal distribution. A random vector ¢ is sampled from
the standard normal distribution, which is scaled by the variance vector and
added to the mean vector. By using a specific distribution, VAEs tend to
generalize better and are less prone to overfitting. They are also better suited
for generative tasks as the encoder can generate multiple samples coming
from the same distribution.

To train VAE, a reconstruction loss is used as in a regular autoencoder.
To it, a Kullback-Leibler divergence is added as a regularization term which
discourages the learned distribution from diverging. This metric is used
to compare two probabilistic distributions, and in this case, it describes
the distance of the model’s diagonal multivariate normal distribution to a
standard normal distribution as can be expressed as

k

Dict, (N1, 0%), M0, 1)) = 3 Y (02 + 4 — Log(o?) — 1)

i=1

B 2.6 Federated Learning

Since the introduction of Federated Learning (FL), many variants have been
developed targeting specific use cases. The basic version of FL assumes a
central aggregator node, which communicates with a number of clients and
orchestrates the model training with them [15]. In this case, the clients
hold the data, which usually have different distributions, but the features
observed in every client are the same, and the different clients usually hold
data describing different entities. In this chapter, we introduce some variants
of Federated Learning which differ in those basic assumptions.

B 2.6.1 Cross-device and Cross-silo Federated Learning

The first applications of FL focused mainly on training on edge devices like
mobile phones or IoT devices. We refer to those approaches as cross-device
as the learning and data are present on the devices themselves. This is to
oppose a cross-silo approach, where the data is usually first siloed across
an organization onto a more powerful server, which then serves as a node
participating in the Federate Learning. This, for example, allows multiple
organizations to collectively train a model without sharing their data directly.

11
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Figure 2.4: Classification of Federated Learning based on the type of participants.
In cross-device FL, the models are trained in the devices from which the data
originates. As opposed to cross-silo, where the participants are usually larger
organizations that have dedicated servers in which the data of the organization are
siloed. These servers usually provide better reliability and more computational
resources available for the training. The number of participants is generally
lower in the cross-silo setting.

Cross-device methods are often designed to handle thousands of participants
and are thus more difficult to coordinate and can have higher demands on
transmission efficiency. Furthermore, the edge devices participating in cross-
device learning often offer limited computational power or availability. For
instance, when training on mobile phones, conditions such as the charging
state, network connectivity, and the user’s activity must be considered [16,
17, 18]. This is usually done by selection strategies, which would only accept
participating devices that fulfill defined conditions. It is also assumed that
some devices might become unavailable during the training process.

In the cross-silo scenario, the data from an organization are usually con-
centrated on a single machine within an organization. This and a number
of participants as low as two, allow for stronger assumptions on availability,
computational resources, and network connectivity.

Sometimes, the cross-silo approach is employed when organizations share
the same entities in their datasets but observe different features describing
them, but for privacy reasons, they can’t share data directly. This can be
the case, for example, when hospitals and laboratories conduct medical tests
and have data about the same individuals. Due to the high privacy concerns
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related to medical records, privacy-preserving FL can be the only option to
train a model using both datasets. This approach is called Vertical Federated
Learning and is further discussed in the next section.

B 2.6.2 Horizontal and Vertical Federated Learning

One of the key classifications of Federated Learning is how the samples and
features are partitioned among the clients participating in FL. When the
features in the datasets are the same, but the samples come from different
(or partially overlapping) sets of entities, it is called Horizontal Federated
Learning (HFL). The opposite case, when clients share different features from
the same set of entities, it is called Vertical Federated Learning (VFL).

HFL is applicable in cases where similar behaviors can be observed in
a number of clients. For example, it can be used to improve wake word
detection models used by Al assistants. In this case, each device collects the
same audio features, but each device contains only samples generated by a
single user. In this setup, a CNN is able to learn to detect key phrases with
high accuracy without the data leaving the edge devices.

The concept of the vertical split of the data is more applicable in the
cross-silo FL. It assumes that all participants are in possession of data from
the same ID space but different feature spaces. This has direct effects on
the architecture of the models. In HFL, all clients generally have the same
models, which are being locally updated by them and then synced through
a central coordinator. While in VFL, the clients usually only maintain part
of the model, and both training and inference have to be done in a more
coordinated manner.

In the case of neural networks, each client maintains a part of the whole
model. During training, it inputs its set of features through its model and
sends the output to a participant in possession of the labels. The responsibility
of the label owner is to produce an output of the whole model and send the
backward messages to all participants so that they can update their models.
One of the pre-requisites for this process of training is the establishment
of a common set of IDs of samples which further adds to the coordination
complexity.

B 2.6.3 Federated Optimization

In this subsection, we will introduce the main methods used for federated
optimization, which refers to the optimization algorithms used in Federated
Learning. The focus of this subsection is on introducing the main methods
used for training models in FL, which are mostly extensions of Stochastic
Gradient Descent (SGD) and can be used to train a variety of models, including
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Neural Networks [15], Linear Regression [19], Support Vector Machine [20],
Gradient Boosting Trees [21], and Random Forests [22].

Federated Learning SGD can be implemented with the Federated Averaging
algorithm (FEDAVG) (described in Section 2.6.3). Since its introduction, new
methods were proposed to extend and improve upon it in order to achieve
better stability, and performance. This includes both the performance of the
model and the computational efficiency of the training process.

B Federated Averaging

FEDAvVG was proposed by McMahan et al. [15], and it can be viewed as an
extension of Stochastic Gradient Descent and is described in Algorithm 1. The
training of the models is done in rounds, coordinated by a central aggregator
server. The server initializes a model wg, which then broadcasts to all clients
who take part in the training. The clients then apply a local SGD using their
data D;, for a number of epochs - E. After the clients finish their rounds,
they send the adjusted weights wf of their models back to the central server,
which aggregates the weights by computing their average. This results in a
new global model wy, which is broadcasted to the clients in the next round
of training.

The main contribution of the FEDAVG compared to previous algorithms
used distributed learning [23] is the introduction of the multiple local epochs.
This allows for more communication-efficient learning as the model parameters
are transmitted less often. However, higher values of F also lead to more
divergence between the clients’ models in the case of non-IID data.

B Adaptive Optimization

Extensions of FEDAVG were developed to allow for better control of the
training process. One of those is FEDOPT proposed by Reddi et al. [24],
which generalizes the "vanilla" FEDAVG and enables the use of momentum-
based and adaptive optimization techniques. Algorithm [2| shows the federated
variant of the ADAM optimizer, which utilizes these techniques together with
separate learning rates for the client and server procedures. Similarly, as in
traditional machine learning, the adaptive methods in a federated setting tend
to have better convergence characteristics and necessitate less hyperparameter
tuning.

It is important to note that in some cases, the clients may be unable to
maintain a persistent state between the rounds. For example, when the client
population is large, and the participants in each iteration are sampled. In
this case, many clients may only be used once, and the local learning rates
can not be applied.
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Algorithm 1 Federated Averaging algorithm [I5]. S; is the set of clients in
time ¢, and they are indexed by k; w are parameters of the model, 7 is the
learning rate and [ is the loss function.

procedure SERVER EXECUTION
initialize wg
for round t < 1,2,..T do
for client k£ € S; in parallel do
wh, | +CLIENTUPDATE(k, wy)
end for
Witl & f She1 Wi
end for
return wp
end procedure

procedure CLIENTUPDATE(k, w) > Run on client %
B < (Split local dataset Dy, into batches of size B
for local epoch ¢ from 1 to E do
for batch b € B do
w < w —nVI(w;b)
end for
end for
return w to server
end procedure

B Regularization

In FL, clients often perform multiple local updates before sharing them with
the aggregator server in order to save on communication overhead. This often
leads to client drift where the models of the individual clients diverge. This
can be mitigated by using regularization, which can be viewed as a term
added to the loss function, which penalizes the drifting of the local model
from the global one.

By choosing the function (w, w,), a distance function of the local model
w, and the latest global model w,, we can ensure that the local models will
not diverge significantly. Examples of the regularization functions can be
found in the FEDPROX [25], which introduces the proximal term

VYRS

vi(w,wy) = 5 (|lw —wyl))?

where p is a hyper-parameter of the method. The proximal term is added to
the loss function as a penalty.
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Algorithm 2 FEDADAM algorithm[24]. S; is the set of clients in time ¢, and
they are indexed by k; w are parameters of the model, 7. and ns are the client
and server learning rates, [ is the loss function, m and v are the momentum
and velocity vectors, 1,82 € [0,1) are hyper-parameters controlling their
decay and ¢ is a small non-zero constant

procedure SERVER EXECUTION(wq, m_1,V_1, 31, 2, €)
for round £+ 1,2,..T do
Wf — Wy
for client k£ € S; in parallel do
A¥ + CLIENTUPDATE(K, W¢)
end for
= R Ay = Y0 A
my < fimy_1 + (1 — B1) Ay
Vi < Bavit + (1 — Bo) A?
Witl = Wills A
end for
return wr
end procedure

procedure CLIENTUPDATE(k, w) > Run on client &k
B « (Split local dataset Dy into batches of size B
for local epoch ¢ from 1 to E do
for batch b € B do
w — w — VI (w;b)
end for
end for
Af e w —w
return AF to server
end procedure

B Model Weighting

During the model aggregation step on the central server, a weighting scheme
is often employed. For example, in the FEDAVG algorithm, the global model
can be obtained as a weighted average of the clients’ contributions. Weighting
is most often employed in cases of data or performance heterogeneity, as
described in Section[2.6.4L Its main purpose is usually to mitigate the tendency
of the model to favor clients with higher volumes of training data or available
resources. However, employing some weighting scheme may require the clients
to share information about their data which might bring technical and privacy
concerns. For example, when weighting is based on the number of samples
used for training the model, the clients inevitably leak the amount of data
they contain.
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B 2.6.4 Challenges of Federated Learning

Federated Learning is a collaborative effort to extract knowledge from a set of
clients while ensuring their data privacy. As this process is usually distributed,
it shares some challenges with Distributed Learning while also introducing
some unique ones. In this chapter, we will discuss some of those challenges
and how they are usually addressed.

B Data Heterogeneity

One of the most discussed and wildly studied challenges in Federated Learning
is that the data across clients is often not identically and independently
distributed (non-I1ID). This usually arises when each device contains data
generated by a single user or a small set of them. It means that it is more
common in the cross-device setting, but organizations in cross-silo settings
can also each have uniquely skewed data.

The non-IID property of the data can manifest itself in a multitude of
ways. The class balance can be different across clients, some labels being
overrepresented on some sets of clients while non-present on others at all.
The quality of labels can also vary across clients, and it is possible that the
same features can have different labels across devices.

The non-IID data was presented as a key challenge in Federated Learning
since its introduction[I5], and it is often viewed as a requirement for realistic
FL datasets.

Non-IID data is not unique to FL, and it is a challenge with which many ML
models struggle. Robust statistics is an area of research focusing on methods
applicable to data coming from a wide range of distributions. Using some
robust techniques can help with FL on non-IID data. Examples of this can
be extensions of FedAvg (see Section 2.6.3), which use a median or trimmed
mean instead of a simple mean for weight aggregation [3]. These robust
methods offer resiliency against outliers but at the cost of losing information,
leading to slower convergence and worse performance.

A different approach is to relax the requirement of training a single global
model. As the issues of non-IID data arise from the heterogeneity of the
client’s data, a possible solution might be to personalize the models for each
client. A common approach is to use a method common in transfer learning -
local fine-tuning[26] 27, 2§]. In it, a shared FL model is first acquired, which
is then fine-tuned on the client’s own data to achieve personalization. Work
has been done relating FL to Meta Learning [29] when viewing clients as
heterogeneous tasks. This allows for the use of Model Agnostic Meta Learning
(MAML) [30], which strives for general models which can be quickly adapted
for specific tasks.
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B Device Heterogeneity

In many practical FL deployments, there exist significant differences among
the clients. We discussed the differences in their data in the previous section,
but apart from those, the clients can also vary in the available performance
and communication resources as well as in the amount of data they can
collect.

The practical challenge of training a federated model is that as the individual
clients differ in their performance, it may take longer for some of them to
finish iterating a batch of training data. This leads to some of the clients
sitting idle and the wall-clock time of the training increasing [16].

A solution is to set a fixed time limit and allow the clients who would
have finished sooner to continue training locally and omit the contributions
of the struggling clients. Another option is to use asynchronous aggregation
instead of conducting the training in distinct rounds. This allows the clients
to share their contributions with the aggregating server as often as they are
capable [31].

However, both of those approaches introduce bias favoring clients that are
capable of finishing more batches. To mitigate this, a weighing schema is
usually employed in the aggregation, decreasing the weights of contributions
produced by the more active client [32]. A similar schema is also used to
promote contributions from clients with fewer training samples available, to
decrease the bias from the data volume heterogeneity.

B Communication Efficiency

When deploying FL on IoT devices or mobile phones, communication overhead
can become a significant obstacle. The main sources of bandwidth consump-
tion is the aggregation server sharing the global model with the clients and
the clients sending their gradients back to it. Some common techniques
used to decrease the model size can be applicable here, e.g., sparsification or
quantization.

Gradient compression is a popular technique that reduces the size of the
gradients by only preserving the most important components and sparsifying
them [26] 33).

Another approach is to employ a Multi-Epoch aggregation, where in each
round the clients train their local models for multiple epochs, and only after
that they share their updates with the aggregator [15]. This decreases the
total number of communication rounds but also allows the local models to
drift from each other.

These techniques usually represent a trade-off between the communication
efficiency and the convergence time of the model and its accuracy.
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Chapter 3

Previous Work

While Federated Learning is a relatively new area of research, it quickly found
its applications in various fields. The focus of this chapter is to introduce
some of the works relevant to applying FL in network security. In network
security, there is a need to detect threats using a vast amount of data that is
distributed between a large number of devices. Learning from this data can
pose performance challenges and bring up privacy concerns. As the data is
usually some representation of the network traffic, it may contain sensitive
information. This might lead to Federated Learning being a good fit for these
applications and, in some cases, the only option because of legal regulations.

Many of the published works focus on the area of the Internet of Things
(IoT). One of the most relevant works to this thesis is by Rey et al. [3] on
detecting malware in IoT devices. The authors compare both supervised and
unsupervised methods and propose robust model aggregation techniques to
handle non-IID data and to make the models more resilient to certain types
of attacks. This work was tested on a static IoT dataset in which every device
was infected with two types of malware (Mirai[34] and BASHLITE[35]). In
contrast, in our work, we evaluated the developed methods on a dataset
with a wider range of malware that uses HTTPS. Our dataset also spans
multiple days, with significant changes in the data distribution. The malware
is contained only in a subset of the clients, making it more challenging to
train the supervised detection models.

Other works in IoT focused on anomaly detection using sequential models.
The work done in [36] shows the importance of being able to capture the
temporal information of the data for network security applications. They
have evaluated the use of two types of recurrent models, a Long Short-Term
Memory (LSTM) and Gated Recurent Unit (GRU). Their anomaly detection
models were tested to detect various types of Distributed Denial of Service as
well as Man-in-the-Middle attacks. Previous work has shown the viability
of using the more demanding recurrent models in a resource-constrained FL
environment [37] by employing techniques such as gradient compression.
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De Carvalho Bertoli et al. [38] decided to focus on a narrow threat in
network intrusion detection and designed a federated system for detecting
port scanning attacks. They have evaluated a Logistic Regression trained using
FEDAVG on a dataset with 13 siloed agents, each with different distribution of
benign and scanning traffic. In the majority of clients, the FL outperformed
a locally trained model. However, their federated approach struggled with
agents with significantly different class balances.

The heterogeneity of the clients’ datasets is an inherent problem in Feder-
ated Learning, and it can be especially challenging in network security. This
led some researchers to reject the FL goal of obtaining a single global model.
Segmented Federated Learning [39, 40] was proposed for network intrusion
detection. Segmentation allows for multiple global models to be maintained.
Clients are periodically evaluated and reassigned to a group with the best
fitting model.

In Segmented Federated Learning, all clients are assigned to a single segment
at the beginning. In the following training rounds, the diverging clients split
away from it to form new segments or join already existing ones. However,
this often leads to a single group containing the majority of the clients and
the rest scattered among groups of one or two. As a result, some clients do
not benefit from the federation at all, as their models are only based on their
local data. Neither work compared the results to models to models trained
only on the client’s local data.

A common variant of FL is so-called cross-silo learning which is charac-
teristic for a small number of participants, usually large organizations, and
each node containing data siloed from the organization’s network. For this
setting FedDICE was proposed [4] and used to detect the spreading of ran-
somware in an integrated clinical environment. Their goal was to enable
collaborative training of machine learning models between multiple hospitals.
They have shown that a federated approach can achieve similar results as
fully-centralized learning, even in cases of non-IID data across the clients.

Federated Learning was also proposed as an effective method of sharing
cyber threat intelligence across organizations [41]. This works utilized two
distinct network intrusion detection datasets, each representing an organiza-
tion. The datasets vary in the attack scenarios they contain as well as the
number and class balance of the samples. They evaluated two neural network
models (a Feed-Forward Deep Neural Network and an LSTM). They have
shown that their approach can produce a robust model capable of a high
detection rate across, through which it is capable of collaborative sharing of
threat intelligence.

Works focusing on network security outside of Federated Learning may
also be relevant for developing new FL methods in this field. For example,
the authors of [42] use anomaly detection to recognize malware attacks in the
network. They employ autoencoders trained on samples of realistic normal
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network traffic to learn its pattern. This model can then be used to mark
any deviations in the testing traffic as anomalies and potentially malicious.

We also cannot omit work done by Frantisek Strasak [43], a former student
and a member of Stratosphere Laboratory [§]. In their bachelor’s thesis, they
focused on developing methods of detecting malware that uses HT'TPS to
communicate. Their methodology groups traffic to each service and extracts
features from it. They used XGBoost to classify with high accuracy which
connections are malicious and which benign. We use a modified variant of
their feature extraction in this work.
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Chapter 4

Methodology

B a1 Proposed Solution

We use horizontal cross-device federated learning for detecting malicious
activity in encrypted TLS network traffic. Cross-device in this context means,
that the clients represent edge computers, monitoring and capturing their
traffic. It is horizontal because the clients observe the same set of features,
produced by different entities. The federated approach allows to distributively
train a model using the client’s observations, without having direct access to
the data. This enables us to protect the privacy of the data, while still being
able to learn from it. In addition, each client also benefits from cooperative
training, as they use a global detection model that is averaged from all model
updates sent by all the clients. The global model, therefore, had access to a
larger and more diverse set of data coming from all clients, possibly leading
to better performance and generalization, compared to a model trained only
with each client’s local data.

B 4.1.1 Solution Architecture

Our federated learning system consists of a central aggregator and multiple
clients. The aggregator is a dedicated machine that initializes and coordinates
the training process. There are ten clients in our system, representing the
edge computers, each containing their data in the form of processed feature
vectors used for training the detection models. The data spans multiple
days, and each day is treated as a separate training process. The clients
split each day’s data into training and validation data using an 80/20 split.
The clients use the data of the next day as testing data for the current day.
This is functionally equivalent to training the model on yesterday’s data and
evaluating it on today’s data as it is coming in.

At the start of the training, every client needs to adjust its features to a
common range. For this purpose, they each fit a MinMazx scaler, which finds
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Figure 4.1: Diagram of the training process. Each day is treated as a separate
training process with multiple federated training rounds. The aggregator co-
ordinates the training process, distributes the global models, and creates new
models using updates it receives from the clients. The clients distributively
train the models using their local data. In our work, there are up to ten clients
participating in the training.

the minimum and maximum values of every feature in the client’s training data.
Those extreme values are then shared with the aggregator, which combines
them to produce a global MinMax scaler that is then distributed back to the
clients. We choose the MinMax scaler, as it can be easily implemented in the
federated setting. This scaler traditionally scales the values to 0-1 range. It
is possible that some of the values transformed by the scaler may lay outside
the fitted range of the scaler, as the scaler fit on the training data is also used
to transform the validation and testing data. In this case, the values will be
scaled outside of the 0-1 range proportionally to the values observed in the
training data. This does not create issues for our work, as the used features
are computed on 1-hour windows and are mostly consistent.

The training itself is initiated by the clients receiving an initial global
model from the aggregator. The clients then train this model for a series
of rounds. A round consists of the clients training the models locally for
a number of epochs specified by the aggregator. After the local training,
each client reports how the model’s weights changed to the aggregator. In
turn, the clients receive an updated aggregated global model, which they
use in the next round. For the purposes of the experimental evaluation, the
clients also evaluate the new aggregated global model on their testing data,
which consists of the benign and malicious from the next day. They compute
relevant metrics on this dataset and report them back to the aggregator.
After which the next round of training starts.

The number of rounds and local epochs depends on the complexity of the
models and the number of training iterations it needs to converge. Increasing
the number of local epochs means that the model can be trained for the same
number of epochs while decreasing the number of rounds. This effectively
lowers the communication overhead. However, more local iterations may also
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lead to a higher risk of divergence of the models, as the clients receive the
global models less often. We discuss the exact number of rounds and local
epochs in the following sections describing the individual approaches.

The aggregator combines metrics using a weighted average with the number
of clients’ samples as weights. It also produces a global model after each
round using a process described in Section [4.1.5. At the end of the day’s
training process, the aggregator selects the best-performing model using an
aggregated validation loss of each model. This model is used as the initial
model for the next day. We assume that when the model is reused, it can
be trained for fewer rounds as it already possesses some domain knowledge.
This can save on both computational and communication resources as well as
enable the model to preserve previous knowledge.

B 4.1.2 Unsupervised Approach

For unsupervised learning, we use a Variational Autoencoder (VAE) to detect
anomalies in the network traffic. One reason for using unsupervised learning,
in this case, is that it might be difficult to obtain high-quality labels for
malware traffic, which are needed for supervised learning approaches. Al-
though our dataset is labeled, previous works have reported that unsupervised
learning can be effective for detecting anomalies in network traffic data [3] [37].

The anomaly detection model consists of an encoder and a decoder. The
encoder of the model embeds the inputs into a 10-dimensional latent space.
It fits multivariate normal distributions (with a diagonal covariance matrix)
from the data to generate the embedded samples. The decoder then attempts
to reconstruct the input vector from its compressed representation. The
architecture of the model is shown in Figure 4.2a

The model is trained using a combined loss function consisting of the recon-
struction loss Ly,se (Mean Square Error of the input and output vectors), and
the regularization Kullback-Leibler loss (K L), which penalizes the difference
between the learned distribution and the standard normal distribution. The
use of this penalty function was introduced together with the VAE, and
ensures that the learned distributions do not diverge from each other and
produce a generalizing embedding [I4]. The loss function for each sample can
be represented as:

L = Lyse(x,%) + KL(N(p,,02), N(0,1))

Where x and % are the input and output vectors of the model, and p, and
02 are the mean and variance vectors produced by the encoder for a given

input.

For detection, the reconstruction loss is used as an anomalous likelihood.
Each client derives an anomaly threshold based on its validation data. The
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Figure 4.2: Architecture of the Neural Network models used in this work. The
Classifier-only model is derived from the Multi-Head model by removing its
reconstruction head.

reconstruction error on the normal data is often used for deriving the anomaly
threshold [44, 45]. The clients compute reconstruction errors for every sample
in their normal validation dataset. From those values, they found a threshold
that classifies 1 % of their validation data as malicious. We use this approach
in order to provide robustness to outliers in the benign validation data. If we
would instead choose the maximum value on the validation dataset, it could
select some non-malicious outlier of the dataset. Such a threshold would then
result in more malware being missed. The specific value of 1% was chosen
using an expert heuristic.
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After computing individual thresholds, the clients send them back to the
aggregator, which averages them and weights them by the ratio of the training
data in each client to produce a global threshold. On the first day, when the
model is trained from scratch, ten training rounds are used, and five when
the model from the previous day is reused. Clients train the model locally for
one epoch in the first two rounds and for two epochs in the remaining rounds.
While more local rounds are more communication efficient, as discussed
in Section [2.6.4, it may also lead to divergence in the individual client’s
updates. When using the momentum-based methods, the largest steps in the
parameter space are generally made in the first few epochs [13]. We hope
that by aggregating after each epoch in the first two rounds, the global model
manages to converge into a state from which it reliably converges with less
frequent aggregations.

B 4.1.3 Supervised Approach

For supervised learning, we use two types of models, a Multi-Head model
and a Classifier-only model. They are shown in Figure |4.2bland Figure 4.2c|
respectively. The Multi-Head model is derived from a regular autoencoder by
adding a classification head after the encoder while also keeping the decoder
part. We hope that by keeping the autoencoder components, the clients with
only benign samples can contribute to the learning process by improving the
embedding space. The model is trained to distinguish malicious traffic from
benign; malicious being the positive class. Only benign samples are passed
to the decoder part of the network so that the network does not learn to
reconstruct the malicious samples well.

The model is trained on a combined classification - Binary cross entropy
(LpnE) - and reconstruction loss - Mean Square Error (Lyrsk).

n

- o, 1L .
L=LpNng+ Lyse=(1—y)log(L—9)—ylog(y)+ - Z(xz — #)?

=1

The Classifier-only model was created to evaluate if the decoder part of
the Multi-Head model brings any benefits. Its structure is identical to the
Multi-Head model, but with the reconstruction part of the network missing.
This effectively turns it into a regular classification model and is trained using
only the Binary cross entropy.

The supervised models are trained for 75 rounds on the first day when
the models are trained from scratch. On the following days, when the model
from the previous day is reused, 25 training rounds are used. Clients train
the model locally for one epoch every round.
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B Malware Vaccine

The motivation behind the Multi-Head model is to allow all clients to par-
ticipate in supervised training, even if they do not have any malware data.
However, it was observed that having clients participating without positive
samples makes the supervised federated model unable to converge. To address
this, we decided to send each client a set of malicious feature vectors, which
we call a "vaccine", to help with the convergence. Traditionally in the security
field, vaccines are a harmless part of the malware that is injected into the
host machines to prevent infections [6]. Our vaccines differ in that they are
not a passive mechanism but an aid in the learning process and a way to
tackle data heterogeneity, as suggested in [46, Chapter 3]. The vaccines are
comprised of only numerical values and, as such, do not pose any risk to the
clients. In our setting, the central aggregator is responsible for gathering and
distributing this set of data to the clients. This approach could be achieved in
real deployments by using samples of malicious network traffic from publicly
available datasets. In order to mitigate the convergence issues, the "vaccine'
dataset has to be sufficiently large (more than 70 feature vectors).

B 4.1.4 Assumptions and Limitations

In this subsection, we discuss the assumptions and limitations of our work.

B Supervised learning assumption: In the supervised setting, we
assume that the clients have the capability to label the data locally. This
is a relatively strong assumption in real deployments, but our work aims
at developing methods that would only require this from a subset of the
participants.

#® Unsupervised learning assumption: For the unsupervised setting,
we assume that there are no malicious samples in the benign dataset.
While we are confident that this assumption holds in this work, as the
dataset was created using expert knowledge, it may be challenging to
assure in future work or in real-world deployments.

® Client trust: We also assume that the clients who connect are not
malicious and try to damage the training process or extract knowledge
from other clients.

® Client availability: One limitation of our work is that we do not handle
cases where some clients drop out or are unavailable during the training
process. Although this is quite common in real-world settings, we believe
that with the limited size of the dataset, we would not be able to evaluate
this well.
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Overall, our work has several assumptions and limitations that should be
considered when interpreting the results and implications. These limitations
do not invalidate our findings, but they should be taken into account when
considering the generalizability and applicability of our approach.

B 4.1.5 Learning Algorithm

To train our models, we use a combination of FEDADAM and FEDPROX
algorithms. SGD with FEDPROX regularization is used to train the models in
the clients. FEDPROX adds a term to the loss function penalizing the clients’
divergence from the last received global model. This mitigates divergence in
case of statistical differences between the clients’ datasets. This client-side
regularization is important when training with a small batch size (making
a larger number of local steps) or when training locally for multiple epochs
before sending the weight updates to the aggregator.

On the server side, the clients’ contributions are aggregated using a weighted
average based on the amount of clients’ training data. Using this aggregate,
a new update to the global model is created using the FEDADAM algorithm
provided in the flower framework. It is a federated variant of the Adam
optimizer, and as such, it uses momentum when aggregating the client
updates providing better convergence on the heterogenic data. These learning
algorithms are described in more detail in Section [2.6.3|

B a2 Implementation

We chose to use a Python-based open-source federated learning framework
called Flower [47] to implement our methods. Flower is a versatile framework
that provides extendable implementations of both the server (aggregator)
and the clients. It is designed to handle the communication between the
aggregator and clients, enabling us to focus on developing the methods. In
addition, Flower includes implementations of some of the common algorithms
for aggregating client updates.

In the Flower framework the user is responsible for implementing the
functionality, such as loading the local dataset, orchestrating the local fitting,
and computing the metrics. To train the models in the clients, we have used
TensorFlow [48] in combination with Keras [49]. On the server side, the
aggregation of metrics must be implemented, as well as the initialization of
the model and setting of training parameters. Flower allows for the sending of
serializable data structures, which can be useful for exchanging configurations
or other information between aggregator and clients. The serializable data
has been used to distribute the vaccines from the aggregator to the clients.
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The code for this work can be found in the repository of the FEEL project:
https://github.com/stratosphereips/feel_projectl This repository con-
tains the implementation of the described methodology, including the code
for orchestrating and running experiments and analyzing their results. It also
includes the preprocessing of raw data into hourly feature vectors used by
the models. The feature extraction is based on an in part reused from the
work done by Frantisek Strasdk in [43].

B a3 Experiment Setup

This section describes how the proposed methods are evaluated, how they
are compared, and how the metrics are collected.

For the purposes of this work, one experiment is a set of conditions and
parameters which are evaluated. Each experiment consists of ten federated
runs with identical parameters, differing only in the random seed used for
initializing the model and splitting the local datasets for training and valida-
tion. Each run in an experiment performs a federated run, a local run, and a
centralized run; all using the same parameters and random seed.

On each run, the models are trained for a total of four days, producing a
global detection model each day. These models are then evaluated on the
next day’s data resulting in four sets of evaluation metrics from each of the
runs. Only four days are evaluated because the dataset has five days and the
last day can not be evaluated since there is no next day.

B 4.3.1 Federated Training Process

The dataset on which our solution is evaluated has network traffic from
five consecutive days for ten distinct clients. Only five clients have labeled
malicious traffic which can be used for supervised training, the rest five clients
only have benign traffic.

On each day a federated training process is done. The diagram in Figure 4.1
illustrates the federated training process. On the first day of training, the
model is initialized randomly and trained from scratch on each client’s data,
while on the following days (days 2, 3 and 4), the previous day’s model is
reused. On a given day, the clients train using data from that day, split into
training and validation data (using an 80/20 split). The validation dataset is
used for selecting the best-performing global model (based on an aggregated
validation loss). The testing is done on the next day’s traffic, which is
functionally equivalent to using the previous day’s model for detection.

The model from the previous day is used, so that gained knowledge from
the past is preserved while also not requiring the clients to keep data for
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longer periods of time. In general, when training the model from scratch,
more rounds of training are necessary than when adjusting an already existing
model to newer data.

B 4.3.2 Metrics

After each round, the clients evaluate the received global model on their test
dataset by computing a set of metrics. Each of these values is aggregated
on the server using a weighted average, where the weights are relative ratios
of the sizes of clients’ data used for generating the metrics. Meaning, that
in the case of testing metrics, the sizes of the test datasets were used, with
the vaccine samples included. The motivation for this is to produce similar
metrics as if they were computed on a complete dataset from all clients.

To evaluate our methods, the metrics used are Accuracy (Acc), True
Positive Rate (TPR), False Positive Rate (FPR) shown in egs. (2.1) to (2.3)
and F-score shown in eq. (2.5). Accuracy is a standard metric used to
evaluate classification and detection models. However, it can not capture
all the relevant information on its own. TPR indicates what ratio of the
malicious samples was detected, and FPR shows how much of the benign
samples are misclassified as malicious. The F-score is often advocated as a
summarizing metric when comparing the performance of two classifiers [9}
Chapter 11] [11]. We use its unweighted variant F1.

B 4.3.3 Comparison to Other Settings

All experiments are repeated ten times with a different random seed for
initializing the model and splitting the dataset. Each run of the federated
experiment is accompanied by training the same model with equivalent
parameters in a local and centralized setting.

8 Local setting: The local setting mimics the scenario when the client
decides not to participate in the federated learning and instead creates a
model using only its data. Comparing this to the federated results should
show the benefits of joining the federated process. When evaluating the
local setting, we use the datasets of all clients for the following day. This
is to demonstrate how well the locally trained models would perform
in other clients or when encountering unknown threats. The reported
results are averages of the performance of the individual models.

8 Centralized setting: The centralized setting represents a case where
there would be no restrictions on the privacy of the data so that we
could collect all datasets of the clients into a single one and use that
for training the models. This should provide an ideal scenario for the
model’s performance.
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Chapter 5

Dataset

For the evaluation of the proposed solution, we have considered existing
datasets used by researchers studying network security. However, Federated
Learning requires that the used dataset can be split in a specific manner to
represent the local datasets of the individual participants of the federated
process. Therefore a dataset for Federated Learning should include several
different clients and possibly different days. Moreover, the split between classes
should be realistic in the sense that its parts should be non-IID, meaning they
should have different sizes, class balances, and the statistical distribution of
the feature differ. Although some federated datasets in network security exist,
they are mostly based on IoT malware, which is not complex and relatively
easy to detect. IoT malware also usually does not use HT'TPS traffic. We
therefore decided to use the CTU-50-FEEL dataset[7] created for this thesis.
CTU-50-FEEL is a dataset that contains very specific HTTPS features
based on the more generic dataset CTU-50 created by the Stratosphere
Laboratory [8].

CTU-50-FEEL consists of aggregated features for ten clients that generate
traffic for five days. All the clients produce benign traffic, but only five of
them also produce malware traffic mixed with the benign. The dataset also
contains a sixth malware for testing. The following sections describe the
process of creation, processing and subsequent feature extraction.

In particular for this thesis, the CTU-50-FEEL dataset was further modi-
fied to create a dataset variation called CTU-50-FEEL-less-malware. This
variant contains much less malware per client, and less clients with malware,
and therefore is much harder to detect. This was done to further test our
supervised methods. More details about the differences between the variants
is shown in Section [5.4.
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B 51 Benign Traffic

The CTU-50-FEEL dataset has the traffic of 10 real human users (no simula-
tions) over five consecutive days. The original format of the flows uses the
Zeek logs to form the dataset [50]. Zeek is an open-source tool for monitoring
and analyzing network traffic. It saves the network events into log files based
on their type. The conn.log contains records about each connection, such
as the used protocol, the originator, and the responder, as well as a unique
identifier of the connection, which can be used to associate it with other types
of logs. The ssl.log and £509.log log files are also relevant for this work, as they
contain information about HTTPS connections and the certificate used to
establish the encrypted connection. Zeek can generate other types of logs for
different types of traffic or protocols, but those that are not used for feature
extraction. All flows in the log files were labeled using the Stratosphere Lab’s
tool netflowlabeler [51].

Table 5.1 shows the number of TLS flows per client for each day. The traffic
comes from real users, which are active for different periods each day and
are using different operating systems and sets of applications. This results in
realistic traffic where there are significant differences in the client data. The
10 real users used Linux, Windows and macOS operating systems.

The benign dataset was created by capturing the traffic of users in Strato-
sphere Laboratory [8]. The traffic was collected with their consent and for
the purposes of security research. The CTU-50-FEEL dataset only consists
of processed aggregated numerical features and does not contain any Zeek
flow data or identifiable information.

Client | Day 1 Day 2 Day 3 Day4 Day?5

1 545 611 596 631 602
2 3,174 1,039 868 1,870 2,543
3 2,817 1413 1,091 703 1,227
4 998 812 595 995 635
5 1,067 365 497 1,006 795
6 3,060 1,900 2,287 2,666 2,101
7 1,479 887 1,000 906 866
8 2,145 2522 2,928 2967 3,396
9 2,541 2,539 2,349 2217 1,874
10 | 4,694 4,823 5287 4,126 5,976

Table 5.1: Number of client TLS flows per day for benign traffic data
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. 5.2 Malware Traffic

The malicious traffic comes from the deployment of real malware in the
Stratosphere Laboratory [8]. All malware use TLS for command and control
communication. As this traffic is encrypted, it is more difficult to distinguish
it from normal traffic. Table [5.2] shows the number of TLS flows of each
malware on individual days. The number of malware flows is much lower
than the benign traffic, and two of them have TLS activity only on the first
day.

Malware Designation | Day 1 Day 2 Day 3 Day4 Dayb

Dridex.A M1 205 302 301 302 304
Trickbot M2 88 89 88 89 87
NjRAT M3 13 0 0 0 0
Cridex M4 780 823 775 855 793
Kovter.B M5 744 0 0 0 0
Dridex.B M6 822 908 910 920 900

Table 5.2: Number of TLS flows per day in each of the malware datasets

. 5.3 Feature Extraction

To train neural network models on the data, we need to extract numerical
features from the data. For that, we took advantage of the work done by
Frantisek Strasdk in [43]. The methodology used allows us to extract useful
and proven features from TLS data to detect threats. However, in our work,
we have decided to aggregate the traffic in one-hour windows, instead of
per-day. This enables faster detection of possible threats, as the feature
vectors and subsequent detection can be done within an hour of capturing
the traffic.

Within the one-hour window, connections are aggregated based on a 4-tuple
of source IP address, destination IP address, destination port, and protocol.
This 4-tuple allows to group all related connections to one specific service.
The flows inside the 4-tuple share a unique purpose and behavior. These
values, along with information about the amount of data transferred and
some temporal aspects of the connection, are extracted from the conn.log
files. Features relating to the TLS traffic are computed from the values
contained in ssl.log files using the certificate information located in the
x509.1og filse. The complete list of features can be seen in Table [5.3. Features
mentioned as not used in the table were omitted because of low variance in
their values. Both benign and malware data were processed in this manner.
The processed dataset without the identifying information can be found at:
https://github.com/stratosphereips/feel_data
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Feature

Description

num_ flows

avg_dur

std_dev__dur

percent_ stdev_ dur
total_size_of flows_ orig
total_size_of flows_ resp
ratio of sizes
percent_ of established_states
inbound_ pckts

outbound_ pckts

periodicity _avg
periodicity_stdev

ssl_ratio

average_ public_ key

tls_ version_ratio
avg_cert_length

stdev__cert_ length

is_ valid__certificate_during capture
amount_ diff certificates
num_domains in_cert
cert_ratio

num__ certificate_ path
x509 ssl ratio

SNI ssl ratio

self signed_ ratio

is. SNIs in SNA dns
SNI_equal DstIP

is CNs_in SNA dns
ratio_of differ  SNI_in_ ssl_log
ratio_of differ subject_in_ssl log
ratio_of differ_issuer in_ssl log
ratio_of differ subject_in_ cert
ratio_of differ issuer in cert
ratio of differ sandns in cert
ratio_of same_ subjects

ratio of same issuer
ratio_is same CN__and SNI
avg_ certificate__exponent

is. SNI_in_top_level domain
ratio_ certificate path_ error
ratio_ missing_ cert_in_ cert_ path

Number of records in 4-tuples
Mean duration of connections
Stdev of connection duration
Percent of connections exceeding stddev
Bytes sent by the originator
Bytes sent by the responder
Ratio of responder bytes
Percent established connections
Number of incoming packets
Number of outgoing packets
Mean periodicity of connection
Stdev of the periodicity of connection
Not used

Mean public key length

Ratio of records with TLS
Mean certificate length

Stdev certifcate length

1 if certificate is valid

Number of certificates

Number of domains in certificates
Ratio of valid certificates
Number of signed paths

Ratio of SSL logs with x509
Ratio with SNT in SSL record
Not used

Check if SNI is in the SAN DNS
Not used

1 if all common names are in SAN
Ratio SSL with different SNIT
Ratio SSL with different subject
Ratio SSL with different issuer
Ratio of subjects

Ratio of issuers

Ratio of SAN DNS

Ratio SSL with same subject
Ratio SSL with same issuer
Checks if CN is same as SNI
Mean exponent value

1 if SNI is a top level domain
Not used

Not used

Table 5.3: Extracted features for a TLS connection, or 4-tuple. A TLS connection
aggregates all the TLS flows that share a source IP, destination IP, destination

port, and protocol.
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. 5.4 Dataset Mixing

For the purpose of this work, we needed to mix the malware and benign
traffic to form a supervised dataset. For the CTU-50-FEEL dataset, we have
achieved that by assigning a different malware to each the first six clients.
Two of the malware only had some HTTPS activity on the first day. This
mixing was designed to fully utilize all captured malware traffic. The total
number of feature vectors for each client can be seen in Table [5.5.

In Section 4.1.3 we described the malware vaccine which is a set feature
vectors from the malware dataset, which is send to the clients to improve the
convergence of the supervised federated methods. On each day we dedicated
one day of a malware datasets to be used as a vaccine. Which malware
dataset is used as a vaccine for a given day is shown in Table |5.4L When the
clients receive the vaccines, they incorporate them into their local dataset
and use them to train the supervised models.

Day1 Day?2 Day3 Day4
Vaccine malware M4-1 M2-2 M1-3 M6-4

Table 5.4: Malware datasets used as a vaccine in the supervised experiments.

We also designed a scenario that enables us to assess how the proposed
methods cope with more complicated setups. We have named this variant
of the dataset CTU-50-FEEL-less-malware. Its benign data is identical to
the CTU-50-FEEL, but we have removed malware infection on some of the
days. The overview of the malware left in the CTU-50-FEEL-less-malware
in each client is shown in Table [5.6l Note that the syntax M<malware
number>-<day> references the malware captured by a client in the complete
mix on a particular day. The table also indicates which vaccine was used
each day.

Decreasing the number of malware present in the clients leads to increased
class imbalance and amplifies the overall non-IID properties of the clients’
datasets. While in the CTU-50-FEEL, around half of the clients did have
some malware traffic on each day, in this variant, the number of infected
clients at a given time is even smaller. By designing this more challenging
scenario, we hope to demonstrate the capabilities of the developed methods
to handle the following challenges:

® Challenge one: The situation where on the first day only the "vaccine"
malware is present, with some malware appearing on the second day
in some of the clients. As the models are evaluated on the next day’s
data, it test how well it is able to generalize from one type of malware
to others, as well as how well the models can adapt to new malware
appearing.
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Day 1 Day 2 Day3 Day 4 Day 5
Client Malware | Benign Malware | Benign Malware | Benign Malware | Benign Malware | Benign Malware
1 M1 346 48 356 48 361 48 396 48 395 48
2 M2 748 72 468 72 430 72 600 72 902 72
3 M3 598 4 297 0 281 0 380 0 568 0
4 M4 417 108 337 105 264 109 402 105 255 106
5 M5 341 29 223 0 216 0 371 0 454 0
6 M6 1,115 96 943 96 891 96 1,042 96 805 96
7 — 415 0 334 0 361 0 344 0 312 0
8 — 1,203 0 1,315 0 1,470 0 1,515 0 1,593 0
9 1,180 0 1,283 0 1,147 0 1,044 0 783 0
10 — 1,213 0 1,263 0 1,338 0 1,410 0 1,466 0

Table 5.5: Number of benign and malicious samples in each client in the raw
CTU-50-FEEL on a particular day. The malware indications reference malware
in Table [5.2

® Challenge two: The situation where on the third and fourth days, malware
that was previously used as a vaccine reappears after not being present
on the previous day. This evaluates how well the knowledge is preserved
after retraining on a different set of threats.

® Challenge three: The situation where the last day contains all available
malware to test the final model on as much malicious data as possible.

Day 1 Day 2 Day 3 Day 4 Day 5
Vaccine Client Vaccine Client Vaccine Client Vaccine Client Vaccine Client
Client | Malware Malware | Malware Malware | Malware Malware | Malware Malware | Malware Malware

1 M4-1 — M2-2 M1-2 MI1-3 — M6-4 Mi1-4 — M1-5
2 M4-1 — M2-2 — M1-3 — M6-4 M2-4 — M2-5
3 M4-1 — M2-2 — M1-3 — M6-4 — — M3-1
4 M4-1 M2-2 M1-3 M4-3 M6-4 M4-4 M4-5
5 M4-1 — M2-2 M5-1 M1-3 — M6-4 — — —
6 M4-1 — M2-2 — MI1-3 M6-3 M6-4 — — M6-5
7 M4-1 — M2-2 — MI1-3 — M6-4 — — —
8 M4-1 — M2-2 — M1-3 — M6-4 — — —
9 M4-1 M2-2 M1-3 M6-4
10 M4-1 — M2-2 — M1-3 — M6-4 — — —

Table 5.6: The used malware in the CTU-50-FEEL-less-malware dataset for
each client. The M<malware number>-<day> references a particular day of
malware from the malicious data of CTU-50-FEEL, shown in Table [5.2. Benign
data is identical to CTU-50-FEEL, as shown in the Table |5.5.
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Chapter 6

Experiments

This chapter describes the experiments conducted to evaluate the methods
proposed in Chapter 4] using the dataset described in Chapter [5. We provide
a description of the parameters used when running the experiments and an
the results.

B 6.1 Unsupervised Experiments

Recall that the unsupervised experiments are designed to measure how well
FL can be used for clients without labels for their traffic. In these experiments,
we use the Autoencoder architecture described in Section 4.1.2] for anomaly
detection. Each client trains the model using its benign local data of a
particular day according to the CTU-50-FEEL dataset. The data for that
day is split into training and validation datasets using an 80-20 split (80%
for training).

The validation data is used for selecting the anomalous threshold. Each
client selects as threshold a 99 percentile of their validation losses, i.e. value,
which will mark 1 % of their validation samples as anomalous. The thresholds
on each client are then weighted on the aggregator based on the number of
training samples in the clients and finally averaged to produce the global
detection threshold. The aggregator uses the combined weighted validation
loss to selecting the best-performing model. By default, the model is saved
and reused on the next day’s training.

If the model is trained from scratch, it is trained for ten rounds. If the
model from the previous day is re-used, then it is only trained for five rounds.
The model is trained at the clients for one epoch in the first two rounds and for
two epochs for the remaining rounds. The batch size used is 64. Both global
and local learning rates are set to 10™3 and the first and second momentums
of FedAdam are set to 0.9 and 0.99 respectively. The pu parameter of the
proximal term is set to 10.
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One run of the experiment consists of training on the first four days and
always testing on the next day’s dataset. Each run is repeated ten times with a
different random seed, with the values reported in this section corresponding
to the mean values across the runs. Each run of the experiment is also
accompanied by a centralized and local run.

Bl 6.1.1 Experiment Al: Reusing the model on the next day

This type of experiment reuses the previous day’s model on each next day.
This allows for fewer training rounds on the subsequent days as well as
preserving knowledge from across the days, as the model is effectively exposed
to a larger amount of data.

Figure |6.1a) shows results of these type of experiments. When the model is
trained in the federated setting, it outperforms the models trained locally in
almost every metric, while the centralized models achieve better results than
both of them.

Although on some days the local models detect marginally more malicious
samples, their average False Positive Rate is almost one and a half that of
the federated one. This results in significantly better accuracy and F1 for
the federated model.

Although it is expected that a centralized model would perform better
due to access to all data simultaneously, these results show that clients using
the federated model would anyway greatly benefit from participating in the
federated learning. This shows that federated learning can be a valuable
alternative when direct data sharing is not feasible or desired.

B 6.1.2 Experiment A2: New model on each day

In contrast to experiments Al, it is important to evaluate the effects of
training a new model completely each day. This requires training for the
whole ten rounds each day and therefore can mitigate the degradation of the
model.

The summarized results in Table [6.1] show that training a model from
scratch every day marginally but marginally improves the performance. This
may hint that the performance of the reused model is degrading, which
seems to be the case for testing days 3 and 4 according to the results in
Appendix [A.1. However, on the final day, the A1 model outperforms the
A2 model. An explanation for this observation might be a change in the
distribution of the clients’ benign data between day 4 (the training day) and
day 5 (testing day). Table 5.5 shows the differences in amounts of benign
data between these days. Possibly the A1 model may be more resilient after
multiple rounds of fine-tuning.
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Cent.

Fed.

Local

Al

Acc £ std
TPR =+ std
FPR + std

F1 + std

96.65 + 0.31
46.14 + 2.24

1.00 £0.31
55.14 + 2.49

96.03 £ 0.47
45.46 £ 0.89

1.66 £ 0.45
50.09 £ 2.83

95.24 £ 0.66
45.12 £ 0.70

2.46 + 0.68
45.56 £ 3.31

A2:

Acc + std
TPR + std
FPR + std

F1 &+ std

96.65 = 0.32
46.12 £ 2.25

0.99 £ 0.32
55.18 £ 2.53

96.07 £ 0.43
45.29 £ 0.60

1.61 £0.43
50.22 £ 2.60

95.60 £ 0.67
45.29 £0.71

2.09£0.71
47.63 + 3.28

A3: 6 clients

Acc + std
TPR =+ std
FPR + std

F1 + std

96.58 £ 0.40
46.11 £2.21

1.06 + 0.44
54.71 £ 2.94

94.78 £1.10
45.52 £ 0.61

2.98 £1.09
43.70 £ 4.41

94.97 £ 0.82
45.32 £0.69

2.76 = 0.80
44.35 £ 3.37

A3: 3 clients

Acc £ std
TPR =+ std
FPR + std

F1 + std

96.31 £ 0.68
46.05 + 2.14

1.34 £+ 0.68
53.01 + 4.28

94.16 £1.13
45.35 £ 0.59

3.62+1.14
40.82 £ 4.25

93.37£2.13
44.91 £ 0.37

4.42 +2.14
38.57 £ 6.66

Table 6.1: Summary of the anomaly detection experiments. The provided values
are averages over the four testing days with ten runs each.

B 6.1.3 Experiments A3: Effect of fewer participants

In previous type of experiments Al and A2 all ten clients always participated
in the training. In this type of experiment, we evaluate the performance of
models when only training on six and three of the original clients, while still
evaluating using the complete next day’s dataset.

As expected, with the decreased number of clients used for training, the
obtained models perform worse. However, the gap between the centralized
and federated models increases significantly with the decreased number of
participants. Analogically, this could mean that with more clients, the
performance gap between centralized and federated could shrink.

B 6.2 Supervised Experiments

Recall that the supervised experiments are designed to use the knowledge
and labels in the clients, independently of how these labels were obtained. In
the supervised setting, some clients have malicious samples in addition to
benign samples. The distribution of the malware dataset among the clients is
described in Section |5.4. Most of the parameters of the training remained
unchanged from the unsupervised experiments, except of the number of
training rounds which we increased to 75 if training the model from scratch
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and to 25 if reusing the model from the previous day. In this set of experiments,
each client trains the models for one epoch each round. The vaccine used for
the supervised experiments is described in Section |5.4.

Two types of architectures are evaluated - the Multi-Head model with both
a classification head and a decoder head and a Classifier-only model. As with
unsupervised cases, each experiment is run in a federated, centralized, and
global setting and is repeated ten times with a different random seed.

Bl 6.2.1 Experiment S1: CTU-50-FEEL dataset and reusing the
model

This scenario represents the base case for the supervised experiments. The
benign and malicious datasets of the CTU-50-FEEL are split amongst the 10
clients. In this scenario, every client is used for both training and evaluation.

The summarized results are shown in Table 6.2, and the breakdown of
the performance on individual days can be seen in Figure 6.1. The figure
also compares the performance of supervised models to that of the anomaly
detection model. As expected, the supervised models achieve much better
results, and even the locally trained supervised models outperform centralized
AD models. Most of the improvements come from improved recall (TPR).
Previously it hovered below 50%, but the supervised models reached nearly
100% recall meaning almost all malware samples are detected.

The two variants of the supervised models reach comparable results, with
the Classifier-only model achieving marginally better average accuracy and
F1 metrics. However, the performance margin is minor and does not provide
enough evidence to claim the superiority of one of the model variances.

Compared to the unsupervised models, both classifying variants come
closer to the performance of the centralized model event outperforming it in
some metrics. However, the relative gap between local and federated settings
increased compared to the AD model. This is likely caused by some of the
clients only containing benign data, and all malicious samples used in training
originate from the vaccine.

Bl 6.2.2 Experiment S2: Only training the model using clients
with malicious data

In experiments of type S1 all clients are used for federated training of the
model even if the client does not possess any malicious samples. In order
to evaluate if their inclusion brings any benefit to the final model, the S2
experiment is designed in which clients non-infected clients are excluded from
training and only used for evaluation. Specifically, Clients 1-6 are used to
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Cent. Fed. Local

Acc+ std | 99.76 £0.07  99.61+0.17  98.29 & 0.78

. TPR+std | 99.10 £0.81 99.784+1.37  84.94+9.23

S1 Multi-Head model om0 00l 70914006 0304018 108+ 0.55
Fl+std | 97.37+0.78 9496 +2.13 81.72 +8.13

Acc+ std | 99.77+0.07  99.62+0.16  98.11 & 0.81

$1 Classifier-only model TPR+std | 99.05+0.71  99.774+1.37  83.02+9.89
assyier-onty m FPR+std | 0.20+0.06 0384017  1.19+0.59
Fl+std | 97444075 9506 +1.98  79.76 & 8.41

Acc+ std | 99.78 £0.08  99.62+0.15  98.08 & 1.28

. TPR+ std | 99.73+0.54 100.00 4 0.00  90.72 + 8.58

52 Multi-Head model  ppp \ 00l 0994008 0404015 156+ 1.10
Fl+std | 97574078 9503+ 1.72 81.66 + 11.05

Acc+ std | 99.79+0.08  99.61+0.16  98.37 + 0.97

52 Classifier-only model TPR+std | 99.70 £0.53  99.9240.49  91.76 + 8.40
ASSILET-ONLY MOACt  ppp 4 gtd | 0.214+0.07 0404017  1.31+0.76
Fl+std | 97.67+0.83 94.98+1.97 83.81+9.12

Acc+ std | 99.76 £0.06  99.60 +0.21  97.60 =+ 0.47

. TPR+ std | 99.42+0.71  100.00 4+ 0.00 64.87 + 11.15

53 Multi-Head model  ppp - 00l 0994006 0414022  0.88+0.57
Fl4std | 97.374+0.61 94.85+2.60  70.39 + 5.86

Acc+ std | 99.77+£0.06 9919+ 1.10  97.67 +0.54

$3 Classifier-only model TPR+ std | 99.32+0.73 87.50 +33.49 64.40 + 13.78
y FPR+std | 0214005 0384025  0.7940.64

Fl4std | 97.414+0.65 82.79431.78  70.60 & 7.13

Table 6.2: Summary of the S1, S2, and S3 experiments all conducted on the
CTU-50-FEEL dataset. The provided values are averages over the 4 testing

days.

train on the Day 1 and Clients 1, 2, 4, 6 on the following days, as clients 3,
and 5 only have malware data on the first day.

The summary results of the S2 experiments are shown in Table 6.2, Al-
though the number of training clients decreased, the models managed to
preserve a similar performance to those of S1. In the federated setting, the
only observable difference is a statistically insignificant improvement in the
Multi-Head models’s F1 and a similarly inconclusive decrease of the same
metric of the Classifier-only model.

A more pronounced difference is in the TPR of the local models, which
improved when trained only on the clients with their own malware. This
supports the claim from the previous subsection that when training locally,

using malicious data only from the vaccine results in worse performance.
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B 6.2.3 Experiment S3: New model on each day

In the S1 and S2 scenarios, we save the model at the end of training to
be reused on the next day. This saves computational and communication
resources since the reused models can be trained for fewer epochs. It might
also enable the model to remember threats it saw on previous days and
transfer this knowledge into the future.

However, there is also a risk of gradual degradation of the model and worse
adaptability to shifting distribution of data. In this type of experiments, we
train a new model every day to measure the impacts of these potential risks.

The summary of results in Table [6.2| shows that while the performance of
the Multi-Head S3 model is comparable to the S1 type, the S3 Classifier-
only models’s average TPR is much lower with higher variance. The detailed
results in Table |A.5|show that on the first testing day the model performs the
same as the other models, and only on the following days it degrade. Since
the first training day contains the most malicious samples, it suggests that
the Classifier-only model needs more positive samples in the clients.

The similar performance of the Multi-Head model in the S1 and S3 experi-
ments suggests that reusing the model does not lead to degraded performance
over time while requiring fewer training rounds.

Bl 6.2.4 Experiment S4: Using the CTU-50-FEEL-less-malware
dataset

Section [5.4] describes a second type of malware mix which we have created in
order to test our proposed models. CTU-50-FEEL-less-malware is designed
to be both more challenging and more realistic by including less positive class
samples. None of the clients have any malware data on the first day and have
to rely on the vaccine provided by the aggregator to train the classification
model. In the following days, only two to three clients have their own malware
samples, and the final day, which is only used for evaluation, contains as
much malware as possible. As the amount of malware and its types change
every day, it should prove to be much more challenging for the model and its
ability to adapt.

Figure|6.2a presenting the results of this experiment shows that this scenario
is much more challenging for the supervised methods. Although the overall
accuracy is still higher than in the unsupervised experiments, there are
measurable differences between the two classification models.

Day 2 results are produced by models trained only on the first day when no
client has any malware data except the vaccine. However, on the second day
on which the model is tested, two different malware are present in the client’s
dataset, which the model struggle to detect. The third day contains the same
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6.2. Supervised Experiments

malware as the first day’s vaccine (M4) and the traffic of M6 malware, which
is the same type as the M1 present on the second day. This results in overall
better performance on Day 3.

On the following day, the M2 appears in Client 2 while only being used
as a vaccine on Day 2 previously. However, it seems that the model was not
able to preserve its knowledge well since the true positive rate decreased on
that day. The final day is only used for testing and contains a larger amount
of malware samples. Despite that, the models perform best on it with an
average F1 score above 90%.

This more challenging data scenario shows that with small amounts of
positive samples, the models might struggle to converge to a solution that is
able to detect the malware. When the models are trained with only the benign
data and the vaccine, it occasionally resulted in models which did not mark
any of the test samples as malicious. This seems to affect the Multi-Head
model more than the Classifier-only model. Although on the next day, all of
the Classifier-only models mostly recovered, some of the Multi-Head ones still
performed significantly worse. This effect seems to disappear in the following
days.

Bl 6.2.5 Experiment S3+S4: New model on each day,
CTU-50-FEEL-less-malware dataset

The CTU-50-FEEL-less-malware dataset variant also provides a good setting
to test, how well the model preserves information from previous days. In the
scenario, there are instances where a dataset is used for training on one day,
is not present on the next day, and reappears on one of the following ones. In
order to evaluate if the reuse of the model brings any benefits in these cases,
we combined the S4 data scenario and S3 in which the model is trained from
scratch each day.

The results are shown in Figure [6.2b. Day 2’s results are not really relevant
as the setting is functionally identical to the S4 experiment. The differences
in the results on this are given by some of the models failing to converge to a
solution that is able to detect any malware. Similar issues can be observed
on Day 3. It seems that reusing the model can mitigate it, as all of the S4
models are detecting at least some malware.

On Day 4, when more clients have malware, all models converged to a
working state. However, the average recall of the Classifier-only model is
significantly worse than that of the Multi-Head model and both of the models
which reused models from previous days.

The last testing day with the highest amount of malware data again shows
a worse performance of the Classifier-only model. When comparing the S4
and S3+S4 Multi-Head model outperforms its variant, which reuses the model
from the previous day. There is also a much smaller variance in the results.
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6. Experiments

Overall, this more difficult data scenario shows that with fewer malicious
samples in the clients’ datasets, both evaluated supervised models face issues
with convergence. In multiple cases, the models converged to local minima,
where they classified every sample as benign. However, when reusing the
model from the previous day, the model is able to recover from it.

A shortcoming of the supervised methods is that it relies on the clients to
label their data correctly and also to be infected to have malicious samples. In
feature works, we would like to investigate a setting in which the aggregator
provides bigger and more diverse vaccines as a form of threat intelligence, and
Federated Learning would be used as a means to learn from clients’ benign
data. This approach would mitigate privacy concerns while taking advantage
of public malware datasets created by the security community.

In this work, the models are always learning from a single day of network
traffic. As having access to more training data at once is generally better, we
would evaluate how the models would benefit from being trained on longer
spans of activity. However, this might require a new dataset containing data
for more days. While we did not observe any degradation in the performance
of the models when they were reused for multiple days, it would be beneficial
to test whether this holds for longer deployments. It would also be interesting
to investigate whether the models need to be periodically retrained from
scratch to maintain their performance. A longer dataset would be useful for
this purpose.
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Figure 6.1: Comparison of the three types of models on the A1 (for unsupervised)
and S1 (supervised) scenarios. The models trained on the CTU-50-FEEL dataset,
split amongst ten clients. The days refer to the days on which the models were
tested, being trained on the previous day. At the end of the day’s training, the
model was saved to be reused the next day.
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Figure 6.2: Results of the supervised models on a CTU-50-FEEL-less-malware
dataset. The models were trained from scratch each day in the S4+S3 experiment
and the previous day’s model was reused in the S4 experiment.
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Chapter 7

Discussion

Our results showed that federated-trained models consistently outperformed
those trained solely on local data. While centralizing data can often produce
the most accurate models, it is not always possible due to technical limitations,
privacy concerns, or legal requirements. In these cases, Federated Learning
offers a way to train effective malware detection models while taking these
considerations into account.

We evaluated the models on a series of training and testing days to somehow
mimic an actual real deployment and the challenges related to it. In particular
the challenge of how the distribution of data may shift between individual
days. The datasets used in this work reflect this well, as the benign traffic
was collected from actual users using different operating systems and sets of
applications with notable differences in activity in the span of the five days.

One way to handle the situation of different distribution of data is to
train a new model for each day, which ensures that the daily models are
independent and do not suffer from degraded performance due to changes in
data distribution.

The experiments were successful in showing that the models from the
previous day could be reused, and its training could be resumed on a new
day of data. This leads to lower computational and communication overhead,
as fewer training rounds were necessary to adapt the model to new data than
to train it from scratch. This approach also has the potential to enable the
model to remember threats or types of data it encountered in the past. We
attempted to evaluate the long-term memory capabilities of the model, but
we did not observe any significant improvements in this aspect when reusing
the model.

Obtaining reliable labels in the network security setting can be difficult as it
usually requires deep domain knowledge from the user. To address this issue,
we have developed a fully unsupervised method for detecting threats in the
client’s traffic. This method uses a variational auto-encoder and utilizes it for
anomaly detection. The model is trained on a dataset of benign data, which
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allows it to learn the distribution of normal network traffic. By comparing
new data to this distribution, the model can identify data that is unusual
or out of the ordinary and mark it as potentially malicious. However, our
experiments showed that this method was not always able to accurately detect
all types of malware, as some of it was indistinguishable from normal traffic
for the model.

To take advantage of labels, we also run supervised methods of detection.
In this setting, we assume that only a subset of clients was able to observe
the malicious activity. Having malicious samples only in some clients make
the setting more realistic, as in the real world, it is unlikely that every client
would be infected. That also means that the non-infected clients only have
training samples of one class. Including these clients in the federated training
process often results in the models not converging correctly and learning the
trivial classification of marking every sample as benign. Although we were
successful in addressing these convergence issues, it is clear that this is a
particularly challenging aspect of Federated Learning.

The solution to this problem was to introduce the concept of "vaccine".
A vaccine, for us, is a set of malicious data which is distributed to the
clients, which would incorporate it into their own local dataset and use it for
training. It is the responsibility of the aggregator to obtain this set of data by,
for example, capturing the traffic of malware, processing it, and extracting
features. These features can be safely distributed among the clients, as they
are purely numerical and do not contain any of the malware’s actual traffic
or code. We have shown that when utilizing vaccines, the supervised models
are able to converge to a state in which they accurately detect a majority of
the malware. However, our experiments also showed that occasionally when
the amount of malicious data available to the clients is small (for example,
only the vaccine), the models may still fail to converge properly. In these
cases, we suggest implementing a fallback system that would automatically
restart the training process with a differently initialized model.

In the supervised experiments, we have evaluated two types of models: a
Multi-Head model and a Classifier-only model. The Multi-Head model was
trained on two tasks: (i) reconstructing an input feature vector similar to
an autoencoder; (ii) classification of the traffic. The Classifier-only model
was derived from the Multi-Head model by discarding the reconstruction
part of the network. The rationale behind training the Multi-Head model on
two tasks is that even clients with mostly benign data can contribute to the
learning by improving the embedding of the model.

Our experiments showed that the simpler Classifier-only model achieves
better results. However, in scenarios with fewer malicious samples, we were
observed the convergence issues more often in the case of Classifier-only
model than in the case of Multi-Head model.
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Chapter 8

Conclusion

This thesis developed and evaluated both supervised and unsupervised Feder-
ated Learning methods for network security. We showed that these methods
allow the clients participating in the training to distributively train models
which detect a wider range of threats with higher accuracy compared to
models trained only on their own local data. The used federated methods
also ensure that the privacy of clients’ data is not violated, as the training
happens locally in the clients and their data never leaves their machines.

To evaluate the methods we created a new CTU-50-FEEL dataset and a
dataset variant, both containing benign and malicious traffic. The benign data
was created by capturing traffic of the people in the Stratosphere Laboratory|[§]
for five consecutive days. The malicious traffic originates from six distinct
malware, all of which use HT'TPS. Using HTTPS makes them more difficult
to detect than malware that uses unencrypted connections. This results in a
challenging federated dataset with realistic differences between the individual
clients.

Our experiments showed that by utilizing the federally trained models,
the clients were able detect a wider range of threats with better accuracy
than if they relied only on their own data to create them. Although the
model’s performance (including its variance) improved slightly if trained on a
centralized dataset, doing so may not be always possible due to privacy issues.
In cases where the security of the data is important or regulation prevents
sharing the data, the gained privacy may outweigh the loss in performance.

We have evaluated both supervised and unsupervised methods for detecting
threats. The unsupervised approach utilizes a Variational Autoencoder
trained to reconstruct the benign data. This model is then used for anomaly
detection, marking the malicious feature vector as anomalous. The main
benefit compared to the supervised approach is that it eliminates the need to
label the data in the clients. However, it is not able to reliably detect all of
the malware on which it was tested.

The supervised approach uses label information to train classification
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8. Conclusion

models. Two supervised models were used in our work. A Multi- Head model,
which was trained for both classification and reconstruction of the samples,
and a Classifier-only model. The main challenge in the supervised approach
was that the dataset was non-IID. Specifically, only some of the clients had
malware samples, and there were significant differences in the amounts of
clients benign traffic. However, these properties are to be expected in real
network security applications, and that is why we found it important to focus
on them.

When developing the supervised methods, we observed that the inclusion of
clients without any malicious samples impairs the convergence characteristics
of the federated model. One approach to tackle the issue of the non-infected
clients participating in the training is to provide them with some malicious
samples. We did this in the form of a vaccine, which consists of numerical
feature vectors of malware’s activity. The aggregator sends these samples to
the clients, where they can be incorporated into their local dataset, enabling
the convergence of the supervised models. The vaccines always consisted in
the traffic of a single malware. With the help of vaccines the models were
also able to learn to distinguish other types of malware.

One of the goals of this thesis was to evaluate the methods under realistic
conditions, such as an imbalance in the participants’ computational resources
and data volume. While we successfully created significant differences in the
data volume of the clients, our setup did not allow for a straightforward way
to simulate differences in computational resources between clients. However,
the Flower framework used for Federated Learning allows for dropouts of
individual clients, and in our experiments, we did examine the effects of fewer
participants on the quality of the model.

As the dataset spanned five successive days, we were able to evaluate the
methods in a simulated multi-day deployment, where it would be trained
on data from the previous day and tested on the current one. We have
evaluated if the models trained on the previous day can be repurposed to
accelerate the training on the next day. We have shown that by doing so, the
models required fewer training rounds to reach comparable performance to
the models trained on that day from scratch. We also observed that in cases
where the models did not converge successfully, they often recovered on the
next day when reused.

. 8.1 Future Work

A shortcoming of the supervised methods is that it relies on the clients to
label their data correctly and also to be infected to have malicious samples.
In future work, we would like to investigate a setting in which the aggregator
provides larger and more diverse vaccines. We would also like to investigate
how Federated Learning would be used as a means to learn from clients’
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benign data. This approach would mitigate privacy concerns while taking
advantage of public malware datasets created by the security community.

In this work, models always learnt from a single day of network traffic.
Since having more data is usually better, we believe the models would benefit
from being trained on longer spans of activity. However, this might require a
new dataset containing data for more days. While we did not observe any
degradation in the performance of the models when they were reused for
multiple days, it would be beneficial to test whether this holds for longer
deployments. It would also be interesting to investigate whether the models
need to be periodically retrained from scratch to maintain their performance.

Further ideas for future research in this area might include taking advantage
of model personalization[26, 27, 28]. In this approach, at the end of the
federated training process, the clients train locally on the global models. By
fine-tuning them using their local data, they can better adapt it for their
purpose. This might be beneficial in the unsupervised anomaly detection
approach, where the model has to learn to represent normal traffic. We
observed the normal traffic of the clients could differ significantly across the
clients, and personalizing the models on the normal data of each client might
lead to better performance. In this case, a new approach to learning the
anomaly threshold would have to be developed.
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Appendix A

Detailed Experiment Results

B A1 Detailed Anomaly Detection Results

Cent.

Fed.

Local

Day 2

Acc * std
F1 + std
FPR+ std
TPR + std

96.63 + 0.27
57.36 £1.96

1.15£0.28
49.92 + 0.26

96.26 £ 0.22
52.61 £1.50

1.34+£0.24
45.76 £ 1.07

95.63 £ 0.56
46.61 + 3.00

2.19 £ 0.60
45.63 £ 0.74

Day 3

Acc + std
F1+ std
FPR + std
TPR + std

96.62 £ 0.25
54.77 £ 1.81

0.92 £0.26
45.05 £0.33

95.54 £ 0.49
48.29 £ 2.90

2.00 £ 0.50
44.92 £0.77

95.20 + 0.48
46.04 £ 2.45

243 £0.51
45.17 £ 0.57

Day 4

Acc + std
F1 + std
FPR + std
TPR + std

96.49 £ 0.32
54.00 £2.09

0.99 £0.35
44.52 £0.41

96.14 + 0.42
49.52 £ 2.99

1.68 +0.42
45.76 £ 0.95

94.99 £ 0.76
45.28 + 3.58

2.56 £0.81
44.70 £ 0.80

Day 5

Acc + std
F1+std
FPR + std
TPR + std

96.84 £0.33
54.10 £ 2.68

0.93+0.34
45.08 £ 0.26

96.19 + 0.33
49.56 + 2.08

1.62 £0.36
45.37 £ 0.54

95.16 + 0.73
43.45 + 3.71

2.68 £0.76
45.00 + 0.29

Table A.1: Results of the Al experiment comparing the federated anomaly

detection model to the centralized and local models.
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Cent.

Fed.

Local

Day 2

Acc £ std
F1 + std
FPR + std
TPR =+ std

96.66 + 0.33
57.55 + 2.26

1.12+0.35
49.92 £ 0.34

96.20 £+ 0.22
52.02 £ 1.52

1.38 £0.23
45.36 + 0.30

95.76 + 0.64
4741 + 3.34

2.05 £0.69
45.63 £0.70

Day 3

Acc £ std
F1+ std
FPR+ std
TPR + std

96.60 = 0.38
54.56 + 2.72

0.95 £+ 0.40
44.98 + 0.26

95.75 + 0.49
49.46 £ 2.97

1.78 £ 0.50
44.89 + 0.64

95.73 £0.60
49.01 £ 3.11

1.87 £ 0.66
45.22 £ 0.58

Day 4

Acc + std
F1+ std
FPR + std
TPR + std

96.51 + 0.28
54.19 +1.90

0.96 £0.29
44.49 £ 0.22

96.39 £0.19
50.94 +1.24

1.41+£0.21
45.39 £0.53

95.24 £ 0.87
46.67 £ 3.78

2.32£0.96
45.01 £ 0.94

Day 5

Acc £ std
F1+ std
FPR + std
TPR =+ std

96.84 £ 0.21
54.10 + 1.60

0.93 £0.22
45.08 £0.21

95.95 £ 0.47
48.11 £+ 2.76

1.88 £0.51
45.53 £0.73

95.69 £ 0.47
46.48 £ 2.66

2.14 £0.50
45.29 £ 0.50

Table A.2: Results of the A2 experiment comparing the federated anomaly

detection model to the centralized and local models.

Cent.

Fed.

Local

Day 2

Acc £ std
F1+ std
FPR+ std
TPR + std

96.46 + 0.48
56.10 + 3.52

1.32£0.51
49.83 £ 0.31

94.75 + 0.74
44.10 £ 3.32

2.92+£0.79
45.64 + 0.57

95.33 £0.61
45.09 £ 3.05

2.51£0.64
45.82 +£0.71

Day 3

Acc + std
F1+std
FPR + std
TPR + std

96.33 £ 0.46
52.74+ 3.12

1.24 £ 0.48
45.14 £ 0.37

93.71 +£1.29
40.02 £ 5.23

3.94 £ 1.37
45.29 + 0.80

94.07 £0.55
40.97 £2.51

3.62 £ 0.56
45.37 £ 0.62

Day 4

Acc £ std
F1+ std
FPR + std
TPR &+ std

96.77 £ 0.18
56.07 £1.40

0.69 £0.19
44.49 £ 0.33

95.36 £ 0.67
44.87 £ 3.77

2.50+£0.70
45.67 £ 0.51

94.81 £0.76
44.49 + 3.58

2.76 £0.79
44.87 + 0.64

Day 5

Acc + std
F1+std
FPR+ std
TPR =+ std

96.77 + 0.23
53.51 £1.79

1.00 £ 0.24
44.98 +0.22

95.29 £0.81
44.35 +4.13

2.56 £ 0.85
45.47 £ 0.53

95.65 + 0.34
46.21 £1.95

2.18 £ 0.36
45.20 £ 0.48

Table A.3: Results of the A3 experiment with six clients comparing the federated

anomaly detection model to the centralized and local models.
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A.2. Detailed Classification Results

Cent.

Fed.

Local

Day 2

Acc +£ std
F1 + std
FPR + std
TPR &+ std

96.28 £ 0.55
54.78 £3.77

1.50 £0.58
49.66 £ 0.14

93.88 £ 0.85
40.21 £ 3.12

3.81 £0.90
45.33 £ 0.40

94.61 £0.63
41.29 £ 2.95

3.24 £ 0.66
45.34 £ 0.18

Day 3

Acc * std
F1+ std
FPR + std
TPR + std

96.55 £ 0.69
54.18 £ 4.52

1.00 £0.73
44.98 + 0.26

93.61 +1.27
39.46 £ 4.65

4.03+1.31
44.95 + 0.53

92.65 +1.94
35.72 £ 6.50

5.09 £2.04
45.02 +£0.21

Day 4

Acc + std
F1 4+ std
FPR + std
TPR + std

95.71 £0.68
49.05 £ 3.90

1.80 £0.72
44.52 £0.33

94.03 £0.92
38.68 £ 3.71

3.88 +0.96
45.58 £0.71

90.99 £1.43
31.36 £ 3.51

6.75 £1.50
44.42 +0.19

Day 5

Acc + std
F1 + std
FPR + std
TPR + std

96.70 £ 0.38
53.00 £2.74

1.07 £ 0.40
45.02 £0.22

95.11 £0.95
43.46 £+ 4.22

2.76 £1.01
45.53 £ 0.57

95.25 £ 1.02
43.84 £ 5.04

2.58 £ 1.06
44.88 £ 0.07

Table A.4: Results of the A3 experiment with six clients comparing the federated
anomaly detection model to the centralized and local models.

. A.2 Detailed Classification Results
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A. Detailed Experiment Results
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