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Abstract

The LDACS is the upcoming digital communication system in aviation, that is able to

perform navigation and even surveillance service. This system by the time of writing of this

thesis LDACS is under certification standardization process by ICAO. This master thesis

deals with the process of designing the LDACS testing platform in order to support future

testing and performance evaluations di↵erent conditions. This thesis contain the detailed

description of the processes that are going on in LDACS transmitter and reciever, evaluation

of the SW and HW solutions that can be used for signal generation and signal transmission.

Moreover the LDACS testing platform proposed and tested using di↵erent testing scenarios.

Key words:

LDACS, wireless communications, MATLAB, USRP, ADALM-Pluto, simulation
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Abstrakt

LDACS je budoućı digitálńı komunikačńı systém v letectv́ı který dokáže zajistit poskytováńı

jak navigačńıch tak i přehledových služeb. Tento systém je současně ve standardizačńım pro-

cesu u Mezinárodńı organizace pro civilńı letectv́ı. Práce obsahuje podrobný popis proces̊u

prob́ıhaj́ıćıch ve vyśılači a přij́ımači systému LDACS a zabývá se hodnoceńım SW a HW

řešeńı, využitelných pro generováńı a přenos signál̊u. A nav́ıc se zaměřuje na návrh testo-

vaćı platformy, která by umožňovala testovańı, daľśı vývoj a hodnoceńı výkonnosti daného

systému v r̊uzných podmı́nkách.

Kĺıčová slova:

LDACS, bezdrátová komunikace, MATLAB, USRP, ADALM-Pluto, simulace
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FFT Fast Fourier Transform
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GPS Global Positioning System

HFDL High Frequency Data Link

ICAO International Civil Aviation Organization

ICNSS Integrated CNS and spectrum
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Loran long-range navigation

OFDM Orthogonal Frequency Division Multiplex

OOP Object-Oriented Programming

SATCOM Satellite Communications

SDR Software Defined Radio
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SSR Secondary surveillance radar

TMA Terminal channel

VHF Very high frequency

VoIP Voice over Internet protocol
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Introduction

The first communication systems took place even before the WWII. Over the years great

progress has been made in order to make commutation systems more e�cient and reliable.

Today, the aviation communication infrastructure still has some challenges to overcome.

These include lack of capacity, low security level and congestion of frequency spectrum in

aeronautical bands. Due to these limitations, aviation industry organizations are interested

in developing and implementing a new modern communication system.

L-band digital aeronautical communication system (LDACS) is one of the systems con-

sidered by International Civil Aviation Organization (ICAO) as a successor of current voice

and digital communication solutions. Its base technology is the same as in a well-tested so-

lution that has been implemented in the civil communication sector for years now - LTE and

Wi-Max. This base technology is called Orthogonal Frequency Division Multiplex (OFDM).

It is known as a spectrum e�cient and high speed solution for wireless communication.

Nevertheless, every system in civil aviation should pass the certification process. Es-

pecially when the base technology of the system has not been used in civil aviation. The

certification process includes testing of the new system in di↵erent kinds of environment and

under di↵erent conditions. The example of these conditions can be interference with other

systems in L-band, for example with Distance Measuring Equipment (DME). Due to tech-

nological progress there is a possibility to test the system on a smaller scale before building

a full size ground station and aircraft avionics. The accuracy of this kind of testing is very

high and the expenses are noticeably lower. Therefore, this thesis is focused on providing

technical description of the LDACS system and also describes the process of designing the

LDACS testing platform.

The first chapter of this master thesis describes issues of the current CNS infrastruc-

ture, especially on Communication component of CNS, and basically answers the question

if LDACS is the solution at least for some of this problems. The second chapter proposes

a detailed description of LDACS on physical level describing the processes that are taking
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place in the transmitter and receiver. Then, thesis contains the analysis of hardware and

software solutions that are currently available on the market and that can be used to design

the LDACS testing platform. Then, the platform’s design itself is proposed. In the last part

of the thesis some testing scenarios that take place in a real system use are proposed. These

scenarios are tested on available hardware and software to achieve the results in the form of

transmission performance indicators. Then, the evaluation of the proposed solution is made

in the form of discussion.
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Chapter 1

Issues of today’s CNS

infrastructure

This chapter aims to describe today’s Communication Navigation Surveillance (CNS) services

from the operational perspective. From this point of view, there are several issues that are

either already limiting the provision of the CNS service or may limit it in the future, assuming

the future tra�c growth. As well as with the introduction of the CNS vulnerabilities and

issues, this chapter contains the introduction to existing projects and propositions for the

future CNS infrastructure:

• Future Communication infrastructure (FCI)

• Alternative Positioning Navigation and Timing (APNT)

• Integrated CNS and spectrum (ICNSS)

Then, the requirements of the Air Navigation Service Providers (ANSP), that they will

have together with the future CNS systems, are introduced. At the end of this chapter the

question if an LDACS is capable to solve these issues is answered.

1.1 Today’s communication vulnerabilities and Future Com-

munication Infrastructure

Nowadays, communication service could be divided into two groups: voice communication

and data communication. Both of them are used for Air-to-Ground (A2G) and Air-to-Air

(A2A) communications. Moreover, as already mentioned in the introduction to this chapter,
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those systems have their own limitations and vulnerabilities that nowadays are critical to air

tra�c. These issues are described in the following subsections. [50]

1.1.1 Data and voice protection

In recent decades air tra�c management communications have been transitioning from ana-

log voice communications to digital data link. The most notable one is the digital Aircraft

Communications Addressing and Reporting System (ACARS), which uses VDL, High Fre-

quency Data Link (HFDL) and Satellite Communications (SATCOM) transmission paths,

graphically represented in figure 1.1. This network was established in 70s and originally had

no security functions. Later on, after some modernisation certain cybersecurity protection

was added. Therefore, only a few papers related to this problematics pointed out the exis-

tence of data leakage, data fraud, entity camouflage and denial of service attacks and other

security threats to the ACARS system. Therefore, there is still no solution regarding the

cybersecurity boost.[68, 62]

”Many papers discussed advanced security schemes using cryptographic algorithms, but these

advanced security schemes hardly work in ACARS system, unless the next generation air

transportation system will replace the current system”[79]
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Figure 1.1: ACARS structure and transmission paths [68]

1.1.2 Ine�cient usage of spectrum and lack of capacity

For terrestrial voice communication Very high frequency (VHF) radio in 118,000 MHz –136,975

MHz is implemented. It is based on Double Side Band (DSB) transmission with amplitude

modulation. The main benefit of DSB is its resistance to interference. However, it is less

spectrum e�cient compared to single side band. After establishing voice communication ser-

vices in 1947, parameters for transmission frequencies were defined as 118,000 MHz –136,975

MHz and channel separation as 200 kHz. This meant that there were only 70 channels

available for transmission. Owing to technical progress at present the channel separation

of 8.33 kHz is standardised and used in high tra�c density areas such as the European re-

gion. 8.33 kHz channel separation theoretically gives the possibility to use 2280 channels for

voice communication, but despite that there is still lack of available channels in some areas.

[3, 2, 62, 50]

1.1.3 Future Communication Infrastructure

To overcome the limitations described in the subsections above, European project Single

European Sky ATM Research (SESAR) is developing more sustainable technological basis for

A2G and A2A communications, which is called FCI. For that purpose SESAR is considering
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the Iris satellite link, Aeronautical Mobile Airport Communication System (AeroMACS)

and L- band digital aeronautical communications system. These systems are intended for

di↵erent use cases:

• Iris satellite link - enabling communications to aircraft in oceanic and remote areas.

• AeroMACS - enabling communications at large airports.

• LDACS - ensures long-haul terrestrial communications. [47]

The described concept is graphically represented in figure 1.2. [47]

Figure 1.2: FCI concept structure and transmission paths between main components [62]

1.2 APNT for GNSS backup

At the moment, in most cases Global Navigation Satellite System (GNSS) is the primary

source of aircraft position information. The GNSS architecture consists of three main seg-

ments: the space segment, which is represented by satellites, the user segment, which is

represented by GNSS receivers, and the control segment, which is represented by control

stations. The main function of the space segment is to generate and transmit position de-

tection signals and to transmit a navigation message recorded by the control segment. The
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GNSS space segments are made up of satellites orbiting the Earth in several orbits in an

attempt to ensure that users have the necessary number of satellites in position at any time

to determine their position. The control segment is responsible for the proper operation of

GNSS. Its basic functions are: to manage and maintain the status and configuration of the

satellite constellation, to predict ephemeris and satellite clock errors and to update navigation

reports for all satellites. The user segment consists of GNSS receivers. Their main function

is to receive GNSS signals, determine pseudorange and solve navigation equations in order

to obtain coordinates and provide very accurate time. The principle of positioning using

GNSS is based on the measurement of pseudorange, which di↵ers from the classic distance

by a time shift. By transmitting a navigation message stating their designation, position

and time of transmission, the satellites can determine the distance between the satellite and

the receiver, and more precisely the spherical surface on which the receiver can be located.

After finding three pseudoranges, it is possible to calculate the intersection of these spherical

surfaces on which the receiver is located. Another satellite is needed to detect the receiver

clock error, which is the fourth unknown in the calculation. [41]
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Figure 1.3: The principle of GNSS positioning [41]

The Global Positioning System (GPS) signal is a low power signal. Airbus defines the

signal as being comparable to the energy emitted by a 60 W light bulb located more than

20,000 km from the Earth’s surface. This means that the signal can be easily disturbed by

any terrestrial source located near the receiver and operating in the GPS frequency band.

Interference can be divided according to origin into non-anthropogenic and anthropogenic

interference. Non-anthropogenic interference includes atmospheric e↵ects, satellite clock

errors, and multipath propagation, which results in reduced accuracy. There are a few types

of anthropogenic GNSS interference. Jamming - is the most widespread type of interference,

which causes impossibility of positioning. The other two main types of anthropogenic GNSS

interference are spoofing and meaconing, which causes the same consequence - displaying a

false position on the terminal device. Due to the vulnerability factors of the GNSS described
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above, ICAO recommends that States actively support the development of a future APNT

system. The aim of the APNT strategy should be to maintain the safety and, as far as

possible, an acceptable level of air navigation services in the event of long-term GNSS outages

or disruptions. In 2012, the ICAO Conference expressed the need to support alternative

positioning, navigation and timing systems in order to keep air navigation services to a

maximum in the event of a GNSS signal failure. In recent years, great progress has been

made in the development of APNTs.

1.2.1 APNT consideration in EU

In the European region corporations such as Honeywell, DLR and Thales are developing

systems that will be capable of meeting performance requirements defined by the SESAR

Joint Undertaking. The project defined certain requirements for future APNTs and divided

them into three categories: navigation support, ADS-B OUT support, and providing ac-

curate time for on-board systems. Meanwhile, these requirements are defined for certain

phases of the project: short, medium and long term. The subject of the project is not

only to define the requirements, but also to assess the selected systems for their ability to

support the set requirements. The European SESAR considers the following to be specific

APNT systems: LDACS, DME/DME, Multi DME, eLoran1. These systems are intended for

di↵erent implementation periods defined by Eurocontrol. For long term solution the use of

new technologies, such as LDACS or eLoran are considered. In my bachelor thesis I worked

on evaluation of APNT systems suggested for the European Union. The results of the as-

sessment were similar except for the LDACS system, which has earned the lowest number

of points. These results were influenced by the fact that the implementation process was

included into the scoring, and since it is an entirely new system, it was disadvantaged by this

evaluation. Nevertheless, LDACS has an important added value due to the provision of both

communication and navigation services. So, in the future there are a lot of enhancement

opportunities for this system. For instance, adding A2A communication and ranging or even

surveillance services. The performance of the system is also very impressive, the precision

reaches 20m, and the integrity is the same as GPS’s integrity - 1� 10�5. [41]

1Enchanced version of long-range navigation (Loran)
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1.3 Integrated CNS and spectrum

Besides APNT activities the SESAR JU project has interest in integration of CNS services.

According to the SESAR’ s report to European Commission:

”Many aspects of CNS are currently characterised by lack of integration: multiple technolo-

gies are used where it could be possible to merge into one, both within and across domains[5]

Improved integration would provide an opportunity to reach better safety, minimise oper-

ational costs and improve the e�ciency of spectrum usage. The last aspect is critical for

aviation, since most of the CNS systems are operating in one band (L-band). This band is

defined by the radio spectrum from 1 GHz to 2 GHz. In principle, 960-1215 MHz is reserved

to be used by civil and military, navigation and surveillance air services. Due to the quan-

tity of systems already operating at those frequencies (shown in figure 1.4) it is di�cult to

implement new technologies and protect the existing ones at the same time. [27, 58]

The following figure 1.4 represents the L-band spectrum utilization (x axis represents the

frequencies in MHz). This picture shows that besides the military systems (JTIDS/MIDS

and RSBN), the greatest part is dedicated to DME 2. DME can not be easily removed or

substituted because of its importance and prevalence in the field of ground to air radio

navigation. [32, 27, 58]

2DME is a radio navigation device that indicates the slant distance between an on-board interrogator and

a ground transponder. DME works on the principle of transmitting and receiving electromagnetic pulses.

These pulses are in the form of pulse pairs in the case of DME.

21



Figure 1.4: L-band spectrum utilisation [32]

1.4 Introduction to LDACS on operational level

In the previous sections LDACS has already been mentioned during the APNT and FCI

project introduction. This section contains basic LDACS description on the operational

level.

LDACS is the upcoming digital communication system, that is able to perform navigation

service. It was developed by DLR (German Aerospace Center) and since this system is not

based on any of the existing systems used in aviation, LDACS implementation might be a

big step to the modernization of current ATC services.

LDACS operates on the basis of a network of ground stations operating at di↵erent

frequencies. The communication between the ground station (GS) and the aircraft (A/C)

is implemented through OFDM (Orthogonal Frequency Division Multiplexing) technology.

LDACS adheres to the bidirectional transmission mode, where the band 985.5–1008.5 MHz

is defined for the uplink and 1048.5–1071.5 MHz for the downlink with channel separation

of 1 MHz and bandwidth of 500 kHz. This makes it possible to transmit the LDACS signal

in-between DME pulse pairs, figure 1.5 With that feature LDACS is very compatible with

the existing CNS infrastructure and creates fewer concerns about the interference with the
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existing systems after the LDACS system is implemented. [41, 28]

Figure 1.5: LDACS signal (in red) between DME pulse pairs (in blue). [71]

DME is an significant system in today’s aeronautical navigation. So, interference issues

with the future CNS systems is a crucial topic. Studies on interference between these two

systems were carried out by the LDACS development team as well as by some independent

researchers. The result of these studies shows that even though DME and LDACS a↵ect each

other, they still can safely share the same frequency range.This allows to overcome the issues

of lack of available frequencies in L-band. Due to this fact, LDACS can be implemented

without replacing any of the current systems. [71]

1.4.1 LDACS communication service

Owing to technologies used in LDACS, it is capable of achieving up to 260 times higher data

rate per channel than modern communication systems such as VDL Mode 2. The benefits

of the LDACS communication service deployment include: low-latency transmission through

coordinated channel access, no co-channel interference, high continuity, and providing of

both communication services - data link and digital voice. Along with the above-mentioned

performance benefits, LDACS brings in secure transmission through built-in cyber security

means such as mutual entity authentication, protection of confidentiality, integrity and au-

thenticity of messages. And, last but not least, LDACS ensures availability and continuity

of service which is critically important. [64, 65]

The LDACS Digital Voice communication technique is based on VoIP technology. The
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main idea behind Voice over Internet protocol (VoIP) is transmission of voice tra�c over the

internet connection. On LDACS VoIP is deployed by first using wireless A2G connection

and after that an ordinary VoIP sequence of actions (VoIP structure is described in figure

1.6.

Figure 1.6: Voice over Internet Protocol structure deployed on LDACS.[67]

Also the LDACS Digital Voice channels are independent from the physical LDACS de-

ployment. This means that a LDACS ground station can serve several Air Tra�c Control

(ATC) voice sectors, and vice versa one ATC voice sector can use multiple LDACS ground

stations for digital voice transmission. Furthermore, voice circuits can be completely inde-

pendent of the current ATC voice sector. [67, 65]

1.4.2 LDACS further capabilities

LDACS is capable of overcoming the existing limitations. This system introduces other

benefits and prepares ATM for modernisation according to the development vectors that

were described at the beginning of this chapter: trajectory based operations, transition to

broadband data link technologies and aircraft integration into SWIM (XML-based commu-

nications). For these purposes LDACS is ready to introduce a bunch of technologies and

abilities, that can make Air Tra�c Management (ATM) more robust, e�cient and secure.

To sum up the LDACS features and capabilities:

• LDACS is capable of covering all kinds of ATM communications: AOC, ATS, AAC.

• LDACS enables broadband applications such as 4D trajectories, weather maps, SWIM

integration.

• LDACS contains ranging/navigation functionality.

• LDACS can be used as data link for GBAS (supplementing or replacing VDB) with

benefits of more capacity and less latency.
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• LDACS is extendable and future proof - it can be easily extended to higher capacity.

[67]

With all that, LDACS is being under consideration as a primary future long-haul ter-

restrial communication system by SESAR JU and Federal Aviation Administration (FAA)

NextGen. [41]

1.5 Requirements to the upcoming CNS systems

As a conclusion to this part, it has to be noted that LDACS fulfills all the requirements and

even adds its own special features to the existing CNS infrastructure. On the other hand,

the author sees a lot of complications that might occur once this system is implemented. The

implementation process plan has to be very detailed and deal with special features of the

Orthogonal Frequency Division Multiplex systems that include high sensibility to the Carrier

Frequency O↵set and frequency synchronization problems. Because of these drawbacks the

system requires a long and diverse testing period. However, as soon as the system is tested

and fully operable it will boost the possible Air Tra�c Service (ATS) and ATC application

variety that can be introduced. This includes the main vectors that were presented at the

beginning of this chapter.[65, 66]

Apart from the main vectors of the CNS infrastructure and the development of appli-

cations, ANSP want the future systems to achieve certain acceptable performance in terms

of:

• Performance itself - the service is provided with an acceptable quality, with certain

navigation performance indicators (continuity, availability, accuracy and integrity).

• Capacity - the number of aircrafts this service can be provided for.

• Security - resistance against data loss

• Interoperability - requirement for compatibility with the existing and future infrastruc-

ture.

• Scalability - possibility of a future system extension without major technical changes

• Coast e�ciency - the system should be compatible with business [67]
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All those characteristics of the system are forming the safety aspect, which must match an

appropriate level as well. LDACS matches all of these requirements. The only requirement

that cannot be evaluated yet is coast e�ciency (the system is not in service yet). [67]
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Chapter 2

Orthogonal Frequency division

Multiplexing

This chapter provides basic technical information about LDACS and describes OFDM in

detail. OFDM is the basic technology of this system and a detailed description is required

in order to understand the processes going on during the LDACS signal transmission and

reception.

The first part of this chapter provides some basic information about the technical aspects

of the LDACS system. Since LDACS uses the orthogonal frequency division multiplexing

technique, the OFDM architecture is introduced in detail.

2.1 Introduction into OFDM architecture

The OFDM modulation technique is based on the multi-carrier modulation method (MCM),

where despite the signal is transmitted within one carrier frequency and wide broadband,

multiple sub-carriers with narrow broadband are used. This is achieved by dividing the

broadband channel into a number of parallel narrow sub-channels. Each of those sub-channels

has its own carrier frequency and carries a low data rate stream. Consequently, high data

rate transmission is achieved by summing up those data rate streams. The di↵erence between

the signal with a single carrier structure and the OFDM sub-carrier structure is shown in

figure 2.1. The multi-subcarrier structure is shown on the left, where N sub-carriers are

placed with defined separation between the carriers across the same bandwidth, as single

carrier signal on the right hand side of the picture. Besides high data rate transmission,

there are also several advantages o↵ered by this modulation technique. The most important
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of them is resistance to channel dispersion and facilitation of phase and channel estimation

in a time-varying environment. [40, 8]

Figure 2.1: Di↵erence between one carrier and MCM signal structure.[author]

As follows from the OFDM abbreviation, it uses the frequency division multiplexing

technique to divide channels. However, unlike FDM, OFDM transmits the sub-carriers

orthogonally, which means, that individual signals actually overlap. However, each sub-

carrier has its maximum power at the point, where the other ones have zeros, figure 2.2.

This feature does not cause any noticeable adjacent sub-carrier interference and makes it

possible to use bandwidth more e�ciently. [20]

Figure 2.2: Orthogonality in OFDM technique compared to FDM technique [8]

In figure 2.2 the upper part (a) represents FDM, where the sub-carriers are placed one

after another in a defined bandwidth. In the lower part (b) of figure 2.2 the sub-carriers are

orthogonal to each other, so they occupy less bandwidth. [8, 20]
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2.1.1 LDACS transmitter structure

This subsection introduces the transmitter of the LDACS system and describes the function-

ality of the transmitter structure. It outlines the signal definition process starting from raw

binary data up to complex signal in time domain.

The main components of the OFDM-based transmitters are: data modulation which

implies data transfer into the complex plane and Inverse Fast Fourier Transformation which

converts the signal into the time domain. Nevertheless, in real OFDM systems, as well as

in LDACS, some additional components are added. These might include synchronization

algorithms, error correction or interleaving. This helps the OFDM communication systems

become more resistant to real channel interference and add several features to those systems,

for example Forward Error Correction (FEC) algorithms. In case of LDACS, the following

procedures are added:

• Data Randomizer

• Reed-Solomon coding

• Block interleaver

• Convolutional coding

• Helical interleaver

• Windowing and cyclic postfix addition

Further on, the LDACS transmitter and receiver can be represented by the following

scheme in figure 2.3. This scheme is further widely used as reference during the LDACS

platform design proposition.
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In the scheme above, bits represent digital data for transmission, in case of the uplink

- ground to aircraft message, in case of the downlink - aircraft to ground message. In the

following parts individual components of this block scheme are described in detail.

2.1.2 Scrambler

Scrambling or randomizing of the data is a process of rearrangement of this data sequence in

order to achieve better data safety and better synchronization e�ciency. The main function

of the scrambler is to get rid of a long string of ones and zeros from the binary data. There are

di↵erent scrambling techniques. The following scrambler structure is proposed for LDACS

(figure 2.4): [64, 63, 6]

Figure 2.4: Scrambler structure for LDACS [64]

Where pi has the following default values:

{p0, p1, p2, p3..., p14} = {0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 1, 0, 0, 1} (2.1)

The exact type of the scrambler is not defined in the LDACS documentation. Neverthe-

less, with high probability LDACS deals with the additive scrambler, where Linear Feedback

Shift Register (LFSR) with length of 15 memory elements (p0...p14) and two XOR1 operations

are used.[64, 49]

In this sequence, XOR of the latter two memory elements are calculated and sent into

two ways. The first way is the XOR - 2 with the input bit to obtain the output bit value.

The second way (through XOR-1) is used for the purpose of registration of the shift. When

the register shifts, the value of the first XOR operation becomes p0 and all the bit values are

shifted left. p13 becomes p14, and original p14 is deleted.[64, 49]

1XOR - exclusive or - logical operation, takes two boolean operands and returns true if, and only if, the

operands are di↵erent
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This process is repeated until the whole data unit is scrambled, for the next data unit

LFSR is set up with default p0...p14 values (eq: 2.1). On the receiver side the backward

operation is performed to obtain the data stream. [64, 49, 6].

2.1.3 Reed-Solomon Coding

Reed-Solomon coding (RS coding) is part of the error correction algorithm that is used in

many digital communication systems. The error correcting code itself can be described as:

”An algorithm for expressing a sequence of numbers so that any errors which are in-

troduced can be detected and corrected (within certain limitations) based on the remaining

numbers.” [44]

For the LDACS system two error correction algorithms are proposed - RS coding and

Convolutional coding (described later in this chapter). [64, 63]

The RS coding works with the field of finite elements (q), called Galois field (GF ).

Without going into detail, the main goal of RS coding may be defined as forming a code-word

c(x) from the message and the generator function. This is done by multiplying the message

in the form of corresponding polynomial m(x) with the generator function polynomial. The

generator function polynomial for LDACS is: [18]

g(x) =
2FY

i=1

(x+ �i) (2.2)

Where � is equal to x+ 0, and F is the greatest integer less than or equal to N�K
2 . In this

case, N is the number of coded bytes, and K is the number of uncoded bytes. [64, 63]

Then, since the code-word is c(x) = g(x) ⇤ m(x), the code-word after transmission is

represented by:

v(x) = c(x) + e(x) (2.3)

Where e(x) is an error polynomial. [18]

The error correction is made by defining the zeros of g(x), that can be denoted as �1, �2,

�3 ... �r. Then, evaluating of the received polynomial with the roots of g(x):

v(�i) = c(�i) + e(�i) (2.4)

Provided that c(x) = g(x) ⇤m(x), since g(x) = 0, the expression above can be written as:

v(�i) = e(�i) (2.5)
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The error polynomial can be written out in terms of coe�cients ej and �ji with j = 1, ..., r,

eq. 2.6

v(�i) =
n�1X

i=0

ej�
j
i (2.6)

Then, if this set of equations can be solved for ej , the error pattern can be determined,

with the following error correction application. [18]

2.1.4 Block Interleaver

In general, interleaving is a process or methodology to make a system more e�cient, fast and

reliable by arranging data in a non-contiguous manner. Then, in case of a burst error, where

several bits in a row are corrupted, the package is not lost and it can be recovered with error

correction algorithms, considering that the most error correction algorithms are way more

productive in case of random errors. The general purpose of the interleaver is visualized in

figure 2.5. It can be seen, that in case of a raw data stream more data from one package are

corrupted by burst error and the probability that this data can be recovered by the error

correction is lower than in case of interleaved data, where corrupted data are spread across

di↵erent data packages.[17, 39]

Figure 2.5: Interleaved vs raw data stream burst error consequences [39]

In LDACS two interleavers are considered - the block interleaver after the RS coding and

the helical interleaver after convolutional coding. [64, 63]

The block interleaver works with a matrix, which in case of LDACS has a number of rows

defined by the number of RS code-words and the number of columns defined by the number
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of coded bytes per RS code-word. Bits are loaded into this matrix row-wise and read out

column-wise. This ensures the rearranging of the data described above. [64, 63]

2.1.5 Convolutional Coder

The convolutional coder has the same goal as the previously described Reed-Solomon coding

which is error correction. The convolutional coder (CC) has a rather similar structure to

the scrambler. It has a certain number of LFSR, but instead of using the XOR logical

operation, it uses modulo 2 operation. The main goal here is to form a predefined (known

to the transmitter and the receiver) structure from the bit stream. The CC has one crucial

indicator which is the code rate. The code rate defines how many output bits are produced

with one bit on the input. The code rate (rcc) of 1/2 means that for each input bit, two

output parity bits are calculated. In fact, CC produces two or several bits for each input one

which causes lower data rate transmission, but introduces error correction. Error correction

is applied due to the known structure of the CC coder on the receiver side. Then, bits can

be encoded at the receiver and error correction can be applied (the receiver knows all of the

states the CC can be in). The parity bit is calculated with an algorithm of the CC for the

system. The structure may vary from system to system, LDACS uses di↵erent CC structures

for di↵erent types of transmission. [16, 64, 63]

• Native - for all except RL2 RA+DC : CC with rcc = 1/2 and 6 LFSR with a structure

in figure 2.6 [64]

2For the description of the frame structure re↵er to the ”Subcarrier Allocation” subsection.
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Figure 2.6: LDACS native convolutional coder structure [64]

• RL RA+DC 3 : CC with CC with rcc = 1/3 and 6 LFSR with a structure in figure 2.7.

[64]

Figure 2.7: LDACS RL RA+DC convolutional coder structure [64]

2.1.6 Helical Interleaver

The last step before the coded data modulation is to interleave them one more time. This

is performed by the Helical interleaver. The Helical interleaver aims to evenly spread the

coded bits across the time-frequency plane. In the LDACS system the Helical interleaver has

a matrix size of A x B, where A and B are linked to the number of coded bits. For example,

for the FL transmission with CC rcc = 1/2, 16QAM modulation and 6 data units per an

interleaving block is 132x148. [64, 63]

3In this case, no RS encoding and block interleaving is performed.
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Data are interleaved through the matrix with the following algorithm:

for l = 0:a-1

for n = 0:b-1

k=l*b+n+1

m_k=b*(3*n+l)+n+1

end

end

Modulation of data

For the purpose of QAM modulation, amplitude shift keying and phase shift keying are

used, where bits are mapped into the complex plane using either QPSK, 16QAM or 64QAM

constellation diagrams. These constellation diagrams are represented in figure 2.8 [70, 73,

74, 64]

Figure 2.8: QPSK, 16QAM and 64QAM constellation diagrams [78]

The value that is transmitted by each sub-carrier is represented by: Xk = Ik+iQk, where

Ik is a real part, and Qk is an imaginary part of the signal. This Xk is called a modulation

symbol. Di↵erent modulation techniques work with di↵erent input number of bits that can
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be modulated into one modulation symbol:

• QPSK: 2 bits/modulation symbol

• 16QAM: 4 bits/modulation symbol

• 64QAM: 6 bits/modulation symbol [78, 64, 63]

2.1.7 Subcarrier allocation

One of the last parts of the signal process before the transmission is to shape the frames.

LDACS has defined a frame structure that is based on the transmission of super frames (SF).

The SF architecture di↵ers for uplink and downlink. These frames are transmitted using the

above-mentioned OFDM modulation. The SF is divided into 5 parts, which depend on the

type of connection. The uplink SF content is 4 multi frames and 1 RA (Random Access), the

content of the downlink SF is 4 multi frames and 1 BC frame (Broadcast). The strucrture

of the uplink and downlink SF is represented in figure 2.9. [64, 63, 22]

Figure 2.9: LDACS super frame structure. [64]

As shown in figure 2.9, the content of multi frames varies depending on the type of con-

nection. On an uplink, every fourth multi frame contains nine Data / CC frames. In case of

the downlink connections, every fourth multi frame contains DC (Dedicated Control) frames

and Data frames the size of which may vary depending on the information being transmitted.

Each Data / CC frame and BC frame, which is further subdivided into BC1, BC2 and BC3

frames contains synchronization symbols at the beginning. The synchronization symbols are

used for the signal synchronization purposes. [64, 63, 22]
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Looking closer to the symbol structure of the frames, the synchronization, PAPR re-

duction and the pilot symbols are places according to a certain pattern. The aim of these

symbols is to make the LDACS signal more resilient to the interference. As mentioned before,

the synchronization symbols are used during the synchronization process in the receiver. In

figure 2.10 the position of the synchronization symbols is represented. [64, 63]

Figure 2.10: Synchronization symbols layout. [64]

The PAPR reduction symbols are placed according to a special pattern and aim to

reduce the Peak to Average Power Ration4. The particular algorithm is not defined in

LDACS specifications yet, but the pattern of these symbols is already available in LDACS

documentation. The PARP symbol itself can be defined as one that carries no information

and can be discarded at the receiver. [64, 63, 22]

The pilot symbols are inserted into the sub-frames as well. These pilot symbols provide

an estimate of the channel at given locations within a sub-frame. There are a few techniques

that can be used for these purposes. These techniques are often based on the assumption

that the receiver is aware of the pattern of the pilot symbols, so the channel characteristic

can be estimated by comparing the received data and the pattern itself. [64, 63, 21]

To form the frame, all the above-mentioned symbol types (synchronization, null, pilot,

data, PAPR, AGC5 and tile segmentation) are combined together according to a predefined

pattern. Figure 2.11 represents the DC frame as an example of the final frame structure

after the operations described above. [64, 63, 21]

4PAPR - Peak-to-Average Power Ratio is defined as the ratio of peak power to the average power of a

signal.
5AGC - Automatic gain control symbol. Used during signal equalization.
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Figure 2.11: Structure of an RL DC slot [64]

2.1.8 Inverse Fast Fourier Transform

Once data are modulated and put into frames, it could be transformed using IFFT. The

Inverse Fourier transform is used to convert the signal from the frequency domain to the

time domain. To apply IFFT, a few mathematical manipulations need to be performed.

Considering the OFDM signal, the sub-carriers have to be shifted from the center fre-

quency. This shift is described with X(f � a), in the time domain, where a is a frequency

shift. This also may be expressed as x(n)ej2⇡at in the frequency domain. However, the

first window function6 g(t) is applied to cut out the unwanted parts of each sub-carrier

signal.[20, 72] The next step is to sum up all these frequencies, figure 2.12.[20, 78]

Figure 2.12: OFDM subcarriers summation [author]

After the said manipulations are completed, the signal is represented by an equation 2.7.

[20]

6Window function is a mathematical function that is zero-valued outside of some chosen interval
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x(n) =
N�1X

k=0

Xke
j2⇡fkt (2.7)

Then, the Xk is a time limited function of duration T of a particular carrier and each

sub-carrier in this function is a frequency which is a multiple of the carrier spacing: fk =

k�f = k
f . The carrier spacing is graphically represented in fig. 2.13. Then, substituting fk

with k
f , the signal is represented by eq. 2.8. [20, 23]

x(n) =
N�1X

k=0

Xke
j2⇡t k

T (2.8)

Figure 2.13: Carrier spacing in OFDM systems [20]

The next step is to sample this function (2.8) in the time domain with a sampling function.

Once it is done, there is a possibility for further manipulations with this function. The aim

of these manipulations is to get closer to the Discrete Fourier Transform formulation.

Sampling

Since the signal is sampled with a defined sampling rate, each sample is then separated by

the equal intervals of �t. Also, as already mentioned, the signal is time limited, and the

duration of the signal is Tsig. Considering that in this interval of Tsig there are N points

(samples), the between sample interval is described with �t = Tsig

N . So, any interval between

the samples can be expressed by: tn = n�t. This expression is the actual position of the

sample on the time axis. And at each sample point, there is an actual value for xn (sampled
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version of x(t) at that point). This means, that it is possible to replace t with tn, eq.2.9.

[20, 72, 23]

xn =
N�1X

k=0

Xke
j2⇡ k

Tsig
n�t

(2.9)

�t may be also substituted for Tsig

N , eq. 2.10

xn =
N�1X

k=0

Xke
j2⇡ k

Tsig
n T

N (2.10)

So, after the Tsigs cancel out, the final expression (eq:2.11) matches the definition of Inverse

DFT (eq:2.12) except 1
N .

xn =
N�1X

k=0

Xke
j2⇡n k

N (2.11)

xn =
1

N

N�1X

k=0

Xke
j2⇡n k

N (2.12)

What is proposed for OFDM, is that IDFT is performed on N constellation points, and the

receiver performs DFT on received samples xn to recover the n complex constellation points

Xk, which then can be demodulated back to the original bits, and the original bit-stream is

recovered. The conceptual diagram of the actions between Xk before the transmission and

Xk after the reception is graphically represented in figure 2.14 [72, 20, 23]
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Figure 2.14: The actions between Xk before transmission and Xk after reception [20]

In OFDM systems, IFFT/FFT is used instead of DFT/IDFT. The intention is that

FFT/IFFT requires fewer computational resources and provides the same output as the

discrete version. [72, 20, 64]

2.1.9 Cyclic prefix insertion and Windowing

One of the last operations before the signal transmission is to window the signal. This is done

in order to mitigate the influence of LDACS onto the existing L-band systems, mainly DME.

The windowing function aims to smooth the sharp phase transition between the OFDM

symbols. The equation 2.13 represents the conditions and the function of windowing. [64, 63]

w(t) =

8
>>>>>>>>><

>>>>>>>>>:

1
2 + 1

2 cos(⇡ + ⇡t
Tw

), for 0  t < Tw

1, for Tw  t < Ts

1
2 + 1

2 cos(
⇡(t�Ts)

Tw
), for 0  t < Tw

0, else

(2.13)

Where Tw represents the duration of the flanks of the window. The windowing is also
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visualized in figure 2.15.[64, 63]

Figure 2.15: Windowing in the LDACS system. [64]

In figure 2.15, Tg is the guard time - the cyclic prefix (described in section 2.1.1), and Tu

is the useful time of the symbol. [64]

Cyclic Prefix and postfix

The last step of the OFDM signal processing is adding a cycling prefix to the transmitted

signal. In reality, OFDM is prone to inter-channel interference (ICI) and inter-symbol in-

terference (ISI) due to the multi-path. Such types of interference come up when the signal

on the receiver is received with a time o↵set. To overcome this problem, a cyclic prefix is

applied. Basically, it is done by copying several last samples of the symbol to the begin-

ning of that symbol. Then, the symbol sequence after the IFFT operation is represented by

x = [x(0) x(1) x(2) x(3 ... x(N � 1)]. Considering the length of the cyclic prefix of

L� 1, the final OFDM symbol can be represented by the eq.2.14. [19, 9]

x = [x(N � L+ 1) ... x(N � 2) x(N � 1) x(0) x(1) ... x(N � 1)] (2.14)

This process is graphically represented in figure 2.16, where some symbols from the end

of the signal are moved to the beginning. This number of samples can vary due to the

surrounding conditions of the multi-path, for instance, normal duration of CP in LTE7 is 7%

of the symbol. [76, 4]

7LTE - Long-Term Evolution is a standard for wireless broadband communication for mobile devices and

data terminals which uses two types of cyclic prefixes with di↵erent lengths.[76]
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Figure 2.16: Cycling prefix conceptual scheme [35]

The introduction of the cyclic prefix has its own advantages and disadvantages. The

main advantages include the ones that have already been mentioned above and also the

improvement of its resilience to ICI and ISI. The main disadvantage is the data capacity

reduction due to re-transmission of data. [9, 19]

As well as with a cyclic prefix, LDACS is a feature with a cyclic post-fix. A cyclic post-

fix is a certain number of symbols coming from the beginning of the signal to the end (the

opposite way compared to a cyclic prefix).

2.2 LDACS receiver structure

On the transmitter side the signal process is a bit more complicated. This is caused by the

fact that the signal has to be synchronized and equalized in order to begin the demodulation

and decoding process. This process includes:

• Synchronization

• Blanking non-linearity correction

• Cyclic prefix and postfix removal

• Fast Fourier Transform (FFT)

• Channel Estimation

• Equalization

• Demodulation

44



• Helical deinterleaving

• Convolutional Decoding

• Block deinterleaving

• RS decoding

• Derandomization[64, 63]

This section aims to describe the above-mentioned processes - from the signal reception,

up to the decoded data stream. The structure of the transmitter is also described in figure

2.3.

2.2.1 Blanking non-linearity correction

The blanking non-linearity function is performed in order to achieve a greater signal to

interference to noise ratio. In fact, signal parts with an amplitude greater than TBN are

blanked. The blanking function is represented in the following eq.2.15. [64, 63]

yl = f(rl) =

8
><

>:

rl, if |rl |< TBN

0, else
(2.15)

Where l takes values from 1 to 64. [64, 63]

2.2.2 Synchronization

The synchronization function is implemented in order to anticipate the errors caused by the

sensitivity of the OFDM systems to timing and frequency o↵set. Since any synchronization

error will degrade the performance of the OFDM system by the e↵ect of ICI and ISI, the

synchronization is an important step to obtain reasonable system performance indicators.

The LDACS system employs CAZAC (constant amplitude zero autocorrelation) algorithms

for the frequency and time synchronization. [64, 63]

The synchronization symbols, that are inserted during the framing, are used during the

CAZAC synchronization sequence. The main goal of this synchronization sequence is to

construct the preamble symbol. The property of the CAZAC sequence is not a↵ected by

IFFT and FFT. With that feature, the preamble symbol can be constructed by repeating

the sequence after the IFFT operation. With these structure and synchronization symbol

characteristics the timing and frequency synchronization can be performed according to (A

45



Novel Synchronization Algorithm Based on CAZAC Sequence for OFDM Systems). [64, 63,

45]

The calculation of the synchronization sequence varies depending on the OFDM symbol

number. In case of the first row in figure 2.10, the synchronization sequences in the LDACS

system shall be calculated by:

Ssy1,k =
p
4e

j⇤⇡ 5k2

Nsy1 (2.16)

In case of the second OFDM symbol (lower row in figure 2.10), the calculation is made

by eq. 2.17

Ssy1,k =
p
2e

j⇤⇡ k2

Nsy2 (2.17)

both of these equations are calculated for k = 0, ..., Nsy1/2 � 1. In these equations Ssy1/2

is the synchronisation symbol for the first and the second OFDM synchronisation symbol

and Nsy1/2 is the number of synchronisation symbols per OFDM synchronisation symbol (12

for the first OFDM synchronisation symbol and 24 for the second OFDM synchronisation

symbol).[64, 63]

According to the synchronization results the signal is cut further and the cyclic prefix and

post-fix are removed. Once it is done, the signal and its components are ready for further

operations of channel estimation and error correction.[64, 63]

2.2.3 Channel estimation

Since the OFDM systems may be highly influenced by the ICI and ISI interference, the high

channel estimation accuracy will be provided in order to maintain the performance of the

OFDM system. The technique with the periodically inserted pilot symbols is a frequently

used idea because of its relatively simple implementation and accurate and e�cient perfor-

mance. The pilot symbols allow to track the time variation and the frequency selectivity

of the channel. At the receiver, the channel complex gain at the pilot symbol positions can

be easily obtained from the received signal and the known pilot symbols. The interpolation

is then applied to derive the estimation of the channel knowledge from the data symbol

positions. [77, 26]

In the LDACS system the channel estimation is made with either the wiener interpolation

or the linear interpolation. The detailed sequence of action of these types of interpolation

as well as the MMSE estimation, that is used in the LDACS system are provided in ”Linear
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Interpolation in the Pilot Symbol Assisted Channel Estimation for the OFDM” paper. [77,

26]

2.2.4 Equalization

When the signal passes the channel, certain distortion is introduced. This distortion may be

presented by means of amplitude and signal delay. The distortion creates a problem of ISI,

so the detection of the signal at the receiver might be more complicated. [64, 52] The aim

of the equalization is to correct the said distortion. The equalizer is basically a filter that

scales the signal to the constellation points of the modulation alphabet. [64, 52]

2.2.5 Demodulation

The demodulation operation is a reverse operation of mapping the bits into complex values.

The outcome is a matrix of a certain format filled with bits. These bits are further decoded

in order to perform error correction.[20, 64]

2.2.6 Signal decoding

The signal decoding part of the process in the LDACS transmitter in fact makes the reverse

process of channel coding in the transmitter. It includes the de-interleaving process, where

data are rearranged back into the appropriate format to be further decoded. Then, the

Veterbi decoder8 is engaged. It aims to decode the data, so that the data is the same as

before coming through the convolutional coder (in a perfect case). The latter part of the

channel decoding is to use the Reed-Solomon decoder. The operation of decoding is described

in detail at the beginning of this chapter in subsection 2.1.3. The data then represent the

final received sequence of bits. Then, the errors in the bits are corrected so that the said

bits can be used to obtain the binary information. [16, 18, 64]

2.3 OFDMA

Since in practice several aircrafts can be in connection with one ground station at the same

time, the reception of several signals by one receiver has to be ensured. It is done by OFDMA.

OFDMA - Orthogonal frequency division multiple access is a version of FDM (Frequency

8A Viterbi decoder uses the Viterbi algorithm for decoding a bit-stream that has been encoded using a

convolutional code
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division multiplexing). It is used to divide packets of information into separate bands that

are carried by from di↵erent transmitters. It aims to ensure that the base station can receive

signals from multiple transmitters. On the left-hand-side of figure 2.17 the downlink trans-

mission from the base station to multiple subscriber stations is represented. The distance

between the BS and each SS is di↵erent, so are the time and frequency o↵set of the signal. In

this type of BS and SSs interconnection is less complex since the synchronization algorithms

that are described in 2.2.2 are capable to handle it. [61]

In case of uplink (right-hand-side on figure 2.17), assuming that SSs are synchronized in

time, the signal on BS will be received in di↵erent time and with di↵erent power level. The

timing of the signal is crucial, since the OFDMA systems (as well as LDACS9) use the Time

Division Duplex10 model, so the delayed signal might not even fit into the time dedicated

for signal reception by BS. Assuming that the SSs will transmit the signal in di↵erent time

compared to each other, SS3 in figure 2.17 will transmit the signal with the o↵set compared

to SS1, so the base station receives both signals simultaneously.[14, 61]

As already mentioned, the power level of the signal from SSs, located at di↵erent distance

is going to be di↵erent, ex. SS1 and SS3 in figure 2.17. The signal from SS1 would dominate

and cause very noticeable interference into the carriers. In view of the above, algorithms

that will accomplish the timing and introduce the power control feature are needed.

9LDACS Reverse Link transmission is based on OFDMA-TDMA bursts, with silence phases between such

bursts
10TDD - duplex communication links where uplink is separated from downlink by the allocation of di↵erent

time slots in the same frequency band
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Figure 2.17: Uplink and downlink transmission [14]

Even though the OFDMA method is used on LDACS, it is out of scope of this thesis,

since the testing platform is made in order to simulate the signal transmission between BS

and the only one SS.

2.4 Summary

In this chapter the LDACS technical structure is described. It includes data coding and

interleaving, modulation, IFFT, subcarrier allocation and cyclic prefix and postfix insertion.

The structure of LDACS resembles other civil non-aeronautical systems such as LTE or

WiMax with minor di↵erences. Although this system appears to be quite unique in the

aeronautical field, due to the structure described above in this chapter, it can ensure very

high information transfer bitrate that cannot be even compared to the speed of the existing

CNS systems. Moreover, because of the advanced error correction techniques, the system is

capable to ensure solid bit-error-rate, su�cient even under moderate channel interference.

This detailed descriptions of the LDACS system transmitter and receiver will serve as

theoretical basis for further pats of this thesis.
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Chapter 3

Methodology

This chapter describes the methodology proposed for this thesis. The goal of this thesis is to

propose the LDACS testing platform including HW, SW and testing scenarios and evaluate

its use. Based on the said goal, it is clear that first of all, there is a need to define the HW and

SW solution for the platform. There are two ways to create the signal: analog and software.

Due to the complexity and price of the analog systems, this thesis has the LDACS signal

defined on the software level. HW to send software defined signals is called Software Defined

Radio (SDR)1. Since SDR has to be configured on the software level, there is a need to

choose software with suitable environment for signal definition and signal processing. That

SW solution also has to be compatible with di↵erent SDR types for cases when the chosen

HW will be unavailable. In order to define the exact SW and HW solution, the research of

the hardware and software options is done in the next chapter 4.

Once the HW + SW solution is defined, the following process is proposed:

• Create requirement framework for the software and hardware solutions that can be

used. Choose the most suitable software for LDACS signal transmission and reception.

• Create the LDACS testing platform on the software level - create the LDACS transmit-

ter and the receiver according to the theory described in chapter 2. The created model

should contain all the processes that are going on during LDACS signal generation. To

create the LDACS platform, the existing scripts can be used, e.g. the existing models

of OFDM components (ex. CC coder/decoder or Helical interleaver/deinterleaver) can

be used as “building blocks” in order to create the LDACS transmitter and receiver

models. Then, the software level platform has to be tested. The simulation should also

1Software defined radio is described in detail in 4.2
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have an ability to evaluate the performance of the transmission by calculation of the

performance indicators.

• Integrate HW into the platform – add the option to transmit and receive the LDACS

signal using SDR. The transmission with the hardware must be integrated into the

LDACS software model, e.g. the simulation has to have customizable setting of soft-

ware/hardware channel.

• Create testing scenarios and test the platform according to them. The scenarios should

simulate the real usecase of the LDACS system. The scenarios have to be tested either

by SW or SW + HW means.

• Evaluate the proposed platform – first, SW results feasibility and possible performance

loss of SW + HW integration has to be discussed. Second, evaluate the platform by the

means of usage and rebuild complexity, extension options and a variety of theoretical

testing scenarios.
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Chapter 4

Research of the tools for the

LDACS test platform

This chapter presents various software and hardware tools that are capable of signal mod-

elling, transmission and reception and therefore can be used as a basis for the LDACS test

platform proposed later in this thesis. These software and hardware solutions are discussed

and most convenient is then selected for the test platform proposal.

4.1 Software for the LDACS platform

Considering SDR for LDACS signal modeling, there is a need for environment in which signal

would be defined and processed. Di↵erent SDR manufactures are implementing support of

di↵erent software solutions for their products. However, there is a list of software that

supports almost any SDR device and all of them can perform sophisticated calculation such

as signal processing for transmission and reception. There are three main software solutions

that are recommended and supported by the widely known companies. These software

solutions are: GNU Radio, LabVIEW and Matlab/Simulink. [55]

4.1.1 GNU Radio

GNU Radio is free and open-source software that provides signal processing functions. This

software is capable to define signals for SDR. It o↵ers a possibility to use external software

as well as create models without hardware in a simulation-like environment. GNU Radio

has several advantages. These include a rich library with a number of blocks for signal

processing, support of the main used operational systems (Windows, Linux, Mac OS), the
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opportunity for a designer to process a signal stream in real time and a large community of

users and designers. [48]

The library of GNU Radio includes an OFDM prefixer, an interleaver/deinterleaver, chan-

nel estimation, a randomizer/derandomizer, an OFDM transmitter/receiver, convolutional

and RS coding/decoding blocks. These blocks can be used during the LDACS signal gener-

ation. Also, GNU Radio o↵ers a possibility to create user-defined blocks to perform specific

operations. The existing models of OFDM and systems similar to LDACS are available to

be used to create the LDACS model.

GNU Radio can be downloaded from the o�cial page or GitHub. The installation of this

software is straightforward. [48]

4.1.2 MATLAB

MATLAB is a proprietary multi-paradigm programming language and a numeric comput-

ing environment developed by MathWorks. MATLAB is featured with a wide variety of

built-in functions. Some functions, such as ”↵t()” (FFT of function in brackets), can be

very useful for LDACS signal generation. Also, MATLAB can be used as a programming

tool that supports Object-Oriented Programming (OOP). Another great benefit of MAT-

LAB is Simulink. Simulink is a built-in graphical programming environment for model and

simulations creation. This tool can simplify the simulation creation and setup.

As already mentioned, MATLAB is featured with several built-in functions that can be

used for LDACS test platform creation on the software level. But what is more important,

the LDACS development team has released an o�cial MATLAB simulation.

4.1.3 LabView

LabView stands for Laboratory Virtual Instrument Engineering Workbench and it is a

system-design platform and a development environment for a visual programming language

from National Instruments. National Instruments is one of the greatest USRP manufac-

tures, and LabView was created with native compatibility with their products. Regarding

integration, LabVIEW has a native function for hardware set up. This feature supports a

large list of hardware, especially USRPs, that could be used with this software. LabView

is featured with everything that is needed for signal generation and transmission as well as

with example models of configurable OFDM solutions. [12]
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4.1.4 Analysis on SW decision for the LDACS platform

The ideal software for the LDACS testing platform should meet the following criteria:

• Availability for the end user - ideally the SW has to be free and open source.

• SW+HW compatibility - it should be compatible with a wide range of SDR solutions.

• SW usage simplicity - the software solution has to be intuitive and easy to use.

• SW popularity - the platform is proposed mainly for academical use, so the popularity

of the SW in the academic environment plays a role.

• SW advancement in terms of signal processing - the SW should be featured with func-

tions for signal processing.

• Existence of similar projects - since a similar existing code can be used, software with

existing ”building blocks” and strong community support is preferred to simplify the

creation of the platform.

The software solutions are evaluated according to the criteria mentioned above using the

multi-criteria analysis. The evaluation is shown below in table 4.1.4. Some of the criteria

above are less critical than others. The evaluation criteria of availability for the end user,

SW complexity and SW popularity are estimated with a weight factor of 0.5. These criteria

do not influence the process of the LDACS platform creation. The other criteria have a

weigh factor of 1. Each system is estimated with 1-3 points, where if the SW is estimated

with 3, it means that it strongly meets the requirement described above, if the system SW

is evaluated with 1, it weakly meets the requirement (ex. for the availability, GNU Radio

scored 3 points, since it is a free and open source. MATLAB and LabView are available with

student licence and evaluated by 2 points).
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Table 4.1: Software sulutions comparison according to the criteria

Software solutions comparison

Software MATLAB GNU Radio LabView

Availability (0.5) 2 3 2

SW+HW compatibility (1) 3 2 2

SW usage simplicity (0.5) 2 1 2

SW popularity (0.5) 3 2 2

SW advanceness in terms

of signal processing (1)
2 2 2

Existence of similar projects (1) 3 2 1

Score with respect to weight factor: 11.5 9 7.5

Due to the compatibility made in the form of add-ons for a wide range of HW solutions,

SW popularity in the academic community and the existence of o�cial LDACS simulation

on MATLAB basis, MATLAB got the highest score during the evaluation. Thus, MATLAB

is the best HW for the purpose of LDACS platform creation.

The MATLAB simulation for LDACS is created and distributed by DLR. It is a free and

open source. The simulation is featured with the LDACS transmitter and receiver as well as

with a simulated channel and L-band interference models. The transmitter and receiver are

defined according to SESAR2020 – PJ14-W2-60 - Initial LDACS A/G Specification [64]. It

is the latest specification for this system available at the time of writing this thesis. In the

next section this simulation is represented in detail and its use for the purpose of creating

the test platform is discussed. [29]

4.2 Hardware for the LDACS platform

Software Defined Radio (SDR) also known as Software Radio can be described with a num-

ber of definitions. The SDR Forum, that is working in collaboration with the Institute of

Electrical and Electronic Engineers (IEEE), defines SDR as:

”Radio in which some or all of the physical layer functions are software defined” [25]

In this context radio has the meaning of a technology for signalling and communicating

using radio waves, and the ”physical layer functions” are characteristics of a transmitted

or received electromagnetic wave. The main di↵erence between SDR and hardware-based
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radios is that the SDR system can be configured to transmit and receive signals across a large

frequency range using programmable hardware devices. These devices may have di↵erence

in general use (transmitter, receiver or both) as well as in more detailed specifications, for

example the range of frequencies. [25, 34]

SDR architecture

Since the concept of a Software-defined radio was to create a tool that would have a wide

range of radio frequency bands and modes defined by software, this means it would consist

only of an antenna capable to send/receive signals, DAC or ADC (depending on type of

device - transmitter or receiver) and a programmable processor. In real SDR systems some

additional components are needed. [25, 34]

Typically the SDR architecture is divided into two subgroups:

• Radio Frequency Front-End - the main function of this subgroup is to create an analog

output out of a digital input from the digital back end. This is done by adding a

set of amplifiers, filters and local oscillators to the antenna(s) and ADCs/DACs. The

input digital signal is converted into the analog form using DAC. After that, the analog

signal is filtered and synthesised using local oscillators to intermediate frequency (the

frequency to which a carrier wave is shifted). The last step of signal transmission for

a common SDR is to amplify the signal and lead it to the antenna. The receiver side

of common SDR has a very similar structure to the transmitter, but the sequence of

actions is the opposite. After the signal is received, amplified and its carrier frequency

is converted into a information-bearing signal (low-intermediate frequency), the signal

digitisation is performed. [25, 34, 24]

• Digital Back-End, or as it is called in some papers - Multi-Processor Subsystem,

is a computational set for signal processing. It consist of General Purpose Proces-

sors (GPP), Digital Signal Processors (DSP)1 and Field Programmable Gate Arrays

(FPGA) 2. [25, 34, 24]

The following figure 4.1 describes the SDR architecture in the form of a block diagram.

1Digital signal processors (DSPs) are specialized microprocessors that are made to fulfill fast operational

needs and in case of SDR - to fulfil the needs of digital signal processing. [13]
2FPGA is a device that can be reprogrammed to a desired application or functionality requirements. [13, 7]
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Figure 4.1: Software defined radio block diagram [24]

There are a lot of SDR solutions from di↵erent manufactures on the market. They

di↵er in price and performance. The main limitations of SDRs is digital to analog/analog

to digital converters. In case of low performance of a DAC/ADC chip, it may convert the

signal from digital to analog form imprecisely which will cause great performance loss. Also,

a DAC/ADC chip limits top frequencies that can be used by the digital section.

As an example, in the following picture 4.2 several SDR systems are represented. The

di↵erence between these SDRs is in HW computation, RF performance and price.
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Figure 4.2: Overview of some SDR solutions available on market.[53, 54, 36, 59, 30]

From LDACS specifications, all these HW solutions can be used for LDACS signal trans-

mission3. However, low resolution of DAC/ADC chips of the cheapest solutions may in-

troduce mentionable errors. The hardware solution choice is influenced by the availability

of these SDRs in the university laboratory. For the first steps of HW integration into the

LDACS test platform, available hardware with highest performance is used. Later on, the

possibility of HW downgrade is discussed.

3LDACS signal specification: center frequency - around 1 GHz, bandwidth - 498 kHz.
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Chapter 5

LDACS test system proposal

The previous chapter dealt with the research of software and hardware solutions. This

chapter describes the process of creating the LDACS testing platform. This process includes

the determination of the software use (if the MATLAB simulation for LDACS can be used

or if the LDACS system model has to be created separately), software interconnection and

the resulting evaluation of the system e�ciency.

5.1 MATLAB simulation for LDACS

In the previous sections of this thesis the MATLAB simulation for LDACS has already been

mentioned several times. This section describes the o�cial MATLAB LDACS simulation in

detail. It also includes the way the simulation settings can be customized.

The simulation can be downloaded for free from the o�cial LDACS website [29]. The

downloaded simulation is archived in .rar format. So, in order to start the simulation, it has

to be extracted. Then, it can be launched with main file.m. The first step is to define the

working folder and a Java pass on line 21 and line 23 of the main file.m. This setup di↵ers

depending of where java and the simulation itself are saved. Afterwards, the simulation can

be run with default settings (predefined by DLR) as an ordinary MATLAB script.

5.1.1 Simulation structure

MATLAB simulation for LDACS is complex. It contains more than 100 .m files with single

or multiple functions inside. The main file of the simulation contains di↵erent functions such

as the LDACS transmitter and receiver. The whole simulation in a simplified manner may

be described by a block diagram, figure 5.1.
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Figure 5.1: MATLAB LDACS simulation block diagram

According to the simulation algorithm, the signal transmission and reception as well as

the result calculation is inside a double loop. The first loop indicates SNR values, the other

one indicates frame quantity. This feature allows to generate the result of the transmission

of Npac packets for NSNR SNR values.

Individual blocks of the algorithm in figure 5.1 are described in the following subsections.

Simulation set up

After defining the path for the simulation and before the transmission, three functions are

run in order to initialize the main variables that are then used during the transmission.

These functions are: set additional parameters, display option, set parameters fl

60



(for forward link) or set parameters rl (for reverse link). The first function that de-

fines the parameters is either set parameters fl or set parameters rl. They define the

mode of the transmission - reverse or forward link. The di↵erence between them is in the

frame structure as well as in the frame length (more information in chapter 2.1.7). To

choose the forward link transmission the user should comment the [param struct, ...

sim param] = set parameters rl;, otherwise comment on [param struct, sim ...

param] = set parameters fl;. These functions return structures with the parameters -

param struct and sim param. The structure contains the most critical parameters for sig-

nal generation and transmission (OFDM parameters, channel type, interference, the number

of frames, ect.) and sim param which contains parameters of information about signal and

interference strength (SNR, EbN0 1, ect.)

This function contains the greatest number of customizable settings compared to other

functions. The setup of these parameters is done by changing the value of the appropriate

variable. The options for the settings are represented below and are also commented on inside

the function code. The setting proposed in set parameters fl and set parameters rl

are described in table 5.1.1.

Table 5.1: Overveiw of availible settings for set parameters fl/rl

Simulation parameter setup - set parameters fl/rl

Variable Description Options

Simulation length

sim param.N packets Number of packets in one frame Integer value

param struct.N frames Number of frames Integer value

Coding and modulation

param struct.codmod.mod Modulation type QPSK, 16QAM, 64QAM

param struct.codmod.rate cc Convolitonal coder rate 0.5, 0.75, 0.67

framesparam struct.codmod.N frame joint Number of jointly encoded frames Integer value

Channel parameters

sim param.SNR vec dB Signal to noise ratio Double value

param struct.chan.channel Channel model AWGN, ENR, APT, TMA

param struct.ce.chan est Interpolation type linear, Wiener, perfect

param struct.chan.interference Added interference type DME, GGI, o↵

param struct.int mit.td mitigation Interference mitigation parameter blanking nonlinearity, o↵

Synchronization parameters

param struct.sync.sync method Synchronization method perfect, real

1EbN0 - Energy per bit to noise power spectral density ratio
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The options for these settings are made according to the theory represented in chapter 2

Another function for the simulation setup (set additional parameters) sets further

parameters for signal generation and transmission. It includes parameters for up-sampling

on the receiver, ensuring synchronization, pilot symbols and receiver filters. The last func-

tion that is used during the simulation set up is display optoins. In this function the

performance indicators that will be displayed after the transmission are set.

Result initialization

MATLAB simulation for LDACS initializes the result of the previous transmission from the

root folder. Also, in this step a new value of SNR is set for the run.

Simulated LDACS transmitter

The transmission vector generating the sequence starts from generating random data. These

data are in the binary form. In this case they represent the real data that can be transmitted

by LDACS. Random data are created with a function called create data.

The data are further placed into the randomizer function ldacs randomizer, which

performs the operation described in section 2.1.2.

Once the data are scrambled, they can be encoded with the Reed-Solomon and Convolu-

tional code and also interleaved. This is done by the function channel coding. The coding

and interleaving sequence is as follows:

• RS coder

• Block Interleaver

• Convolutional Coder

• Helical Interleaver

The functionality of this block is done according to the sections 2.1.3, 2.1.4, 2.1.5 and 2.1.6

respectively. Also the LDACS transmitter strictly follows the scheme in figure 2.3

After the data are channel-coded and interleaved, the modulation is performed. The

function for the data modulation is modulation, assuming that the modulation is chosen in

function set parameters fl.

The next operation is to form the frames and add the additional sub-carriers as described

in section 2.1.7. After the sub-carrier allocation, the cyclic prefix and postfix addition, the
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windowing of IFFT can be performed. This is done by function trans vec gen and its

functionality is described in the theoretical part of the thesis in section 2.1.9.

The results of the LDACS transmitter operations are stored in the data struct transmit

structure. This structure contains the final transmission vector as well as the intermediate

results of signal processing.

Simulated channel

MATLAB simulation for LDACS is featured with a simulated channel that adds noise and

interference to the signal that is coming through it. The channel models have already been

mentioned in the simulation setup description. These are: Additive white Gaussian noise

(AWGN), En-Route channel (ENR), Airport channel (APT) and Terminal channel (TMA).

The main di↵erence between these channels lies in parametrizacion of the parameters that

influence the signal. These parameters include the Rician factor2, path delays, the number

of samples per frame and other factors that influence the signal during its path propagation.

Simulated LDACS receiver

The receiver’s main role is to process the received signal in the time domain up to the

decoded and deinterleaved bit stream. First, the received data in the form of a complex

vector are synchronized (described in section 2.2.2) with function synchronisation. This

makes correction with a time o↵set of the signal that is caused by the channel. Then,

blanking non-linearity correction is performed (function blanking block). This function

also removes the cyclic prefix and postfix and performs FFT. The last two steps before

demodulation are to perform channel estimation and equalize the signal according to the

theory described in sections 2.2.3 and section 2.2.4 respectively. There are two separate

Matlab functions for that: chan est and equalizer.

Then, demodulation is made with function demod. After the demodulation the data are

in binary form. This binary data are then decoded and deinterleaved the opposite way as

they were coded and interleaved on the transmitter side. This process includes:

• Helical deinterleaver

• Convolutional decoder
2Rician Factor - is defined as ”The ratio of signal power in dominant component over the (local-mean)

scattered power.”[76]
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• Block deinterleaver

• RS decoder

After these processes the data have to be derandomized. Then, the result data are

achieved and stored into the data struct rec structure.

Calculation of the results

At the end of the simulation performance the indicators are calculated and the results are

stored in the root folder. During the calculation process the following performance indicators

are calculated:

• Bit Error Rate - is a ration between the bits that are incorrect after reception (compared

to the original message) and the total number of bits for the transmission. For LDACS

system BER is required to be lower than 1e-6. BER is calculated twice - after CC

decoding and after RS decoding

• Packet Error Rate - The number of error packets after Forward Error Correction (FEC)

(CC and RS decoding) divided by the total number of received packets. PER is calcu-

lated two times - after CC decoding and after RS decoding

• Mean Squad Error - is an average squared di↵erence between the estimated values and

the actual value.

The result of error calculation is stored in the result struct structure.

Workspace structure

The operations described above generate and accept certain outputs and inputs. These

structures and their content have already been mentioned in the previous subsections. The

table below represents the overview of the function outputs and inputs that are saved into

the MATLAB base workspace.
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Table 5.2: Overveiw of availible settings for set parameters fl/rl

Overview of functions inputs and outputs

Function Input parameter Output parameter

Simulation setup

set parameters fl param struct, sim param

set paramters rl param struct, sim param

set additional parameters param struct, sim param
param struct, param struct2,

sim param

display option param struct display struct

Result initialization

select parameter param struct, sim param, k param struct

init result param struct result struct, param struct

LDACS transmitter

transmitter ldacs param struct data struct transmit

Channel model

channel model data struct rec, result struct
data struct transmit, param struct,

param struct2

LDACS receiver

receiver ldacs
param struct, param struct2

data struct rec, result struct
data struct rec, result struct

Calculation and storing of the results

error calculation
result struct, data struct rec

data struct transmit, param struct
result struct

The most critical structures are: param struct - contains the variables that describe the

settings of the simulation which were set in set parameters fl/rl, data struct transmit

- contains the final generated vector for the transmission, data struct rec - contains the

received vector as well as decoded data.

5.1.2 Evaluation on MATLAB simulation for LDACS usability

The simulation described above is a very powerful tool to generate, transmit and receive the

LDACS signal. It is featured with a wide variaty of set up options as well as with a mechanism

to calculate the transmission results after it ends. Also, the simulation is distributed by the

developer team of this system which means that it must pass the quality and testing control.

The only feature the author was lacking in this simulation is plotting the frequency and
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time domain. Nevertheless, this issue can be solved. The frequency domain can be plotted

with the MATLAB function obw with the input of signal and sampling frequency. The time

domain is a plot of squared magnitude of the sample versus time (number of samples times

sampling period). Plots of frequency and time domain of the LDACS signal are shown in

figures 5.2 and 5.3 respectively.

Figure 5.2: Frequency domain of LDACS signal

Figure 5.3: Time domain of LDACS signal
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The time and frequency and time domain visually look as can be expected from the

OFDM system.

5.2 Introducing the HW component to the MATLAB simu-

lation

The main idea of the HW integration process into the LDACS test platform is first to set up

the hardware equipment and after that change the MATLAB LDACS simulation software

in order to use it to process the signal after SDR transmission. A simplified version of this

process can be described with the following four steps:

1. SDR test platform is built

2. Transmission vector generated by a simulated LDACS transmitter is taken out of the

simulation

3. Transmission vector is processed in order to be compatible with the SDR input standard

4. Transmission is established and the signal is received in another SDR

5. The received vector is saved and reshaped into the format that can be an input for the

simulated LDACS receiver

Those steps are further presented in this chapter. Moreover, a detailed guideline on how to

build such a platform is provided.

5.2.1 Hardware equipment

This section describes the ENAC SIGNAV laboratory equipment and also the interconnection

of individual devices. SIGNAV is equiped with one NI USRP-2901, one Ettus Research USRP

X310 and two Linux running computers. Both of these SDRs are high end solutions for the

laboratory environment and their characteristics are more than enough for the purpose of

LDACS signal transmission. The interconnection between these devices is in fact a one way

loop with the following components:

• Linux driven PC on which the signal is prepared to be transmitted (further called as

PC Alpha)
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• USRP X310 - used as a signal transmitter (hereinafter referred to as called as USRP

Alpha)

• USRP-2901 - used as a signal receiver (further called as USRP Beta)

• Linux driven PC in which the signal is then processed in order to obtain the results of

the simulation

Interconnection between these types of hardware is ensured via di↵erent standards:

PCAlpha
Gigabit Ethernet ����������! USRPAlpha

USRPAlpha
SMA-M to SMA-M�������������! USRPBeta

USRPBeta
USB ��! PCBeta

PCBeta
SMA-M to SMA-M ����������! PCAlpha

The structure described above is visualized in figure 5.4.

Figure 5.4: Hardware set up of the proposed LDACS platform
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Figure 5.5: Photo of the proposed HW setup

After the platform was set, it was tested by sending a complex sine wave. The result of

the test run were acceptable - the sine wave was seen from the time domain of the signal.

5.2.2 USRP-USRP Transmission Setup

This section aims to describe the method for USRP-USRP transmission. The described

method uses a binary file. First, the generated signal is saved into it and then, USRP is

made to transmit the data from it. The method is as follows:

• Transmission vector is ejected from the simulation after transmitter and saved into the

binary file. Then the Workspace is saved.

• Transmission via USRP ALPHA

• Reception on USRP BETA

• Received signal is turned back into LDACS simulation format

• Received signal is cut and injected back into the simulation before the simulation

channel. Workspace is loaded.

This method is proposed by head of SigNav laboratory of ENAC and also partially

described in USRP documentation [56]. This method is supported by the fact that the binary

files are the most e�cient way to store data. On the other hand, this method influences the

complexity of LDACS platform use. [42]

The USRP-USRP LDACS transmission method is also shown in a block scheme in figure

5.6. In the scheme below, the blue lines represent data before the transmission and the red
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lines represent data after the transmission. The signal preparation for the transmission as

well as the transmission itself are described in next subsections.
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Software simulation - preparation for the transmission

As mentioned in the previous section, the simulation must be updated with some attributes

that will enable the signal to be sent to USRP. The first step is to create a .bin file with

file=fopen('data for usrp.bin','w'); ('w' defines that the data are going to be writ-

ten into the file). The next step is to eject the transmission vector from the simulation and

write it in the appropriate format into the binary file. The data must be reshaped into

int16 format. The complex values of Xk = Ik + iQk format shall be divided into two values

where the real part is followed by the imaginary (IQ format). The data generated by the

LDACS simulation are double values in the interval of [-5;5]. Int16 format assumes whole

values in the interval of [-32768 ; 32767]. Considering the mentioned fact, the signal has to

be scaled, otherwise the LDACS signal values would be just rounded. The scaling factor is

determined as a higher bound of int16 interval divided by the highest value of the signal

(scaling factor for real and imaginary parts are calculated separately). Then, the signal can

be converted into int16 format using MATLAB function. Once the data are shaped into the

transmission-required format they can be written into the binary file.

The last step before the physical USRP transmission is to save the workspace for each

iteration. Since two PCs are used, the workspaces are needed to compare the received and

transmitted data to measure the performance indicators (BER and PER).

Also, in order to have accurate performance indicators the additional interference has to

be removed. For the USRP transmission the AWGN channel is chosen.

USRP-USRP transmission

Once the data are saved into the binary file, it can be transmitted with USRP. Considering

that USRP is installed on a Linux-run PC, it can be called for transmission with the follow-

ing command3:

sudo ./init usrp –args=”type=x300,addr=192.168.40.2,second adddr=192.168.30.2, en-

able tx dual eth=1,skip dram=1” –rate 1.6e-06 –wirefmt=”sc16” –freq 1156e6 –type=”short”

–subdev=”B:0” –gain=0 –ref=’gpsdo’

In this command, the most important parts are:

• –args - Initialization of the USRP

3The command is written according to USRP X310 manual [57]. The command must be run from the file

directory.
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• –rate - Sampling rate of the signal

• –freq - Center frequency of the transmission

With this command the transmission is established. Since the L-band is a secured band

(unauthorized transmission is prohibited) and a permission is needed to perform the trans-

mission in it, the signal is transmitted via a wired SMA cable as shown in figure 5.4, 5.5.

The reception of the signal on the software level on USRP BETA is made with GNU

Radio, where the signal is received and written into the file with a File Sink (block from the

GNU Radio library, it write the signal into the binary file). The structure and setup of the

GNU Radio block diagram is shown in figure 5.7

Figure 5.7: Structure and setting of the GNU Radio block diagram for signal reception.

The data output of the GNU Radio is in the form of a binary file and has the same

format as the data reshaped during the transmission preparation, which means that the

real part is followed by the imaginary part without the i. In order to put the data into

the MATLAB LDACS receiver, the said data must be formed into the same format as the

original transmission vector (Xk = Ik + iQk).

Cutting and injection of received signal into the simulation

The receiver and the transmitter are turned on simultaneously. Then, USRP BETA receive

only noise before the moment USRP ALPHA starts to actually transmit data (it takes some

milliseconds to initialize the input signal and start the transmission). Also, after all the

frames are transmitted, USRP BETA receives only noise until its turned o↵. Summarising

the above, the signal has to be properly cut in order to insert it back into the LDACS

simulation. The structure of the received signal is shown in figure 5.8.
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Figure 5.8: Time domain of the received signal before cutting.

The LDACS receiver is made to take only a certain number of values - 48600 samples

- 1 packet for the after-reception signal process. The start of the signal has to be located

first, and then there is a need to cut the signal received on USRP. The cutting is made as a

floating window, where once there is a value that is greater than the borderline of the noise

(defined according to plots of time domain for multiple runs), the signal is cut as: ’received

signal = first symbol above borderline : first symbol above borderline + 48599’ for single

frame and ’received signal = first symbol above borderline + (number of packets - 1) * 48600:

first symbol above borderline + 48600 * number of packets - 1’ in case multiple frames are

transmitted.

Then, the received signal can be loaded into the MATLAB LDACS simulation receiver.

This is done by substituting the vector that enters the simulated channel by the packet

received. Also the workspaces, that were saved during the transmission preparation, are

loaded into the simulation in order to measure the signal transmission performance. Then,

the simulation runs normally to the end until the performance indicators are displayed.

5.3 USRP-USRP LDACS transmission results

The result of the actual transmission is very poor. BER after decoding process is close to

0.5. This can be interpreted as the probability of a bit having the correct value of 50% after

decoding. The frequency domain of the signal is visually correct and matches expectation of
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OFDM signal with some AWGN noise, figure 5.9. But out of the time domain plot (figure

5.10) it can be seen that the sample values are mu✏ed.

Figure 5.9: Frequency domain of the received signal after USRP-USRP transmission

Figure 5.10: Time domain of the received signal after USRP-USRP transmission

This issue should have been solved by the LDACS equalizer, that is a part of the sim-

ulation, nevertheless this issue can be solved by normalization of data as well. The scaling

factor for the received data is the same scaling factor that was used for signal downscaling
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during the signal process before transmission.

Running the receiver with normalized data still gave an unacceptable result. BER of

the transmission is still equal to 0.5. This result may be caused by lack of computational

performance of HW or insu�cient throughput rate of components that interconnect the

hardware components. For this run 64QAM modulation technique was used. It has a very

high bitrate. Due to this fact, it can be supposed, that one or multiple components that

interconnect HW components or the components as such caused data loss due to insu�cient

performance. This component might have been the USB cable that was connecting USRP

BETA with PC BETA since it is the ”slowest” component in this installation.

The unacceptable result also may be caused by the author’s mistake made during the

hardware setup. Unfortunately, the author didn’t have enough time in the laboratory in

Toulouse so it was not possible to identify and correct this issue or try out another way of

transmission. Because of that, there is a need to find the equipment for signal transmission

elsewhere.

5.4 ADALM-Pluto hardware for Signal Transmission

The author of the present thesis got in touch with the department of air transport of the

faculty of transportation sciences in CTU with a request to provide HW. The laboratory of

the CNS systems provided the ADALM-Pluto SDR system. This HW solution has already

been described in chapter 4.

5.4.1 ADALM-Pluto installation and transmission setup

Since the previous way for transmission proved to be unsuccessful, there is a need to try

another way. After the research in the field of Software Defined Radio use, the following

option was found:

• Reroute the ready-for-transmission vector from the LDACS simulated channel to the

ADALM-Pluto transmitter on Simulink.

• Transmit the signal with ADALM-Pluto using the Simulink ADALM-Pluto transmitter

• Recieve the signal with ADALM-Pluto using the Simulink ADALM-Pluto receiver

• Cut the signal

• Inject the received signal into the simulation before the simulated channel
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The signal process as well as the signal ejection, transmission and insertion are described

as a block diagram in figure 5.11.

Figure 5.11: Block diagram of ADALM-Pluto transmission implementation into LDACS

simulation.

This method simplifies the experiment, because there is no need for other software than

MATLAB. Also, the hardware platform itself is less complicated and less expensive. On

the other hand, the transmission from the binary file is a more e�cient way. This fact may

play a role in case of transmission of a large number of frames. Moreover, ADALM-Pluto

has the DAC/ADC chip with lower resolution which leads to lower accuracy of digital to

analog/analog to digital conversion which may cause worse transmission performance.
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The experiment setup of the LDACS signal HW transmission is shown in figure 5.12

Figure 5.12: Interconnection of ADALM-Pluto RX and TX modules and host PC.

The interconnection of the devices on the software level is made with the help of the

MATLAB Add-on - ”Communications Toolbox Support packet for Analog Devices ADALM-

Pluto Radio” that is a part of MATLAB Add-on library. For installation there is a need to

supplement the add-on from the MATLAB Add-on library and click out to the end of the

installation4.

With installed add-ons the transmission can be established by means of Simulink blocks:

the ”ADALM-Pluto receiver” and the ”ADALM-Pluto transmitter”. However, before the

transmission, these blocks have to be properly set according to the LDACS signal parameters.

5.4.2 Test transmission with ADALM-Pluto

In order to test the functionality of the platform, there is a need to test it with a less

sophisticated signal. As a test signal cos(t)+ j ⇤sin(t) complex vector of values is generated,

where t is 48600 samples from 0 up to ⇡ (in order to achieve same number of samples as

LDACS frame has). The received signal can be easily visually compared with the transmitted

one and some conclusions about the platform’s performance can be made. The plot of this

signal on complex plane is shown in figure 5.13

4In case of other firmware than 0.31 MATLAB would ask you reinstall the firmware.
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Figure 5.13: Plot of cos(t) + j ⇤ sin(t) function for test transmission.

This sampled cos(t) + j ⇤ sin(t) function is then injected into the Simulink with the

”Signal from Workspace” block, that is connected with the ADALM-Pluto transmitter. The

transmitter and the receiver are set in the same way as shown in figure 5.15, where baseband

sample rate is equal to 1/Tsa, where Tsa is a sampling period of LDACS that is equal to

1.6e-6 seconds. Then, connecting ”To Workspace” Simulink block to the receiver will allow

to save the received vector to the MATLAB. This simulink model5 is shown in figure 5.14.

The configuration of the transmitter and receiver is shown in figure 5.15.

Figure 5.14: ADALM-Pluto transmitter and receiver Simulink model.

data struct transmit.trans vec is a signal for the transmission, Fc is center fre-

quency.

5The Simulink model for ADALM-Pluto described in this chapter is provided in form of electronic appendix
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Figure 5.15: ADALM-Pluto transmitter and receiver Simulink blocks setup.

ADALM-Pluto o↵ers a possibility of a configuration test with digital transmission from

transmitter to receiver. To enable that ”Digital TX to Digital RX” option of Loopback is

set into the Advanced tab in the ADALM-Pluto transmitter and receiver block parameters.

In this case the received vector must be the same as the transmitted one.

Having set the simulation time (2 seconds is enough) and run the simulation, one can

assess the received vector after the simulation is over. When plotting both - the transmitted

and the received vector, it is clear that the received signal is similar to the transmitted one,

figure 5.16
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Figure 5.16: Plot of cos(t)+ j ⇤ sin(t) function before transmission (on the left) and received

function through ”Digital TX to Digital RX” (on right).

In case of the transmission by the SMA cable (”Default” is set in Loopback), the results

of the transmission are less accurate. Out of the plot (figure 5.17) the amplitude of the

received signal is noticeably lower than the amplitude of the transmitted one. This issue

can be solved by applying the scaling factor to the signal. Also, there is a noticeable level

of noise, which is quite high (the signal transmission is made by cable). In the end, the

form of the received function is a bit corrupted, which may be caused by the HW bitrate

non-linearity.

Figure 5.17: Plot of received cos(t) + j ⇤ sin(t) function using RF transmission.
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Also, the time and frequency domains of the signal prove the assumptions made above,

figure 5.21, figure 5.20.

Figure 5.18: Frequency domain of received complex function.

Figure 5.19: Time domain of received complex function.

From the frequency domain as well as from the plot of received samples, it can be seen

that the signal is attenuated and also corrupted. This issue was also dealt with in[31, 33]

and it can be considered as a hardware limitation. Nevertheless, it can be overcome with

data normalization.
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5.4.3 LDACS signal transmission with ADALM-Pluto

Once the hardware is prepared for the transmission and the platform is tested, there is a

need to prepare and reroute the transmission vector from the LDACS MATLAB simulation to

Simulink. The final vector which is generated by the simulation (data struct transmit. ...

trans vec) is further injected into Simulink in the same way as it was described in the

previous subsection. Since the test signal has the same parameters as the LDACS signal,

there is no need to change anything in the transmitter and receiver blocks compared to the

settings presented in the previous subsection.

Test transmission of the LDACS signal using ADALM-Pluto

For the first run the LDACS signal is sent digitally from TX to RX bypassing the RF part

of the HW. The time and frequency domains of the received LDACS signal are represented

in figure 5.20, 5.21

Figure 5.20: Time domain of received LDACS signal (bypassing RF part).

83



Figure 5.21: Frequency domain of received LDACS signal (bypassing RF part).

Out of the time and frequency domain plots, it is clear that all the values greater than 1

or lower than -16 are strongly corrupted. In fact, they are cut. The explanation for that is

ADALM-Pluto limitations for signal transmission:

”Double-precision floating point with values scaled to the range of [–1,1].” [43]

Besides that, there is the second limitation of ADALM-Pluto:

”The AD936X RF chip has a 12-bit DAC. Only the 12 most significant bits of the trans-

mitted data are used. Values of magnitude less than 0.0625 are lost.”[43]

Table 5.4.3 represents the percentage of the samples generated by LDACS transmitter

that were a↵ected by the HW limitaions.

6Time domain represent squared magnitude of the signal versus time. The magnitude of complex number

(Xk = Ik + iQk) is calculated as |Xk| =
p

I2k +Q2
k
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Table 5.3: Overveiw of availible settings for set parameters fl/rl

Magnitude test

Run Total number of frames Samples with magnitude higher than 0.0625 Percentage

1

48600

279 ⇡ 0.6%

2 318 ⇡ 0.7%

3 304 ⇡ 0.6%

Interval test

Run Total number of samples Samples outside [-1;1] interval Percentage

1

48600

4973 ⇡ 10%

2 4999 ⇡ 10%

3 4946 ⇡ 10%

This issue can be hardly overcome, since in case of signal normalisation before the trans-

mission, for example dividing the LDACS transmission vector by 3 (solving the interval

limitation), the number of samples with magnitude lower than 0.0625 will increase as well.

This problem can be solved without signal scaling by using more performaced HW with a

higher resolution DAC chip. Nevertheless, the option of signal downscale should be consid-

ered, since the number of samples lower than 0.0625 would not increase by the same amount

as the samples outside the interval [-1;1] would decrease.

This specific of the ADALM-Pluto also can be ignored. Since 16QAM and 64QAM modu-

lations are amplitude modulation techniques, they are very sensible to changes in amplitude.

To overcome this, the QPSK modulation can be used instead to achieve the result. QPSK is

a phase modulation then, it would have noticeably lower error rate in case of signal ampli-

tude cut compared to 16QAM and 64QAM. This modulation is also less demanding to the

computational and throughput performance of hardware.

In order to define a better way, both of the options described above were tested for AWGN

channel with no interference. From several simulation runs it was clear, that, ignoring the

fact that the signal is cut, the approach of the QPSK modulation, is a better option in terms

of performance indicators results.

LDACS signal transmission

The transmission of the LDACS signal is the same as for the test signal. From the time

domain of the received signal (figure 5.23) it can be seen noticeable signal attenuation, but
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otherwise the signal still remains the OFDM waveform. Injecting of this vector into the

simulation would give an unacceptable result, as it was in case of transmission with USRPs.

Figure 5.22: Time domain of received LDACS signal on the left, frequency domain of received

LDACS signal on the right.

The attenuation issue has already been described in the previous sub-sections. To solve

the mentioned issue, the received signal can be normalized or up-scaled with some scaling

factor. This scaling factor is calculated as a ratio of the highest amplitude of the transmitted

and received signal. This scaling factor takes value around 8 (calculated out of several runs

of the simulation). After the normalization, the time and frequency domain are visually

correct, figure 5.22.

Figure 5.23: Time domain of normalized LDACS signal on the left, frequency domain of

normalized LDACS signal on the right.
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Post transmission signal process

Once the signal is received and assigned to the variable, it is possible to substitute the

original LDACS transmission vector. This has to be done into the main file of the LDACS

simulation after the transmitter function. The transmission output vector is injected into

the simulation before the simulated channel. This is done in order to leave the option of

signal noise and interference adding. The simulation can also be modified in order to run

the Simulink model, cutting and plotting scripts from the main file.7

Result evaluation - transmission with ADALM-Pluto

Even considering certain HW limitations and the test transmission using Digital TX to

Digital RX, the results are very good. The result is in compliance with the demanded BER

value of 10e-6 - BER after CC as well as 0 after RS decoding of the transmission. This is

true, because in case of the QPSK modulation, even in case of the amplitude loss for some

samples, the information is not lost because QPSK is a phase modulation.

The result of real transmission through the RF module with the AWGN channel and SNR

of 6 is: BER after CC - 0.0017189, BER after RS - 0. This result is influenced by the type

of RF transmission. In this case, it is corrupted by the cable, namely the resistivity of the

cable that caused amplitude attenuation and loss of some information. Still, the said result

is in compliance with the specification (BER lower than 10e-06). This result is achieved with

the AWGN channel model and SNR of 6.

The full MATLAB simulation version with all the supplements described above is avail-

able in the electronic appendix.

7Modified main file and functions for plotting, cutting and Simulink model run can be found in electronic

appendix. main file.m - main file, tnf plot.m - time and frequency domain plotting, sim run.m -

Simulink model run and signal cutting
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Chapter 6

Testing scenarios

The proposed LDACS testing platform might be used for the di↵erent testing of the LDACS

system. This may include a wide variety of testing scenarios. This chapter describe several

proposed sceanrios that can be made with the proposed platform.

In the scenarios the certain conditions of the channel are proposed. With the certain

scenario the performance of the system under certain conditions is measured. In this thesis

the proposed scenarios for the testing of the LDACS system are following:

• Signal to Noise Ratio value change

• Di↵erent modulation techniques

• Simulated channel model application

• Interference with other system

Since platform proposition was successful and performance indicators are on zero level,

the scenarios proposed in this chapter are defined by LDACS simulation settings. Also one

of proposed testing scenarios contain suggestion for the extended version of the platform.

6.1 Scenario 1: Signal to Noise Ratio

Signal to noise is basic indicator of signal strength compared to the environment conditions.

For the simulation purpose, in order to track the changes applying interference, SNR has to

be set in the way where BER is very close, but not equal to zero. Even in case the signal

is sent using real HW on the proposed LDACS test platform, SNR still influences the signal

since the simulation is not featured with a zero interference channel.
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Signal to Noise Ration can be set by changing sim param.SNR vec dB variable in

set parameters fl for forward link and in set parameters rl for reverse link.

In real environment SNR value of the signal depends on the distance between the trans-

mitter and the receiver. The recommended value of SNR starts from 20dB [11]. The default

value of SNR in the LDACS simulation is 6 dB. On this level BER and PER are on zero

after the RS decoding assumed AWNG simulated channel and no HW. In figure 6.1 BER

and PER results with di↵erent values of SNR with HW and QPSK modulation and without

them are shown.

Figure 6.1: BER and PER for di↵erent transmission option versus SNR

From the plot above it can be seen that in case of HW use for signal transmission, BER

and PER have higher values. This is caused by the ADALM-Pluto limitations described in

the previous chapter and by the fact that HW also adds some AWGN noise. Nevertheless,

the BER result is more than acceptable - BER after RS decoding is equal to zero on SNR 7

dB.

6.2 Scenario 2: Di↵erent modulation techniques

The second scenario proposes a change in the modulation technique. LDACS supports 3

modulation techniques - QPSK, 16QAM and 64QAM. The constellation diagrams for these

modulation as well as the principle itself are described in chapter 2. Di↵erent modulation

techniques can support di↵erent bitrate, since di↵erent number of bits are modulated into

one symbol. Nevertheless, higher modulation techniques, ex. 64QAM, require higher preci-
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sion precision to enable acceptable BER and PER. The BER and PER results for QPSK,

16QAM and 64QAM using ADALM-Pluto for signal transmission and AWGN channel with

no interference are shown in figure 6.2 for BER and in figure 6.3 for PER.

Figure 6.2: BER of di↵erent modulation techniques changes depending on SNR value.

Figure 6.3: PER of di↵erent modulation techniques depending on SNR value.

From the figures above, certain performance loss can be noted in case of using 16QAM and

64QAM modulation techniques. This result is expected due to the transmission approach,

where the amplitude cutting by HW is ignored. Nevertheless, this can be fixed using HW

with a higher resolution DAC chip.
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6.3 Scenario 3: Simulated Channel Model

The third considered scenario is the application of a di�dent simulated channel. There are

3 channel models that represent real transmission models - ENR, TMA and APT. These

channels have already been mentioned above in section 5.2.2. They can be supplicated

during the simulation setup by changing param struct.chan.channel variable in function

set parameters fl for forward link transmission or in function set parameters rl for

reverse link. The functionality and interference parameters of these functions are described

in the following subsection.

• En-route channel - The en-route conditions may be described as high ground speed

and high altitude of the aircraft. The en-route parameters proposed by the LDACS

developers include such parameters as Doppler spread, Rician factor, path delay and

number of harmonics of the signal. According to the proposed parameter values in

MATLAB simulation, the en-route channel is the least challenging for the LDACS

system.

• Terminal channel - The terminal channel case is faced when the aircraft is in phases

of take o↵ or climb and also during the approach and landing. The air speed and the

altitude of the aircraft in these phases is distinctly lower compared to the en-route

case. Nevertheless, the multi-path e↵ect is higher. The characteristics of this channel

case are more demanding. The Doppler e↵ect and the number of harmonics are still

taking place with lower values, but the Rician factor is noticeably higher.

• Airport channel - The proposed airport channel is the most demanding among the

others. The ground speed and the altitude conditions are lower, but on the other

hand, the multi-path e↵ect of the real airport channel is way stronger.

The changing of the channel setting is made in channel parameters.m file, which con-

tains the channel parameter function. After the setup is done and the simulated channel

is either chosen or chosen and redefined, the simulation can be run in a normal way. The

simulation ends with the calculation of the performance indicators, which in case of En-route,

Terminal and APT channel may drastically di↵er.

The results of BER under channel interference conditions are represented in figure 6.5
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Figure 6.4: BER and PER of di↵erent channel models changes depending on SNR value.

From the plot of BER and PER versus SNR, it can be seen that most assumptions of the

results described above have been confirmed. But the APT channel results are way worse

than expected. Even if the simulation is set to SNR 30, the BER is around 50% and PER is

equal to 1.

Taking a closer look at the simulated channel definition on channel parameters.m func-

tion, it can be seen that the setting that di↵ers from other channel settings (ENR and TMA)

the most is Rician factor. It is equal to -100 compared to 10 and 15 for TMA and ENR chan-

nel respectively. According to paper ”Analytical Calculation of Rician K-factor for Indoor

Wireless Channel Models” there are no upper or lower bounds for the Rician factor, other

than this factor cannot be negative. This leads to the assumption that the Rician factor is

set incorrectly in the simulation.

The Rician factor characterizes multi-path fading channels in the real environment. Then,

it can be considered that the ratio of signal power over the scattered power would be lower

on APT channel compared to ENR and TMA channels. This is because in the airport

environment there are more obstacles located closer to the receiver that may reflect the

signal are theoretically. Then, based on the author’s estimations, the Rician factor for the

APT channel can be equal to 7,51. Changing the Rician factor to the estimated value in the

simulation, the results of BER and PER versus di↵erent SNR values are shown in figure 6.5

1The Rician factor may di↵er depending on individual case. Terrain and the buildings around the airport

play a big role.
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Figure 6.5: BER and PER of di↵erent channel models changes depending on SNR value

(after APT channel model change).

After changing the Rician factor, the transmission results over APT channel look as they

could be expected from the real airport channel.

6.4 Scenario 4: Interference caused by other system

In this scenario interference with one or more CNS system is proposed. Possible interference

with DME has been already described in chapter 1. Nevertheless, DME is not the only system

that operates in L-band and could possibly interfere with LDACS. These systems include

Secondary surveillance radar (SSR) Mode S and GNSS. Even on the operation channel these

systems are around 70 MHz apart of the LDACS, interference scenario is considered by ICAO

[37]. Assumption of interference with GNSS is based on consultation with head of SigNav

laboratory in Toulouse. The DME interference has already been studied in several papers.

The output of these studies and sometimes software simulations or even sometimes testing

were that the DME cause low impact on the LDACS signal. The interference of LDACS

and other systems in L-band is taken in two ways. First, if these systems did not corrupt

the LDACS signal, and second if LDACS did not corrupt the signal of other critical CNS

systems.[1]

In order to test the interference with other systems in the L-band proposed testing plat-

form should be extended. There is a need to add another HW piece. The additional HW

can be used to transmit DME/SSR Mode S/GNSS signal into the LDACS reception HW

(similar structure was proposed in [51]). Schematic HW interconnection is represented in
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figure 6.6

Figure 6.6: Interconnection of ADALM-Pluto RX and TX modules and host PC.

After the platform extension, DME/SSR Mode S/GNSS signal has to be defined in

MATLAB and transmitted in the same way as the LDACS signal. As an example of signal

creation, the DME signal can be defined according to [75]. Also, since LDACS MATLAB

simulation o↵ers a possibility of DME interference on a simulated channel can be either taken

from the LDACS simulation (create dme function).

This approach o↵er more realistic channel interference with other systems in the L-band.

Furthermore, the DME/SSR Mode S/GNSS signal definition may be changed. This feature

is critical to DME, since there are several proposals regarding the DME enchantments. These

enchantments include the slight changes in pulse shape. According to [71] the DME pulse

shape change o↵ers more precise ranging, but since the shape of the pulses is changed it may

cause the e↵ect on interference with the LDACS system.

As mentioned, the DME interference can be implemented in the simulation. The inter-

ference type can be set using param struct.chan.interference variable in

set parameters fl/rl function. In this function the DME interference itself can be cus-

tomized. The MATLAB simulation for LDACS o↵ers a possibility to set the number of pulse

pairs per second, interference-to-noise ratio, the frequency o↵set between DME and LDACS,

and also the number of DME stations that influence the LDACS signal. These parameters

can be set by du cy vec, INR vec and fc vec variable change of set parameters fl/rl

function respectively. The number of DME stations is defined as vector length of these

parameters. For this scenario 2 DME with following parameters are considered:

• Number of pulse pairs per second - 2700 pps in case of one DME, 2700 and 3600 pps

in case of 2 DMEs

• Interference to noise ratio - 10 dB in case of one DME, 10 and 12 in case of 2 DMEs

Frequency o↵set between DME and LDACS centere frequencies - 0.5 MHz in case of
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one DME, 0.5 MHz and -0.5 MHz in case of 2 DMEs

In figure 6.7 the result of interference add are shown.

Figure 6.7: PER and BER curves for di↵erent interference events

From the figures above the influence of DME to LDACS can be seen. In both cases the

performance loss can be seen. However, it is not strong, and the LDACS signal still meets

the requirement of BER in the typical SNR interval.
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Evaluation of the proposed

platform/Discussion

In this part author would like to discuss the proposed LDACS platform. Speaking of the

platform’s software level, the app, author chosen, assume usage of o�cial simulation. This

approach has its own drawbacks. For example, in case of multiple frame transmission, the

simulation generates data for each frame separately. Author tried to overcome this issue by

saving multiple frames into the binary file during the USRP-USRP transmission. However,

this method showed poor performance, compared to the transmission of one frame with

ADALM-Pluto. Also, since the simulation is not featured with a zero noise channel, it is

impossible to achieve the same result multiple times one after another. The next issue is

the inability of native real digital message transmission - now the simulation is generating

random bits for every frame. To solve this issue, the simulation can be rebuilt using the

edited LDACS transmitter and receiver functions. Enabling the continuous transmission of

frames that contain actual data will bring the result of the transmission closer to reality.

Speaking of the hardware available for the purpose of proposition of the LDACS testing

platform, author had the opportunity to try two di↵erent hardware options for the platform

design. As mentioned in Chapter 4, when author had USRPs for my experiments, the result

had poor performance. This is because author had limited time in the laboratory during my

study in France. And yet the result on the brink of chance is caused by the mistake during

the experiment establishing. The procedure of the transmission of a binary file using USRPs

should be possible, even with respect to the fact that the original data vector (generated by

LDACS transmitter) is converted into di↵erent data formats several times during the signal

process before and after transmission. This platform has another issue - there is 1 PC per

USRP. This makes it hard to automate the transmission process, which is important in the

laboratory environment. Applying it to the platform that author had in Toulouse, both
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USRPs should have been connected to one PC, where 2 MATLAB instances are running

simultaneously.

On the other hand, the transmission using ADALM-Pluto showed great result in terms

of performance. Even if the transmission can be evaluated as realistic, the limitation of

hardware makes it hard to recommend it for the LDACS test platform. Nevertheless, the

way how LDACS signal is processed can be recommended - it is relatively simple and can be

easily automated (as proposed in chapter 5).

Summarizing all the above, the ideal LDACS teat platform should have one host PC

with two USRPs. As for the software for signal process and platform establishment, author

would recommend to use the Simulink receiver and transmitter for USRP. These blocks are

available after installation of the Communications Toolbox Support Package for USRP Radio

add on to MATLAB. The setup of USRP transmitter receiver is very similar to the setup of

ADALM-Pluto Simulink blocks (shown in figure 5.15). Then, the signal received on USRP

can be processed and plotted using the code that is used for ADALM-Pluto transmission.

As the last part of this discussion, author want to mention some possible enchantments

and possible tests for the proposed platform. Since the LDACS system is operated in the

L-band, there is not only DME system interference with which it can be tested. During the

consultation with the head of the SigNav laboratory in Toulouse we discussed the future

of the LDACS system. His opinion is that the LDACS system may cause interference with

GNSS at some frequencies. This assumption can be tested with the addition of a GNSS

antenna to the platform installation. To bring the platform closer to reality, author can also

propose to test transmitting the signal using a wireless channel. This requires managing

permission to transmit in L-band (secured band) and suitable antennas for the transmission.

This would allow interference and noise to be added through the wireless channel (one USRP

for signal transmission and reception and another one for interference transmission), measure

the SNR required for the real world and evaluate the signal performance under some other

conditions other than those proposed in the o�cial LDACS simulation.
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Conclusion

The motivation for this master thesis was to propose a solution for the LDACS testing that

would be capable to simulate the behavior of the real signal assuming the use of hardware

for signal transmission. The design of this test platform can be used in a laboratory environ-

ment for further experiments with di↵erent scenarios. The platform can be used for further

LDACS testing to reveal all drawbacks of this system. Due to existing options for simulation

customization, the number of scenarios that are available for testing is large.

At the beginning of this thesis the di�culties that the CNS infrastructure is facing are

described, as well as the project and propositions regarding the solution of these issues.

Taking that into account, it was defined, that there is a demand for a high performance and

e�cient solution that supports multi functionality in its use. In the next part of this thesis,

a detailed description of the LDACS system was proposed. This part was featured with

the description of processes that are going on in the transmitter and receiver of the LDACS

system.

In the third part of the thesis the methodology for the LDACS test platform design was

introduced. According to this methodology, the research on the best suitable software and

hardware solution was made. In the mentioned research MATLAB, GNU Radio and LabView

software were evaluated by means of availability for the end user, SW+HW compatibility,

SW usage simplicity, SW popularity, SW advanceness in term of signal processing and also

by the existence of similar project. According to this evaluation, it has been found, that the

MATLAB is the best solution, especially due to the fact that DLR introduced MATLAB

simulation for LDACS. Then, the overview of the hardware available on the market was

proposed. Regarding the hardware solution, the author was limited to the available solutions

at the university laboratory.

In a fifth chapter the design of the platform itself was proposed. This chapter described

the MATLAB simulation for LDACS in detail and some attributes in the form of time and

frequency domain plots were added. It was decided to use the MATLAB simulation for
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LDACS as a SW solution for the testing platform. The first attempt to build the testing

platform was made in cooperation with French Civil Aviation University, that provided their

SIGNAV laboratory for the LDACS test platform designing. The mentioned attempt was not

successful, since the error rate of the transmission was around 50%. The second attempt was

made with the ADALM-Pluto SDR system which was borrowed from the CNS laboratory in

CTU in Prague. This time the results were way better - BER and PER of the transmission

were on zero level in certain SNR values.

The last part of the thesis was featured with introducing certain testing scenarios. In

this part four di↵erent scenarios were proposed. All of them were performed on the proposed

testing platform. The results were within the expectation.

The author concluded that the proposed platform solution with ADALM-Pluto can be

used in the laboratory environment for the LDACS system testing. As for further research

recommended by the author, this platform can be modernized to more performances hard-

ware in order to achieve more precise results. Then, the permission to transmit the signal in

L-band can be obtained in order to send the signal in a wireless way.

With such a modernized platform, it is possible to test the designed test scenarios with

results that more closely correspond to the real environment. This can achieve a cost-

e�cient simulation that evaluates the possibility of the LDACS system functioning in a

real environment and its e↵ect on the surrounding systems and vice versa, the e↵ect of the

LDACS system on the already existing CNS systems. Of course, later on, it is necessary to

carry out real testing with a system prototype as part of the standardization process.
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[78] Tomáš Zelinka, Martin Šrotýř, and Zdenek Lokaj. Telekomunikace a mı́stńı śıtě, 2020.
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