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Introduction

The reactivity measurement is a frequent task especially at research reactors that are
operated also in subcritical states. It has been proven in many works that the spatial
e�ects play not negligible role in the determination of the reactivity in subcritical
states. Most commonly, the online reactivity monitoring of the research reactors and
subcritical assemblies is performed by the inverse point kinetic equation that takes
into account various simpli�cations, among which the most important is that the
reactor is considered as a point. That implicates that the change in neutron �ux is
constant in every position of the reactor. On the other hand, it is very important to
monitor the reactivity also in the commercial nuclear reactors during refueling and
in the spent fuel pool.

As shown in the previous works [1][2] on the topic of spatial e�ects in the subcritical
reactor, the neutron �ux is strongly dependent on the neutron source positions
(either fuel or external neutron source) and on the neutron absorber positions. It
should be denoted that it is the neutron spectrum that is di�erent for every position
of the reactor and that it can be referred to this problem as spatial-spectrum e�ects.

There has been a few ways proposed to deal with the spatial-spectrum e�ects. In
general, one of the approaches is to �nd correction factors for each position of the
measurement and than use the inverse kinetic equation. Another method to solve
the spatial correction for steady-state subcritical states is by the Modi�ed Source
Method based on the computation of the detector e�ciency in the Monte Carlo
code. A di�erent way to confront the problem is to compute the correction factors
based on the detector neutron �ux depending on the adjoint �ux. A method that
deals with the spatial e�ects in subcritical systems driven by a pulse neutron source
is also described. Lastly, a newly suggested method for online reactivity monitoring
based on the Arti�cial Neural Network is proposed. This method suggested by the
author of the thesis is based on the collection of the measurement data and per-
forming Serpent2 calculations. Afterwards the Arti�cial Neural Network is trained
on the operational histories of the reactor. All spatial corrections of the reactivity
measurement are described in the thesis from the physical point of view together
with their advantages and limitations.

The aim of this work is to �nd, evaluate and compare methods for online reactivity
measurement that could be implemented in research reactors. Two of the described
methods were implemented and discussed in two research reactors. The Modi�ed
Source Method was successfully applied in TRIGAMark II research reactor in Pavia,
Italy. The results from the measurement are presented in chapter 2 of this work.
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Chapter 3 presents a newly suggested method for online reactivity monitoring based
on the Arti�cal Neural Network. The method and the work�ow are described and the
results together with Python codes for online reactivity measurement are presented.

Lastly, the results from the two research reactors are discussed and the investigated
methods are compared.
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Chapter 1

Methods of reactivity measurements

and their spatial corrections

In this chapter, various methods of reactivity measurement are described and com-
pared. Generally the reactivity of the subcritical system can be determined either by
solving kinetics equations or by the various methods developed in the past, such as
Rod-Drop, Source-Jerk, (Modi�ed) Source Multiplication Method or Reactor Period
Method. As Blaise mentions in [3], there are three ways, in general, to determine
the reactivity and they can be divided into the categories:

• Static or quasi-static

• Dynamic

• Neutron noise methods

It is important to know that the subcritical measurements by the techniques men-
tioned above belong to the category of static or quasi-static as they always compare
reactivities in a known and perturbed states and both are considered as stationary.
This represents the �rst obstacle that must be tackled to design an online reactivity
measurement for transient processes.

Solving the classic point kinetic equation is considered as the dynamic method to
determine the reactivity. This reactivity is sometimes called dynamic reactivity and
it is proportional to the static reactivity through the correction factor. This chapter
describes both the dynamic and static methods and their combinations to determine
the reactivity. Moreover, a method for subcritical reactivity measurement of the
neutron pulse source driven systems is described.

Some of the dynamic methods, such as Dynamic Rod Worth measurements and
its variations developed by various researchers, are used nowadays for Pressurized
Water Reactor start-ups [4].

The noise techniques, such as Feynman-alpha or Rossi-alpha, are used in accelerator
driven systems and are not subject of this work [5].
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This chapter focuses especially on correction techniques of the spatial e�ects for
various reactivity measurement methods.

1.1 Point kinetics equations solutions

The �rst section describes the point kinetics equations, as they are fundamental to
understanding the nuclear reactor behaviour. This section also presents the list of
the various methods that have been developed to solve the point kinetics equations.

The point kinetic equations can be derived either from the nonstationary one group
di�usion equation [6] or from the Boltzman time-dependant adjoint transport equa-
tion coupled with the precursors balance equations [7]. The point kinetics equations,
with the main constraints on one energy group of neutrons and treating the whole
reactor as one point in terms of the neutron density n(t) distribution, describe the
time behaviour of the neutron density with dependence on the reactivity ρ(t) as
follows:

dn(t)

dt
=
ρ(t)− βef

Λ
· n(t) +

Nd∑
i=1

λi · ci(t) + S (1.1)

dci(t)

dt
=
βef,i
Λ
· n(t)− λi · ci(t) (1.2)

where βef =
∑Nd

i=1 βef,i stands for the e�ective delayed neutron fraction, βef,i stands
for the e�ective delayed neutron fraction of the i-th group of the delayed neutron
group precursors. Capital Nd is the number of groups of the delayed neutron precur-
sors, λi is the decay constant of the i-th group precursors, Λ is the integral parameter
of the mean neutron generation lifetime, ci is the group concentration of the i-th
group precursors and S stands for the neutron source. In general, the source term,
the e�ective delayed neutron fraction, and the mean neutron generation lifetime
can be time dependent during the transient. The number of the point kinetic equa-
tions is Nd + 1 but generally, it is common to use the 6 delayed neutron groups
approximation.

The most used and common method for online reactivity monitoring in research
reactors is the inverse kinetics methods. It can be derived straight from the equations
1.1 and 1.2 by imposing the initial condition ci0 =

βef,in0

Λλi
, where n0 is the initial

neutron density. One can obtain then the inverse kinetic equation in the form of:

ρ(t) = βef +
Λ

n(t)

dn(t)

dt
− ΛS

n(t)
− 1

n(t)

m∑
i=1

λi · [βef,ie−λit
∫ t

0

n(u)eλiudu+
βef,in0

λi
e−λit]

(1.3)

The solution of the equation above is used for the online reactivity monitoring system
in the research reactors, and it is computed by a numerical algorithm. The important
constants λi and βef,i can be computed by Monte Carlo codes.
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Other point kinetic solutions are well mentioned in the article [8] that moreover,
describes the implementation of the physic-informed neural network on the solution
of the point kinetic equations. This method is based on the training of the neural
network that takes the physics di�erential equations as a regularizer in the loss func-
tion, that is used to de�ne the optimisation problem equivalent to the solution of
the original di�erential equations. Together with converged accelerated Taylor se-
ries [9] and with enhanced piecewise constant approximation method [10] it achieved
very high accuracy in solving the point kinetics equations. The other methods are
based on di�erent mathematical background such as trigonometric Fourier-series so-
lutions, ITS2 method, Magnus expansion, analytical exponential model to solve the
stochastic point kinetics equations via eigenvalues and eigenvectors and many more
are mentioned with their references in [8]. It should be noted that these methods
are dealing with a di�erential equation numerical solution and do not mention or
take into account the neutron count rates measurement, thus they cannot be used
for the online reactivity measurement.

Although these methods proved as successful in solving the point kinetic equations,
they do not deal with the spatial corrections and the main problem remains in
the physics itself of the point kinetic equations, namely, in the constraints on one
energy group of neutrons and the point behaviour of the reactor. Therefore the point
kinetics model introduce the modelling error itself.

Extended Kalman �lter application for reactivity measurement

One of the problems during the online reactivity measurement through the inverse
kinetics equation solution is the �uctuation of the neutron signal in the detectors.
This can be overcome by the so-called Extender Kalman �lter (EKF), which is a
widely used algorithm used for the estimation of the non-linear systems [11], which
an inverse kinetics equation is. EKF is a more advanced version of the Kalman �lter
including the �rst order approximations in the Taylor expansion. [12] Generally, it
is a technique working with a time measurement that include statistical noise and
variance values to produce the estimation of the unknown variable [11].

The article [12] deals with an online subcritical reactivity measurement based on
point kinetics equations with the external neutron source with the application of
the EKF technique. Importantly, it proves that the statistical �uctuation in the
count rates measurement with the inverse point kinetics in the region of the low
count rates strongly a�ect the estimation of the reactivity. EKF technique appli-
cation has shown a notable decrease in the �uctuation even when the count rates
decreased almost to zero. A graph in Fig.1.1 from the study [12] of the Rod-Drop re-
activity measurement proves the smoothing of the detector signal and also reactivity
determination determined from the neutron count rates.

The authors mention that the reactivity estimation by the EKF technique was sig-
ni�cantly more accurate, but on the other hand they admit that the source term in
the inverse kinetic equation and the detector e�ciency must be modi�ed to capture
the spatial e�ects during the reactivity measurement, and further study should be
conducted.
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Figure 1.1: Comparison of the reactivity determination by the inverse kinetic method
and EKF during the Rod-Drop experiment from [12]

Multipoint kinetics solution

The one point kinetics section is extended by a multipoint kinetics approach that
has been under research but still seems not to be used for reactivity measurement.
This method, as the name suggests, is an extension of the one point kinetic model.
Generally, multipoint equations are based on the subdivision of the reactor phase
space into separated subdomains for which the coupling terms are determined. Each
subdomain then with its physical characteristics behaves as a point-like system.
Individual subdomains are connected through boundary conditions in terms of the
probabilities per unit time that the neutron is introduced into the subdomain or
that a neutron has originated in the subdomain or that a neutron has leaked from
the subdomain. It is a complex system of coupled �rst-order ordinary di�erential
equations which number depend on the number of subdivisions made. Generally
neutrons stream between the subdomains not only in space, but also in energy
groups. [13]

A simple two-zone, one energy group model can be described as:

dn1

dt
= ν(a11n1 + a12n2)− c1n1

dn2

dt
= ν(a21n1 + a12n2)− c2n2

(1.4)

where ν is the yield of the new neutrons, a11 is a probability per unit time that
neutron has been induced in zone 1, a12 is a probability per unit time that neutron
has originated in zone 2 but has been induced into the zone 1, c1 describes the
leakage of the neutrons from the zone 1. The notation is analogous for the zone 2.

In general, equations of the multipoint kinetic model with one energy group with
delayed neutrons can be described as follows:
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d~n

dt
= ν(1− β)A~n− C~n+

Nd∑
i=1

λiC
(i)

dC(i)

dt
= βiνA− λiC(i)

(1.5)

where matrices have the analogous meaning as the letters in the notation in equations
1.4, Nd is the number of delayed neutron groups and β =

∑Nd

i=1 βi is a fraction of the
delayed neutrons. In general, all zones of the subdivision are coupled, not only the
neighbours. Evaluation of the coe�cients can be done using the Monte Carlo code
and in the study [13] a 6 zone heterogeneous zone in MCNP has been evaluated. The
characteristic mean absorption times Λz have been calculated for each zone together
with the probabilities of the leakage, capture, �ssion, and zone-to-zone transmission.
A multi-energy group for Multipoint kinetics theory is also presented in the study
[13].

Generally, it has not been found that the multipoint kinetics model had ever been
used for reactivity measurement yet for the complexity of the equations. It should
be noted that in the realistic cases, the material properties during the transient
processes are changing and thus the physical parameters of the subdomains should
be updated. Anyway in its generality, the multipoint approach could be used for
reactivity measurement and deal with the spatial e�ects. [13]

1.2 Modi�ed Source Multiplication Method

The �rst method that deals with the spatial correction in the reactivity measurement
is the Modi�ed Source Multiplication Method that has been tested in the previous
work [2] and has been proven as successful in terms of the determination of the
reactivity in dependence on the position of the measurement. The main drawback
is that the reactivity can be corrected only in the steady subcritical state as the
method itself requires the reactivity and reaction rates to be computed by Monte
Carlo code. In the previous work the method has been tested on the zero-power
reactor VR-1 and this thesis aims to test the method on the reactor Triga Mark II
in Pavia, Italy.

This method can be successfully used during the fuel reloading or during other
operations in the subcritical reactor that deal with the steady subcritical states.

The method is based on the correction of the classical Neutron Source Multipli-
cation Method for reactivity determination that is derived from the point kinetics
assumptions. In principal this method estimates the subcritical reactivity regardless
on the position of the detector by comparing the detector count rates and reaction
rates change given by Monte Carlo neutron transport code. [14]

It needs a reference reactivity to be computed or measured by an arbitrary method
such as, Source-Jerk, Rod-Drop or Reactor Period Method. As proven in [2], it
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is important to choose the subcritical reference state and a method to determine
the reference subcritical state. In the previous work, the highest correspondence in
the determination of reactivity regardless of the position was with the Source-Jerk
method. This obtained result depends on the experimental set-up, and therefore
it is not generally the best method to be chosen. It is important to bare in mind
that also the methods for determining the reactivity above are usually based on
the point kinetics equations and that brings an implicit error into the calculation.
Alternatively, the reference state can be computed from the high-�delity Monte
Carlo code, and the count rates on the detectors for the speci�c subcritical states
would be measured during the experiment. [15] In that case, the determination of
reactivity would no longer depend on the point kinetics model.

Generally, the method derived by Tsuji [16] describes the reactivity of the arbi-
trary subcritical state ρi with respect to the above mentioned reference subcritical
reactivity ρref as follows:

ρi = Cim
i Csp

i C
ext
i

Nref

Ni

ρref (1.6)

Where Cim
i , Csp

i , Cext
i are the corrections factors of the method and Ni, respectively

Nref are the count rates measured in the steady-static subcritical states. To de-
scribe the correction factors, it is important to understand the calculation methods
implemented in the computational codes. Physically, the reactor is critical if in the
absence of an independent neutron source a steady state neutron population is set.
That cannot be accomplished in the calculations when it is dealt with the subcritical
reactor, that is why in the iterated �ssion source method (or k-eigenvalue method) a
correction factor (the eigenvalue) is arti�cially introduced into the neutron balance
equation and so that an arti�cial steady state can be obtained. The neutron balance
equation is then solved as an eigenvalue problem, and it is common to introduce the
eigenvalue to the �ssion term. The eigenvalue is then de�ned as λ = 1

k
and it is the

highest value of k and its corresponding eigenmode that makes the system critical.
[7][ 15] This can help to understand the term Cext

i in the equation 1.6 because this
factor is important to extract the fundamental mode component that depends on
the state of the reactor and can generally change between the reference and mea-
sured subcritical state. The other factor Cim

i imposes the di�erence of importance
between source neutrons in the reference and measured state and is given by the
adjoint �ux function (also called importance function). It helps to take into account
the fact that in the deep subcritical states the source neutrons are relatively more
important than in the nearly critical states. Finally, the most important factor Csp

i

takes into account the change of the neutron �ux distribution in the di�erent sub-
critical states given by, the most commonly, the change of absorbers in the core. [15]
The theoretical study of the factors mentioned above depending on the reactivity
and neutron source distribution is in [15]. Among other conclusions, it is stated that
with an asymmetric point neutron source, the subcriticality estimated without the
correction factors heavily depends on the position of the neutron detector. Lastly,
it should be mentioned that the equation 1.6 without the correction factors would
be the classic neutron source multiplication equation based on point kinetics to

22



estimate reactivity.

The complete derivation of the modi�ed source multiplication method is in [15]
or [16]. It is derived from the multigroup di�usion equation and its adjoint form
together with multigroup di�usion equation with the source term. The solution is
found due to the assumption that the eigenfunctions form a complete and orthogonal
basis and only one fundamental mode exists in the reactor. The detector is charac-
terized by its cross-section Σd at the position ~rd. The most general formulation of
the reactivity given by the modi�ed source multiplication method can be found as:

ρsm,i
ρsm,ref

=

[
(φ∗c,i, Si)

(φ∗c,ref , Sref )

] Σdφc,i
(φ∗c,i,Fφc,i)

Σdφc,ref
(φ∗c,ref ,Fφc,ref )

 (φ∗c,ref ,Fφ
s
c,ref )

(φ∗c,ref ,Fφc,ref )

Σdφc,ref
Nref

(φ∗c,i,Fφ
s
c,i)

(φ∗c,i,Fφc,i)
Σdφc,i
Ni

 Nm,ref

Nm,i

(1.7)

The brackets successively refer to the correction factors Cim
i , Csp

i and Cext
i respec-

tively. In the equation 1.7, the notation is following: the lower index m denotes the
measured quantity in the reference (ref) or i-th subcritical state. N with its indexes
stands for the count rate measured at the detectors. The lower index c denotes the
quantities that are computed by a proper computational tool such could be a Monte
Carlo code. The neutron �ux is denoted as φ and the adjoint �ux is labelled as φ∗.
F is the production (�ssion) operator and S with its index is the neutron source
distribution during its subcritical state.

Due to the computational burden the correction factor from 1.7 is usually simpli�ed
to the form of [3]:

ρm,i(~rd)

ρm,ref(~rd)

= fMSM(~rd)
Nm,ref (~rd)

Nm,i(~rd)
=

ρc,i
ρc,ref

Nc,i(~rd)

Nc,ref (~rd)

Nm,ref (~rd)

Nm,i(~rd)
(1.8)

where the correction factor fMSM takes into account the change in the detector
e�ciency and source distribution between two subcritical states. In this equation,
Nc,i stands for the calculated reaction rates in the detector position. The vector
~rd is present in the equation to emphasize the importance of the position of the
measurement. Satisfactory results were achieved with the equation 1.8 for example
in [3] [14] [17] [2]. On the other hand, it should be mentioned that in [4] is the
correction factor simpli�ed to the form as in 1.9, and higher correspondence among
the places of measurement is achieved in case when the adjoint �ux is considered
and computed.

ρm,i(~rd)

ρm,ref(~rd)

=
(φ∗c,i, Si)

(φ∗c,ref , Sref )

Σd,iφc,i(~rd)

Σd,refφc,ref (~rd)

(φ∗c,ref ,Fφc,ref )

(φ∗c,i,Fφc,i)

Nm,ref (~rd)

Nm,i(~rd)
(1.9)

It is interesting to mention that the adjoint �ux cannot be in the Monte Carlo codes
computed directly and with the problem is dealt in a following way: It has been
proven in [18] that the adjoint �ux is proportional to the so-called Iterated Fission
Probability and as the adjoint �ux is in 1.9 in the fraction, the Iterated Fission
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Probability IFP (Θ) can be computed for each subcritical state and the ratio of the
them can be used as the ratio of the adjoint �uxes. It is sometimes referred to the
adjoint �ux as to the importance function of the neutrons in the given position.
Therefore, the Iterated Fission Probability IFP (Θ) in the corresponding position of
the phase-space Θ = (~r, E, ~Σ) is computed by introducing a single source neutron
in Θ = (~r, E, ~Σ) and an asymptotic population size resulting from the introduction
of the single neutron is followed [19]. Practically, it is then computed as the product
of the multiplication coe�cients (see 1.10) for λ generations of the neutrons until
the φ(λ) converges to its fundamental mode.

IλFP (Θ) = k
(1)
effk

(2)
eff ...k

(λ−1)
eff k

(λ)
eff (1.10)

As it was mentioned in the introduction of the chapter, Modi�ed Source Multi-
plication Method belongs among the static or quasi-static reactivity determination
techniques. Although a correction factor fMSM = fMSM(ρ) can be found as a func-
tion of reactivity, as for instance in [14]. Modi�ed Source Method cannot be used for
the online reactivity measurement correction because a quasi-static state would be
needed to measure the count rates. Modi�ed Source Method is designed for determi-
nation of the static or quasi-static subcritical measurements and cannot be applied
for reactivity determination in transient processes.

1.3 Reactivity measurement based on the shape func-

tion of the detector neutron �ux depending on

the adjoint �ux

This section aims to describe the technique proposed in [4] to compute in advance
the correction factors for the reactivity measurement through the inverse kinetic
equation 1.3. The mentioned study proposes to compute the correction factors for
the so-called Dynamic Rod Worth Measurement technique, that importantly deals
with the transient process of the large reactivity insertion of over 2000 pcm. The
author of this thesis suggests developing the technique that is described in this
section on the whole online reactivity measurement.

The main idea of the method is to compute the correction factors for the transient
process, depending on the shape function of the detector neutron �ux, without cal-
culating the neutron detector response function. Correction factor is applied directly
to the neutron detector �ux amplitude function, that is an input for the inverse ki-
netic equation. This method aims to correct the spatial e�ects given by the changes
in the neutron �ux shape and neutron spectra during the transient processes occur-
ring in the subcritical reactor. During the fast transient processes, the perturbation
may be a�ected by rapid changes in the neutron �ux and that is why it can a�ect
the accuracy of the correction factors.

The output of the method in the study [4] is a dependence of the correction factor on
the position of the rod during the Dynamic Rod Worth Measurement. This thesis
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aims to suggest a method that could compute the correction factor dependence
on the position of the all the control rods needed to reach the critical state. The
main drawback of this technique is demanding computational time, especially to
calculate the so-called Iterated Fission Probability, proportional to the adjoint �ux
as mentioned in the text before.

The method results in an improvement of the measured reactivity depending on
the spatial e�ects but on the other hand, it is still in�uenced by the point kinetics
physics model and its constants.

Methodology

The methodology described in this section is adopted from the study [4]. The main
idea to correct the input into the online reactivity monitoring is based on computing
the correction factors of the amplitude function p(t). In the point kinetics equation
1.3, the neutron density n(t) is considered, but as it is impossible to measure the
neutron density during the operation of the reactor, n(t) is considered as the neutron
detector signal (count rates of neutrons coming to the volume of the detector and
reacting in it). That is why the neutron density or neutron detector signal can and
is in the equation 1.3 replaced by the amplitude function p(t).

One point kinetics assumptions allow to describe the time dependent neutron �ux
φ(~r, E, t) as the product of the amplitude function p(t) and the shape function
ψ(~r, E):

φ(~r, E, t) = p(t)ψ(~r, E) (1.11)

where the shape function is considered unchanged during the measurement. Time t
is considered as time during the transient process, therefore, practically the state of
the reactor at given time t0 can be considered as subcritical or critical state of the
reactor given by the absorbers (mainly rods) position in the core. Therefore, later
in this section the time dependence of the neutron �ux φ(~r, E, t) will be discretized
according to the position of the rods in the reactor.

From the equation 1.11 it can be seen that also the detector neutron �ux φ(~rd, E, t) is
proportional to the amplitude function p(t). As shown in previous studies (e.g.: [1])
and during operational experience, the shape function of the �ux is time-dependent
during the transient processes and that is why the detector neutron �ux φ(~r, E, t)
is a�ected by the changes in the shape of the neutron �ux ψ(~r, E, t). That is in
contradiction with the equation 1.11 and for that reason, the correction factor aims
to correct the neutron signal.

It should be mentioned that the study in [4] proposes the correction (i) of the
neutron �ux amplitude function, (ii) the static-dynamic correction given as in 1.12.
The static-dynamic correction describes the relation between the dynamic reactivity
that is determined by the inverse kinetics equation with the spatial corrections as
described bellow and the static reactivity that can be computed from the classic
k-eigenvalue problem for instance in Monte Carlo transport codes. The researchers

25



in [4] searched for correction factors as in equation 1.12 by comparing the static
results of MCNP and the dynamic results given by simulating a transient analysis
of the proposed Rod-Drop experiment. This thesis does not aim to �nd the dynamic
correction factors Cdyn.

ρst = Cdynρdyn (1.12)

Detector signal correction

To capture the changes in the �ux shape functions during the transient processes,
the detector signal correction is proposed. According to the exact point kinetics
discussed above, the neutron �ux shape in the reactor φ(~r, E, t) can be written as:

φ(~r, E, t) = p(t)ψ(~r, E, t) (1.13)

Note that the neutron �ux shape function ψ(~r, E, t) is the function of time, in other
words it is a function of the rods position during the transient process and also
the rods movement velocity (the delayed neutrons presence, that in�uence the �ux
shape, in the reactor is not given only by the rods positions but also by the velocity
of the change of the position).

The neutron signal in the detector position ndet(t) according to the theory of the
nuclear reactors [20] can be written as:

ndet(t) =

∫
V

∫
E

w(~r, E)φ(~r, E, t)dEdV (1.14)

where V is the volume of the whole reactor, E is the energy spectrum of neutrons
in the reactor and w(~r, E) is the spatial weighting function of the detector. The
method described here is innovative because it avoids computing the spatial weight-
ing function of the detector. That itself is a very complex problem and several studies
have been developed on this topic and can be found in [21] [18] [22]. The weighting
function w(~r, E) denotes the neutron contribution at the position ~r in the reactor.
There is a degree of freedom in de�ning the weighting function and for instance in
[22] it is a value that represents the average number of reactions that occurred in
the detector per one source neutron created in a speci�c volume of a fuel pin. It
should also be mentioned that the accuracy when computing the weight function is
given by the �neness of the mesh.

One can rewrite the equation 1.14 and obtain:

ndet(t) =

∫
V

∫
E

w(~r, E)p(t)ψ(~r, E, t)dEdV (1.15)
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So, the neutron �ux amplitude function p(t) can be factorized and is given as:

p(t) =
ndet(t)∫

V

∫
E
w(~r, E)ψ(~r, E, t)dEdV

(1.16)

The neutron signal ndet(t) is also given by the neutron �ux in the detector ψ(~rd, t)
and the detector sensitivity Σ(t) as:

ndet(t) = Σ(t)φ(~rd, t) = Σ(t)p(t)ψ(~rd, t) (1.17)

where ψ(~rd, t) is the shape part in the detector position. To avoid computing the
weight function w(~r, E), the equations 1.17 and 1.15 are used and the amplitude
function can then be expressed as:

p(t) =
ndet(t)

Σ(t)ψ(~rd, t)
(1.18)

Instead of using the weight function w(~r, E), it is the shape part of the detector
neutron �ux ψ(~rd, t) used to correct the amplitude function p(t).

Generally, the shape function can be described as in 1.19, which is also in correspon-
dence with 1.11. The same can be applied only on the detector position ~rd.

ψ(~r, E, t) =
φ(~r, E, t)

C(t)
(1.19)

The correction of the neutron signal is given with respect to the critical state values
denoted by the lower index cr and is proposed as:

p(t) =
p(t)

pcr
=
ndet(t)

ncr

Σcr

Σ(t)

1

Cdet
=
ndet(t)

ncr

1

Cdet
(1.20)

where the assumption that the detector sensitivity during Σ(t) does not change
during the transients is taken into account. It is given by the assumption that the
neutron energy spectra stay unchanged at the detector position during all the sub-
critical and critical states. This assumption can lead to di�erences in measured
reactivity and the real value. The corrected neutron amplitude p(t) is taken as an
input into the online reactivity monitoring.

The correction factor of the detector signal is given as:

Cdet =
ψ(~rd, t)

ψcr(~rd)
(1.21)

Neutron �ux shape function φ(~r, t) is di�cult to be obtained directly from a trans-
port calculation and it is proven in [4] that the adjoint �ux of the critical state
φ∗cr(~r, E) ful�ls the requirements for the weighting function of the neutron �ux
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φ(~r, E, t) to compute the neutron �ux shape. It can be explained in two ways why
the adjoint �ux is chosen. Firstly, in static perturbation theory, the adjoint �ux
function is used to eliminate the �rst order reactivity perturbation. Secondly, the
adjoint �ux function is sometimes called an importance function and its meaning
can be described as the importance of a neutron in a given position at given time
with a given energy. To compute the adjoint �ux directly, the transport equation
would have to be computed backwards in time. In other words, the adjoint �ux helps
to retrieve the information at the end of the process and in the considered situation,
the end process is the critical state. It should be reminded that the method aims to
observe and correct the changes in the neutron �ux shape between the subcritical
and critical states.

Finally, the part of the shape function is given by the following equation:

ψ(~rd, t) =
φ(~rd, t)∫

V

∫
E
φcr(~r,E)∗φ(r,E,t)

v(E)
dEdV

(1.22)

where v(E) is the velocity of the neutron. Note that the integral is over the space
of the whole reactor and over the neutron energy spectrum. Finally, the correction
of the neutron amplitude is given by equations 1.22 and 1.20:

p(t) =
ndet(t)

ncr

ψcr(~rd)

φ(~rd, t)

∫
V

∫
E

φ∗cr(~r, E)φ(~r, E, t)

v(E)
dEdV (1.23)

where ψcr(~rd) is:

ψcr(~rd) =
φcr(~rd)∫

V

∫
E
φ∗cr(~r,E)φcr(~r,E)

v(E)
dEdV

(1.24)

The correction of the amplitude 1.23 is applied to the online reactivity monitoring
in the inverse kinetic equation 1.3 where p(t) is considered instead of the input
parameter n(t).

Suggested online reactivity monitoring application

The author of the thesis develops on the method described above and suggests how
to compute the correction factor, then how the integrals in the equation 1.23 should
be discretized and how each value in the equation 1.23 could be obtained.

The number of energy groups g must be chosen, and the mesh must be discretized
to compute the average neutron �uxes in each mesh element. The quantities of the
equation 1.23 will be measured/computed as:

• ndet(t) is the value of the count rates during the transient for each detector

• ncr is the average value of the count rates for the critical state
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• φcr(~rd) is the average value of the neutron �ux computed by the Monte Carlo
code in the volume of the detector in the critical state

• φ(~rd, t) is the average value of the neutron �ux computed by Monte Carlo code
in external source mode in the volume of the detector for each transient state

• φ(~r, E, t) is the average neutron �ux in the element of the mesh of a group g
that can be computed by Monte Carlo code

• v(E) is the neutron speed in the energy group g that can be calculated from
Monte Carlo code as in equations 1.25 where the mesh and energy discretiza-
tion is performed. Ei,up and Ei,down is the upper, respectively lower boundary
of the discretized energy bin, φi,j is discretized neutron �ux in l discretized vol-
ume bins and g energy groups. The velocity is then computed from the kinetic
energy of the neutron with the neutron mass m. In general, the velocity of
neutron in each volume element is dependent on the di�erent neutron �ux for
di�erent subcritical states (denoted by t that implicates a transient process).

• φ∗cr(~r, E) is the adjoint �ux of the critical state that cannot be directly com-
puted by Monte Carlo code. The adjoint �ux also needs to be discretized into
g energy groups and l volume elements. The problem of the adjoint �ux has
been discussed in the previous parts of the work and due to its proportional-
ity to the Iterated Fission Probability IFP (Θ) the discretized value φ∗cr,i,j can
be computed by k-eigenvalue calculations (see equation 1.10) in Monte Carlo
codes when inserting initial neutrons into the given element of the mesh with
the average neutron energy of one group according to the energy discretization.
The discretization must be well chosen especially because of the computational
demands on a high number of the k-eigenvalue calculations.

E(t) =

∑l
j=1

∑g
i=1

Ei,up+Ei,down

2
φi,j∑l

j=1

∑g
i=1 φi,j

v(t) =

√
2E(t)

m

(1.25)

Finally, the author of the thesis suggests discretizing the time domain (transient
process) in T subcritical states where a speci�c subcritical state τ ∈ {1, 2, 3, ..., T}
is given by the position of the rods that are also the input for the calculations
in Monte Carlo code for values listed above. The discretized value of the neutron
amplitude for a given discretized transient time τ given by the rods position will be
computed according to:

Pτ =
ndet(t)

ncr

1

Cdet,τ
=
ndet(t)

ncr

ψ(rd)

φτ (rd)

l∑
j=1

g∑
i=1

IFP (i, j)φi,j,τ
vi

= ndet(t)C̃det,τ (1.26)
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where part of the shape function in the volume of the detector ψ(rd) is discretized
as:

ψ(rd) =
φcr(rd)∑l

j=1

∑g
i=1

IFP (i,j)φcr,i,j
vi

(1.27)

Note that in the equations above, it is considered that the neutron energy spectra
are not changing during the transient processes which enables to compute neutron
energy vi in an energy group i not depending on the neutron �ux change during
di�erent subcritical states.

The main idea in the application of this method in the research reactor is to compute
the discretized correction factors C̃det,τ as in equation 1.26 for various subcritical
states depending on the rod positions and then �t the relation between rods positions
(di�erent subcritical states) and correction factors into a high polynomial (a high
polynomial is chosen instead of the interpolation between the correction factors,
in general the approach would be equivalent). A discretized value of the neutron
amplitude Pτ would substitute n(t) in inverse kinetic equation 1.3. The count rates
ndet(t) would be measured and the value of the current correction factor C̃det,τ would
be coupled with the position of the rods through the polynomial. In practise, the
software of the reactimeter would be coupled with the rod positions and that is how
a correction factor value could be implemented in online reactivity monitoring. The
correction factor must be computed for each detector position.

1.4 Sjöstrand Area Method

Among other widely used methods, one can �nd the so-called Sjöstrand Area Method
or sometimes just Area Method. This method for reactivity measurement is used
in subcritical systems with a pulse neutron source. It has been under research for
the purposes of the application in accelerator-driven systems that can be used for
instance for the nuclear waste incineration.

This method requires the detector used with a fast resolution because after a neutron
pulse shot a pulsed neutron source histogram is obtained for each detector. The
histogram is measured in a few microseconds and the reactivity is determined from
the de�nition of the e�ective delayed neutrons fraction. A short time after the pulse,
only the prompt neutrons are detected in the position of the detector and after a few
microseconds also the �rst contribution from the delayed neutrons occurs until the
count rate in the detector establishes to a constant value. Then the ratio of the areas
under the pulse described �rst by the prompt neutrons Ap and then by the delayed
neutrons Ad determines the reactivity measured in βeff as in equation: 1.28. [23] An
example of the measurement of the pulsed neutron source histograms from [23] for
three di�erent detector positions (EC2B, EC6T, MC2) is displayed in Fig.:1.2.

ρ$ =
ρ

βeff
= −Ap

Ad
(1.28)
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Figure 1.2: An example of the measurement of the pulsed neutron source histograms
(on the left) for three di�erent detectors positions (EC2B, EC6T, MC2) as shown
in the picture on the right [23]

An important assumption to take into account is the point kinetics of the Sjöstrand
Area method. It supposes that all the prompt neutrons reach the detector volume
as well as the delayed neutrons. One can also observe the di�erences of the pulsed
neutron source histograms for di�erent detector positions in the Fig.:1.2. That is
why in [23], the authors also suggest spatial corrections computed by the Monte
Carlo code, MCNP in their case.

The idea of spatial correction is that one can compute a ratio of the prompt neutrons
and delayed neutrons at every detector position i just by enabling or disabling the
delayed neutrons in the Monte Carlo calculation. The correction factor is then given
as in the equation 1.29, where ρMC,i is computed as the ratio of the prompt and
delayed neutrons contributions in the Monte Carlo code in the location i and ρMC is
a reactivity computed from the classical k-eigenvalue calculation in the Monte Carlo
code. [23]

Ci =
ρMC,i

ρMC

(1.29)

The experimentally measured reactivity at the detector position i is then given as
follows:

ρexp =
ρexp,i
Ci

(1.30)

In conclusion, the spatial corrections in [23] led to a reduction of the data dispersion
among di�erent detectors positions. It should be once again noted that this method
is applicable in the subcritical systems with a neutron pulse source.
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1.5 Arti�cial Neural Network

This section describes an innovative technique to asses the reactivity determination
problem. Arti�cial Neural Network (ANN) is a biologically inspired computational
system that in its generality can be able to predict output of any quantity based on
the training by the input data. ANNs are universal approximators of multivariate
non-linear functions. The ANN method has been successfully used in a vast amount
of not only scienti�c �elds. Many types of ANN developed based on complexity. The
main idea behind the ANN is that each element of an input vector ~p is connected to
each neuron through the weight matrixW. Then each neuron has its bias (o�set) bi,
its transfer function f and an output ai. The ANN is trained and tested on the input
data ~p and the output data ~a, such that the energy function (e.g. mean square error)
is minimised. During testing, the weights in the weight matrix W are adjusted to
minimize the energy function. In general, ANN can express very complicated, non-
linear relations between inputs and outputs of any kind of data. [24] A simpli�ed
scheme of an ANN with R inputs and S neurons is presented in Fig.: 1.3. The input
data are gathered in the so-called input layer and the output data are gather in
the so-called output layer. Based on the complexity, a hidden layer can be added in
between the input and output layers in order to improve the model performance. In
general, multilayer networks are more powerful than single-layer networks [24].

Figure 1.3: A simpli�ed scheme of a feed-forward ANN with R inputs, 1 layer, S
neurons [24]

Arti�cial Neural Networks has been proven as a very powerful tool with a high
potential in many �elds of studies thanks to their capacity to solve complex non-
linear problems. ANNs enable to compute physical problems without computing a
single physical equation due to the previous training and testing based on previous
calculations. Thus, it can reduce also the computational demands once the ANN is
well trained and tested.

In recent years, several applications of ANNs have occurred in the nuclear engineer-
ing �eld. For instance, in [25] the authors constructed an ANN for the dynamic
processes of interactions between the reactor core and secondary coolant systems
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in a pressurized water reactor (PWR) nuclear power plant (NPP). They simulated
various transients with perturbation in reactivity, reactor core inlet temperature, or
steam inlet temperature. Other use of an ANN in NPP with PWR is a topic of work
in [26], where authors managed to built an ANN that helps to predict boron con-
centration and peak power factor during the core reloading. Another application of
ANN in core reloading, this time in a research reactor, is evaluated in [27]. Another
application of the ANN in PWR has been performed in [28] for reactivity estimation
according to the total rod worth, model of Doppler e�ect, boron acid concentration
and model of a moderator e�ect. Last but not least, researchers in [29] describe ANN
training on the point kinetics model to predict reactivity.

Suggested ANN model for online reactivity monitoring

As the reactivity spatial corrections face many problems and seem not to be still
fully resolved problem and furthermore the Arti�cial Neural Networks have proven
to be successfully used in various scienti�c �elds, the author of the thesis suggests
building an ANN to predict reactivity during the online monitoring.

It is important to capture the physics of the processes occurring in the reactor. That
is why the ANN would be informed on the basis of the physical measurement from
the ex-core neutron detectors, speci�cally neutron count rates.

In a zero-power reactor, the reactivity is given by the position of the absorbers and
fuel in the core. As discussed in the previous sections, the reactivity measurement
faces many problems given by the distribution of the neutron �ux, on the contrary it
is considered that Monte Carlo codes should be able to predict the reactivity of the
system with a very high precision. Reactivity is an integral parameter of the reactor
and in Monte Carlo codes in the iterated �ssion source method the multiplication
factor keff in the subcritical states with a source is computed by balancing the
�ssion term by the eigenvalue λ = 1

k
. After a certain number of iterations, the

calculation converges to the highest value of k that makes the system critical and
it is considered as keff [7]. The Serpent2 code that is used in this thesis for the
calculations has been validated for the k-eigenvalue calculations with MCNP5 in
[19]. The validations in [19] are mainly with critical or near critical systems, on
the other hand, a validation between Serpent2 and MCNP5 has been performed
in the previous work [2] for several subcritical states of a simpli�ed heterogeneous
multiplying system. Moreover, MCNP5 calculation of the subcritical system has
been also validated in the o�cial MNCP document [30] with another calculation
and very high concurrence has been reached. On the other hand the calculation of
the reaction rates can be also performed in Serpent2, but calculating the reaction
rates has not performed such a high concurrence as the k-eigenvalue calculations.
It was shown in the previous works [1][2] or in [31] where some of the computed
reaction rates reached errors up to 20 % between measurement and calculation, or
in [32] where the neutron spectra and neutron �ux of AmBe were compared with
other computational code Nedis-2m and some relevant di�erences were also observed
in the calculations.

That is why the ANN constructed for the prediction of the subcritical states will
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be physically informed from the measurement of the detectors but the reactivity
that is given by the rods position in the zero-power reactor, would be computed
for various quasi-static subcritical states in Serpent2 without any constraints on the
physical model such a point kinetic model. As measured count rates in the ex-core
detectors �uctuate, several histories of the operation of the reactor will have to be
considered for training and testing phase. Then the reactivity for the training and
testing phase will be coupled with the ex-core detectors measured counting rates.
Several subcritical state reactivities (given by the positions of the rods) will have
to be computed. To obtain reactivity in the transient states for every rod position,
the author suggests performing a polynomial �t of the control rod positions for the
reactivity value for each operational history. In that case, one would be able to
obtain several histories where measured count rates (physical nature of the system)
would be coupled with the reactivity calculated from the Serpent2 code. It must
be stressed that even though Monte Carlo codes are high �delity codes due to the
representation of real physics behaviour, the reactor models in the Monte Carlo code
are created by a user under some assumptions and decisions and the reality can never
be represented precisely. In other words, the suggested ANN technique relies on the
absolute precision of the reactor computational model and nuclear data.

The suggested method for reactivity monitoring is a topic of chapter 3, where the
method is described in more detail and the results are presented.
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Chapter 2

Application of the Modi�ed Source

Multiplication Method at TRIGA

Mark II reactor in Pavia

This chapter deals with the application of the Modi�ed Source Multiplication (MSM)
Method at the nuclear reactor TRIGA Mark II in Pavia, Italy. The previous chapter
described several reactivity measurement methods that deal with the spatial e�ects
during the determination. To deal with the spatial e�ects in TRIGA Mark II Pavia,
the MSM method was chosen. The reasons why the mentioned method was chosen
among others are discussed in the following text.

A multipoint kinetics solution is limited by the complexity of the equations and
demands for the boundary conditions between the zones of the discretized reactor.
This very complex problem could be the subject of other research work. Moreover,
to verify the simulation results, a lot of precise neutron detectors would need to be
inserted in various positions of the reactor core.

The reactivity measurement method based on the shape of the detector neutron �ux
could not have been used in TRIGA Mark II Pavia for several reasons. Firstly, it is
the lack of the fast electronics that would be needed to measure the neutron count
rates in the real time. Moreover, a very precise model in Serpent2 would be needed
for this method. The limitations of the Serpent2 model of the TRIGA Mark II Pavia
is also discussed in this chapter.

The idea to use the Arti�cial Neural Network on the old operational data was also
mentioned in the �rst chapter and the method was applied at VR-1 reactor and it
is described in chapter 3.

Sjöstrand Area Method could not be used for TRIGA Mark II reactor as this method
is used in the accelerator driven systems.

On the other hand, MSM could have been used in TRIGA Mark II reactor in
Pavia despite of lack of the online measurement reactivity instrumentation. As previ-
ously mentioned, MSM belongs to the static or quasi-static reactivity measurement
method. Furthermore, a reactivity measurement of the reference state is needed.
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That can be performed in TRIGA Mark II Pavia using the Rod-Drop method. As
proven during the experiment, Source-Jerk cannot be performed in TRIGA Mark II
Pavia because of the instrumentation settings. The neutron source is always inserted
into the core and the detectors measure the source level. In case of the source ex-
traction, the detectors stop measuring the source level and the reactor is scramed. In
general, MSM could be performed in all subcritical systems where only one neutron
detector is needed, then if one wants to compare the measurement results in more
positions of the reactor core, at least two neutron detectors are needed.

TRIGA Mark II Pavia nuclear reactor

TRIGA (Training Research Isotope production General Atomic) Mark II nuclear
reactor in Pavia in north Italy is a research reactor that reached its �rst criticality
in 1965 at the power of 250 kW. This reactor is operated by the University of Pavia.
Main purposes of the reactor nowadays are education and training, neutron activa-
tion analysis or radioisotopes production for medical and industrial applications.

The reactor is operated for more than 56 years because of high inherent safety
features such as the large, prompt negative temperature reactivity feedback due to
the fuel/moderator composition. The fuel rods contain the compound UZrH with
the uranium enriched up to 20 % and hydrogen as the moderator. The reactor
is designed as a large pool with a water column almost 5 meters above the core.
Heat released during the �ssion reaction is removed by the natural convection, but
there is also a di�user just above the top of the core for mixing the �ow, if needed,
connected to the secondary and then third cooling loop. The core of diameter 44.6
cm and height 64.8 cm is surrounded by an annular graphite re�ector. The core
contains three control rods with di�erent control rod weights (shim, regulating and
transient). There is a RaBe neutron source in the channel F-4 [33]. See the core
con�guration in Fig.: 2.1.

Figure 2.1: TRIGA Mark II Pavia scheme [33]

As one could observe in Fig.: 2.1, there are two types of the fuel elements in the
reactor core. The fuel element type 101 contains slightly less of the UZrH compound
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as the active length (35.6 cm) is a bit shorter then in type 103 (38.1 cm). The
cladding of type 101 is made of aluminium, on the other hand the cladding of type
103 is made of the stainless steel. What regards the burnable poison, the fuel 101
contains two disks of burnable poison from SmO3 in the upper and lower parts of the
fuel element. In contrast to fuel 101, fuel 103 does not contain any burnable poison.
Furthermore, the ratio of Zr-H in the compound of UZrH is di�erent in the fuel
types: type 101 (1:1 ratio), type 103 (1:1.6 ratio). Lastly, type 103 contains central
zirconium rod, while there is none in type 101 [33].

There are three control rods in TRIGA Mark II Pavia nuclear reactor. The Shim
from B4C is the rod with the highest reactivity worth (about 3 - 3.5 βeff ) and
the rod is motor driven. The Transient rod's worth is about 2 - 2.5 βeff and its
material is borated graphite. This control rod is pneumatic, and that is why during
the operation the control rod can be only in the upper or bottom end position.
The third control rod is Regulating designed for tuning the reactivity during the
operation. Similarly to Shim, it is also motor driven from B4C but on the other
hand the reactivity worth is between 1 and 1.5 βeff [33].

Experimental setup

One of the detectors used for the MSM experiment was the �ssion counter WL-23830
connected to the logarithmic channel of the Quad Scaler and Preset Counter Timer
from CAEN. The �ssion chamber from Westinghouse contains very high enriched
uranium as the neutron sensitive material at the sensitive length of 20.2 cm. The
�lling gas of the detector is mainly argon and the case and electrode materials are
aluminium [34].

The other detector is an uncompensated triaxial ionization chamber WL-23934 also
from Westinghouse. The ionization chamber sensitive material is 10B at the active
length of 8.6 cm. The gas �lled in the detector is hydrogen and the chamber elec-
trodes are also made of aluminium [35]. The ionization chamber is connected to the
power level measurement. During the operation of the reactor, the voltage from the
chamber is recorded in the range of 0 to 10 mV depending on the range of the loga-
rithmic power switch. Then if needed, the power can be computed from the voltage
value.

The detectors are during the operation outside of the re�ector, the scheme is in Fig.:
2.2.
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Figure 2.2: TRIGA Mark II Pavia experimental scheme where fuel and control rods
concur with the Fig. 2.1. There are the neutron detectors in the ex-core positions in
black colour. The detector in the upper part is the ionization chamber (then denoted
as number 2) and the detector in the lower part is the �ssion chamber (then denoted
as number 1). The scheme has been retrieved from the Serpent2 model.

TRIGA Mark II Pavia nuclear reactor Serpent2 model

The Serpent2 model for the purposes of the thesis was provided by the professors
from Politecnico di Milano. The model was created in 2018 as the topic of the
diploma thesis [36] to represent the state of the reactor in 2013. The main problem
of the creation of the model was the unknown burn-up of the fuel elements caused
during the operation at the high powers (up to 250 kW). The depletion data for
the Serpent2 input �le were taken from the PhD thesis [37] where the burn-up
was calculated in MCNP by dividing the 48 years of reactor operation (1965 to
2013) into 27 time slots. The operating time and various core con�gurations were
combined together with the information about the neutron �uxes derived from the
MCNP simulations and then the fuel composition was computed.

The Serpent2 input �le from [36] contains two fuel rod types (101 and 103), de-
pleted materials until 2013 and the reactor geometry. Author of this diploma thesis
made several changes in the geometry of the control rods and adjusted control rods
according to the personal communication with TRIGA Mark II Pavia workers. The
lengths of the rods were adjusted to their real value (38.1 cm, respectively, 47.2
cm) and their bottom end position (0 cm) was adjusted according to the personal
communication. The bottom end position in the Serpent2 model was set so that the
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graphite ending of the control rod is in the same plane as the bottom part of the
cladding of the fuel element type 103. From now on, all the rods positions in the
text in centimeters are with respect to the bottom part of the cladding of the fuel
element type 103. Rods position can be observed at the example of Shim rod in the
reactor in Fig.: 2.3.

The author must have added the RaBe neutron source in the axial center of the
channel F-4. Moreover, the emission spectrum must have been added to the Serpent2
model. The RaBe neutron source spectrum in the tabular form is unavailable in
any open source literature and neither was provided by the workers of the Pavia
nuclear reactor. That is why the author approximated the RaBe neutron source
with the available experimental AmBe energy spectrum. From the available neutron
spectra, the AmBe spectrum has the most similar functional shapes of neutron �ux
as the RaBe neutron source [38] (see the attached neutron spectra in the appendix
B.1). Then the neutron detectors must have been modelled in the ex-core positions
and the thermal scattering data must have been added for hydrogen in the ZrH
compound. Thermal scattering data for zirconium isotopes in ZrH compound were
not used in all calculations due to the very high memory demand. The k-eigenvalue
calculations of the TRIGA Mark II model con�rmed that the thermal scattering on
zirconium isotopes of zirconium in ZrH compound can be neglected since the keff
values concurred within the keff 1-sigma range, in reactivity units the di�erence in
reactivity between two calculations was -22.3 ± 37.1 pcm.

Figure 2.3: TRIGA Mark II Pavia experimental scheme from the side with Shim
control rod (yellow). Active fuel part initiates where the colour changes from green.
Di�erent colours of the fuel �t the di�erent composition of the fuel during the history
of the burn-up.
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Moreover, the neutron detectors used during the experiment were included in Ser-
pent2 model. According to some available documentation and observations during
the experiment, the beginning of the active length of the ionisation chamber was
put 8.25 cm above the ending of the active length of the fuel type 103. According
to [35] the active length was set to 8.6 cm and the radius of the cylinder was set to
5.08 cm. During the calculations with the external neutron source, the reaction rate
of (n,α) on 10B was being monitored in the volume of the cylinder. The bottom part
of the �ssion chamber was placed according to [35] 1.35 cm above the ending of the
active part of fuel type 103. Its active length was set to 20.2 cm with radius 4.495
cm. Similarly, in the active volume of the detector, the reaction rate of total �ssion
on 235U was being followed. The cladding was not modelled for neither of the used
detectors.

The Serpent2 model was tested on the data of the zero-power critical states. The
value from the forward delayed neutron parameters analogue estimator in Serpent2
calculation of βeff is 653.4 pcm, detailed values of delayed neutron parameters for 6
group division are in Tab. A.1. The results of the reactivity computed from Serpent2
for zero-power critical states are displayed in Tab.: 2.1.

All calculations were performed with version Serpent2.1.32 with nuclear data from
the nuclear library ENDF/B-VIII.0.

Table 2.1: Zero-power critical rods positions and the reactivity calculation results of
the critical states from Serpent2

Shim
position [cm]

Regulating
position [cm]

Transient
position [cm]

Serpent 2
Reactivity [βeff ]

20.0 14.8 47.2 -0.37 ± 0.02
13.62 38.1 47.2 0.24 ± 0.02

Results of the Modi�ed Source Multiplication method application in

TRIGA Mark II Pavia reactor

Modi�ed Source Multiplication method has been performed in TRIGA Mark II
Pavia nuclear reactor in the core con�guration from July 2013 (see Fig. 2.1) and
this section summarizes the important results of the measurement. The results were
obtained for two detector positions corresponding to the scheme in Fig: 2.2. There
were detector responses for 13 steady-subcritical states measured, one of them was
the reference state. The control rods positions together with reactivity determined
from Serpent2 for the subcritical states are displayed in Tab.: 2.2.

The statistical uncertainty following the symbol "±" not only in this section but in
the entire diploma thesis is the standard deviation 1-sigma meaning that 68 % of
the values drawn from the normal distribution are within one standard deviation
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1-sigma away from the mean value1. All the measured and computed values are
considered as normally distributed.

Table 2.2: Rods positions during the experiment together with the reactivity deter-
mined from Serpent2 in the model mentioned above

Subcritical
state Shim Regulating Transient ρS [βeff ]

1 down down down -3.71 ± 0.13
2 down up down -2.38 ± 0.08
3 7.57 up down -2.63 ± 0.09
4 10.81 up down -2.59 ± 0.09
5 down 15.55 down -3.71 ± 0.13
6 down 26.58 down -3.07 ± 0.11
7 13.51 up down -2.50 ± 0.09
8 16.21 up down -2.25 ± 0.08
9 18.37 up down -2.07 ± 0.07
10 23.24 up down -1.45 ± 0.05
11 25.40 up down -1.13 ± 0.04
12 28.10 up down -0.71 ± 0.03
ref 13.62 down up -0.91 ± 0.03

In order to perform MSM as described in section 1.2, one needs to obtain the detec-
tor responses at least from two arbitrary reactor positions, moreover compute the
reactivity value from computational code of the reactor together with reaction rates
or any similar quantity that is proportional to the detector response. The spatial
e�ect of reactivity is then corrected according to the correction factors in 2.1. It is
very important to determine the reactivity in the reference state and measure the
detector response in this steady-subcritical state.

ρm,i(~rd)

ρm,ref(~rd)

= fMSM(~rd)
Nm,ref (~rd)

Nm,i(~rd)
=

ρc,i
ρc,ref

Nc,i(~rd)

Nc,ref (~rd)

Nm,ref (~rd)

Nm,i(~rd)
(2.1)

During the experiment, various steady-subcritical states were reached for about
200 or 300 seconds to measure count rates or voltage respectively in the neutron
detectors. The subcritical states are displayed in Tab.: 2.2, where the state "ref" is
the reference state.

The reference state was chosen because the reactivity should have met the Regulating
rod reactivity worth. The Rod-Drop measurement of reactivity for Transient rod
was performed in order to obtain the reference reactivity state. In 2015 during
Regulating control rod reactivity worth measurement by reactor period method,
1.41 βeff reactivity worth was obtained [39] (actually 1.26 βeff was obtained during

1The propagation of the uncertainties of function z = f(x1, x2, ..., xn) is calculated according

to σz =

√∑n
i=1

(
∂f
∂xi

σxi

)2
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the measurement, but in the measurement βeff = 730 pcm was used, the value of
control rod worth was recalculated with respect to the βeff value obtained from the
Serpent2 calculation). That could have been the reference value if the measurement
was correct. During the experiment the zero power critical state with Regulating
control rod in the upper position was reached. Transient rod was also in the upper
position, and Shim was in 13.62 cm. The criticality calculation was also performed
in Serpent2 for this zero-power critical state, the reactivity value was calculated to
0.24 ± 0.02 βeff .

Rod-Drop reactivity derived from one point kinetic model is determined according
to the equation 2.2 [40]. The average count rate value from the �ssion chamber
n0 was measured for 300 seconds. The sum of delayed neutron properties in 2.2
has been obtained from the Serpent2 criticality calculation. Finally the integral in
the denominator was approximated during the measurement by the sum of count
rates from the moment of the control rod insertion up to 180 seconds. The total
sum was obtained from the counter connected to the �ssion chamber. It must be
mentioned that the counter was activated manually and the author set the time
of 180 seconds according to the previous experience. There could have not been
obtained any digital results to observe the exponential decrease of the count rates
after the rod insertion and so to set precisely the indicator when the rod was dropped
and when only background was measured. Once again, it has been demonstrated that
reactivity determination is a very di�cult subject as the reactivity di�ers from the
Rod-Drop measurement, Serpent2 criticality calculation and control rod reactivity
worth measurement from 2015. The results are demonstrated in Tab.: 2.3. Note
that Serpent2 ∆ρ is the di�erence between the reactivity result in Serpent2 with
Regulating rod fully extracted and the reactivity result with Regulating rod fully
inserted in the core.

ρ = −
n0

(∑6
i=1

βeff,i
βeffλi

)
∫∞

0
n(t)dt

[βeff ] (2.2)

Table 2.3: Value of reactivity in βeff of the MSM reference subcritical state according
to the method of determination

Serpent2 ∆ρ CR reactivity worth [39] Rod-drop

-1.15 ± 0.04 -1.41 -1.01 ± 0.02

The Source-Jerk measurement could not have been performed because of the reactor
scram after removal of the neutron source. In that case, neutron detectors in ex-core
positions do not detect the source level, and due to safety requirements, the reactor
must be shut down.

The reactivity was measured in two ex-core positions of the neutron detectors. In the
following tables, the detector with number 1 is the �ssion chamber, and the detector
denoted as number 2 is the linear ionisation chamber described in the previous
section. Tab.: 2.4 sums up the application of the MSM together with "classical"
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Source Multiplication (SM) method in order to observe the results of the spatial
corrections. There is a reactivity computed from the Serpent2 code of the TRIGA
Mark II Pavia model in the last column of the table.

Table 2.4: Reactivity determined by Modi�ed Source Multiplication and Source Mul-
tiplication method depending on the position of the detector in the reactor core

MSM SM Serpent2

Subcritical
state ρm,1 [βeff ] ρm,2 [βeff ] ρm,1 [βeff ] ρm,2 [βeff ] ρS [βeff ]

1 -4.50 ± 0.28 -3.41 ± 0.27 -4.27 ± 0.14 -2.06 ± 0.06 -3.71 ± 0.13
2 -2.98 ± 0.18 -2.61 ± 0.20 -2.92 ± 0.09 -1.80 ± 0.05 -2.38 ± 0.08
3 -2.66 ± 0.16 -2.53 ± 0.19 -2.63 ± 0.07 -1.71 ± 0.05 -2.63 ± 0.09
4 -2.30 ± 0.13 -2.33 ± 0.17 -2.27 ± 0.06 -1.59 ± 0.04 -2.59 ± 0.09
5 -3.84 ± 0.23 -3.23 ± 0.25 -3.66 ± 0.12 -1.98 ± 0.06 -3.71 ± 0.13
6 -3.41 ± 0.21 -2.86 ± 0.22 -3.31 ± 0.10 -1.85 ± 0.05 -3.07 ± 0.11
7 -2.07 ± 0.12 -2.18 ± 0.16 -2.01 ± 0.06 -1.49 ± 0.04 -2.50 ± 0.09
8 -1.68 ± 0.10 -1.92 ± 0.14 -1.67 ± 0.04 -1.36 ± 0.03 -2.25 ± 0.08
9 -1.47 ± 0.09 -1.72 ± 0.13 -1.45 ± 0.04 -1.24 ± 0.03 -2.07 ± 0.07
10 -0.92 ± 0.05 -1.18 ± 0.09 -0.90 ± 0.02 -0.89 ± 0.02 -1.45 ± 0.05
11 -0.66 ± 0.04 -0.90 ± 0.07 -0.65 ± 0.02 -0.72 ± 0.02 -1.13 ± 0.04
12 -0.38 ± 0.02 -0.59 ± 0.04 -0.40 ± 0.01 -0.51 ± 0.01 -0.71 ± 0.03

One could consider reactivity results from Serpent2 calculations as the reference
value. That is why Tab.: 2.5 is displayed below in order to compare the di�erence
in reactivity determination between reactivity determination methods and Serpent2
results. The di�erence is calculated from the equation 2.4, where i = 1, 2. One can
also compare the detector position in the accuracy of determining the reactivity.
The results in bold font are the one where the absolute value of the di�erence is
lower for a given detector comparing MSM and SM methods. The discussion of the
Serpent2 model together with results is discussed in the following section.

∆ρm,i = ρm,i − ρS (2.3)
∆ρm = ρm,1 − ρm,2 (2.4)
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Table 2.5: Reactivity di�erence according to the equation 2.4 between MSM or SM
method and Serpent2 calculation

MSM SM

Subcritical state ∆ρm,1 [βeff ] ∆ρm,2 [βeff ] ∆ρm,1 [βeff ] ∆ρm,2 [βeff ]

1 -0.79 ± 0.31 0.30 ± 0.30 -0.56 ± 0.19 1.65 ± 0.15
2 -0.60 ± 0.20 -0.23 ± 0.22 -0.54 ± 0.12 0.58 ± 0.10
3 -0.03 ± 0.18 0.10 ± 0.21 0.01 ± 0.12 0.92 ± 0.11
4 0.29 ± 0.16 0.26 ± 0.20 0.32 ± 0.11 1.00 ± 0.10
5 -0.13 ± 0.27 0.48 ± 0.28 0.05 ± 0.18 1.73 ± 0.14
6 -0.34 ± 0.23 0.22 ± 0.25 -0.24 ± 0.15 1.23 ± 0.12
7 0.43 ± 0.15 0.32 ± 0.19 0.49 ± 0.10 1.01 ± 0.10
8 0.57 ± 0.13 0.33 ± 0.16 0.58 ± 0.09 0.88 ± 0.09
9 0.60 ± 0.11 0.36 ± 0.15 0.62 ± 0.08 0.83 ± 0.08
10 0.53 ± 0.08 0.28 ± 0.10 0.55 ± 0.06 0.56 ± 0.06
11 0.47 ± 0.06 0.23 ± 0.08 0.48 ± 0.05 0.42 ± 0.05
12 0.32 ± 0.04 0.12 ± 0.05 0.31 ± 0.03 0.20 ± 0.03

Another way to compare the performance of MSM and SM methods is to compute
the di�erence between the reactivity computed by detector 1 and 2 from the simple
equation 2.4. The spatial correction would be fully resolved in the case where the
di�erence would be 0 for each subcritical state. The results of Tab.: 2.6 are also
discussed in the following section. The MSM and SM methods are compared, and
the bold values in the table are the ones where the absolute value of the di�erence
is lower.

Table 2.6: Reactivity di�erence between the value determined in position 1 and 2
and its comparison for MSM and SM methods

MSM SM

Subcritical state ∆ρm [βeff ] ∆ρm [βeff ]

1 -1.09 ± 0.39 -2.21 ± 0.16
2 -0.37 ± 0.27 -1.12 ± 0.10
3 -0.13 ± 0.25 -0.92 ± 0.08
4 0.03 ± 0.22 -0.67 ± 0.07
5 -0.61 ± 0.34 -1.68 ± 0.13
6 -0.55 ± 0.30 -1.46 ± 0.12
7 0.10 ± 0.20 -0.52 ± 0.07
8 0.24 ± 0.17 -0.30 ± 0.06
9 0.24 ± 0.15 -0.21 ± 0.05

10 0.26 ± 0.10 -0.01 ± 0.03

11 0.24 ± 0.08 0.06 ± 0.02

12 0.20 ± 0.05 0.11 ± 0.01
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Discussion of the results of MSM application in TRIGA Mark II Pavia

reactor

This section presents a discussion of the results of MSM application in the TRIGA
Mark II Pavia reactor. The obtained results from the experiment and the post-
processed calculations were the topic of the previous section.

Firstly, the Serpent2 model should be discussed. There have been made several
geometric changes in the control rod lengths and bottom end positions according
to the personal communication and [33] as described in the section of the Serpent2
model (see Fig.: 2.3, where Shim rod is in the bottom end position). Another issue
in TRIGA Mark II Pavia input is that the average fuel composition corresponds
to year 2013. The fuel has surely undergone more depletion in the last nine years,
nevertheless �nding the real fuel composition would be out of the subject of this
diploma thesis. The fuel depletion in the last 9 years was not taken into account. It
should also be noted that the detector positions were approximated according to the
reactor documentation. Moreover, the RaBe neutron spectrum was approximated by
AmBe neutron spectrum, the mentioned approximation is mainly signi�cant in the
deep subcriticalities as the neutron source spectrum has an impact on how many
neutrons are directly emitted from the source. To validate the Serpent2 model,
the criticality calculation was performed according to the control rods positions
provided from the workers of the nuclear reactor. The zero-power critical state was
calculated to -0.37 ± 0.02 βeff . There was another reactivity of the critical state
computed in Serpent2 (0.24 ± 0.02 βeff ), in the other case it was for the critical
state from which Rod-Drop measurement was performed. The reactivity value for
the critical state di�erent from zero within the uncertainty range is given mainly by
the approximated fuel composition (division of the fuel in �ve axial sections that
undergo the depletion, also approximation of the reactor power for the 48 years of
reaction operation) and by the bottom end position of the control rods that could be
actually slightly di�erent. The fact that the bottom end positions could be di�erent
can be observed in the Tab.: 2.2 for the subcritical state 2 and 3. The di�erence
between the subcritical states is that Shim rod is withdrawn by 7.57 cm but in fact
Serpent2 calculates the reactivity of the deeper subcritical state 0.25 ± 0.12 βeff
higher. Similarly, the reactivity values for subcritical states 1 and 5 are within the
statistical uncertainty even though the Regulating rod (with the lowest reactivity
worth) is 15.55 cm withdrawn. It could be a topic of another research work why
Serpent2 model calculates higher reactivity for the subcritical state that is deeper
then the other one. The author suggests that the reactivity worth in the bottom part
of the control rod is so small that statistics cannot catch the small di�erence and
the computed reactivity values are then in two-sigma range. Physically, it can be
the graphite inserted as the moderator from the bottom part of the control rod into
the plane of active fuel, and then the graphite would aid in moderating the neutrons
arriving into other fuel elements. This paragraph should conclude that there is a not
negligible systematic uncertainty in the MSM results given by the model of TRIGA
Mark II Pavia Serpent2 reactor model higher then the statistic uncertainty.

Secondly, uncertainties given from the experimental measurement should be also
discussed. There have been two neutron detectors used for the experiment. The
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detectors work in direct current power range mode. No document illustrating the
gamma and neutron ratio of detection was available for evaluating the measure-
ment results. Gamma rays can play a non-negligible role in the subcritical reactor
with very high contribution to the measured current in the very deep subcritical
states. As the neutron �ux distribution in di�erent subcritical states strongly de-
pends on the non-linear changes of the neutron �ux when changing the reactivity,
the measurement requires precise positions of the neutron detectors. Due to the lack
of documentation, the position of the neutron detectors was only approximated in
the range of more or less 5 cm. Moreover, the voltage from the linear chamber was
recorded only on the graph paper during the operation. The experiment requires
the digital form of the data as the voltage from the linear chamber read from the
graph paper probably includes a systematic error, the statistical error was only ap-
proximated graphically. The chamber according to the reactor documentation was
considered to work in a linear regime, as its name suggests. On the other hand,
the behaviour of the chamber could change during the operation and during various
subcritical states. Lastly, it should be also mentioned that the experiment was per-
formed several days after high power operation in order to avoid the poisoning of
the reactor. To sum up, it is mainly the elder reactor data acquisition system that
inserts a non-negligible uncertainty in the measurement and MSM results.

Taking into account the main systematic uncertainties from Serpent2 and detectors,
the results from the previous section could be discussed. It is worthy to debate on the
results from Tab.: 2.3 not only in the case of the experiment. The mentioned table
proves that determining reactivity in a subcritical state is a very complex problem.
Subcritical reactivity can be measured or computed. Considering a measurement,
independently of the reactivity determination method, the reactivity value always
depends on the position of the detector and in each position of the reactor one would
measure a slightly or highly di�erent reactivity value as all the conventional reac-
tivity methods are based on the point kinetics (or any other physical theory) that is
only an approximation. Even in the case of the Modi�ed Source Method, the reactiv-
ity measurement position will always play a role as the method only modi�es by the
correction factor (usually computed from MC code) the reactivity values determined
by a method based usually on point kinetics (or any other physical approximation).
For the calculations, the main issue is the con�dentiality of the calculations. The
computational model can be veri�ed experimentally on the critical states of the re-
actors that are demonstrated, for instance, by quasi-constant neutron population
when the neutron source is withdrawn from the reactor core or by constant fuel
and moderator temperature that is warmer than in the subcritical states. On the
other hand, value of the reactivity of the subcritical states cannot be veri�ed on any
physical e�ect and even in the simplest reactors cores, analytical solution cannot
be performed. Even though computational codes, especially Monte Carlo codes are
considered highly con�dential as they perform all the physical processes calculated
by the statistical approach. That is why the Monte Carlo codes can be used as a
reference but one should be cautious about making conclusions as it is the user who
creates the reactor model (that can be di�erent from reality), chooses the nuclear
libraries and sets calculation parameters. All of the discussed in this paragraph can
be observed in Tab.: 2.3 where Rod-Drop is compared with CR reactivity worth that

46



was obtained by measuring the reactor period in each supercritical state. Reactivity
determined by Rod-Drop of Regulating control rod is 0.10 ± 0.03 di�erent from the
reference Serpent2 calculation. The highest uncertainty during the experiment was
in measuring the integral in the denominator of the equation 2.2. The only possi-
bility was to get the counts for a chosen interval of time for the �ssion chamber.
The counter was initiated manually when the rod was dropped into the core. The
time of the measurement was chosen by the author to be 180 s according to the
previous experience in order to avoid summing only the neutron background after
the given time. There are two issues when assessing the Rod-Drop measurement, the
�rst one is that the gamma rays contribution to the detector count rate is unknown.
The second issue is connected to the fact that the neutron source cannot be with-
drawn from the reactor core and that is in contradiction the with the assumptions
of the Rod-Drop derivation from point kinetics equations. In theory, it is assumed
that the neutron �ux would decrease to zero in the subcritical reactor without the
neutron source. On the other hand, during the experiment the neutron count rates
could have decreased only to the value of 31 cps, which is the value of the neutron
count rate measured with the Regulating rod inserted in the reactor. The systematic
uncertainty given by the time of the Rod-Drop measurement can be assessed by ob-
serving the integral of the count rates and comparing them to the count rates that
are given for every second by the subcritical state (Regulating rod inserted). Then
the systematic uncertainty of the Rod-Drop measurement would be about 15.5 %
as in every second, 31 cps contributed from the subcritical state (5580 counts for
180 s) to the sum and the sum of all the count rates during the Rod Drop was 35
972 cps. The reactivities determined by Serpent2 (the di�erence between reactivity
values with Regulating rod fully withdrawn and fully inserted) and Rod-Drop are in
a reasonable interval of concurrence when considering the systematic error of 15.5
%. On the other hand, Rod-Drop measurement and Serpent2 determination are far
from the CR reactivity worth determined by the reactor period method.

Regarding the application of MSM method, deciding if the method brings any im-
provement compared to the SM method, one could focus on decreasing the reactivity
di�erence between two positions of the nuclear reactor or on the determination of
the di�erence between the reactivity in one position and Serpent2 calculation. To
check the �rst criterion, one could discuss the results from Tab.: 2.6, where for 8 sub-
critical states the di�erence is lower for the MSM method than for the SM method.
In seven of the cases the di�erence is out of 1-sigma uncertainty range in comparison
with SM method. Whereas for four subcritical states closer to the critical state the
SM method performed better, in 3 of the those cases it was out of 1-sigma uncer-
tainty range. The SM method is derived from one point kinetics, where the main
assumption is that the change of the neutron �ux between two di�erent subcritical
states is constant in every position. As the reactor reaches the critical state, the
neutron �ux distribution is getting more symmetrical, and that could be the reason
why the SM method is su�cient to determine the reactivity in near critical states.
On the other hand, MSM proved to lower the di�erences in comparison with SM
in di�erent positions of the measurement for deep subcritical states. The di�erences
were except for one subcritical state lower than -0.65 βeff . To conclude, the MSM
method is capable of capturing spatial e�ects in a deep subcritical states in TRIGA
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Mark II Pavia reactor despite the imperfect Serpent2 model and an inadequate data
acquisition system for measurement. The reactivity di�erences in the position of
the measurement for near-critical states (about -2.1 βeff ) were below a value 0.26
βeff and that could be caused by a systematic error of the Serpent2 model or the
measurement. MSM method also brings satisfying results for the two measuring po-
sitions in near-subcritical states but it is enough to use SM method in near-critical
states in TRIGA Mark II Pavia reactor.

The other di�erence in the measurement that can be observed is given by the sub-
critical behaviour of the nuclear reactor. The neutrons in the subcritical reactor are
either created from the subcritical multiplication in the core or can occur directly
from the neutron source. Note that in the core con�guration Fig.: 2.2, the neutron
source in position F-4 is very close to the ionisation chamber denoted by detector
number 2 and that is why the direct contribution in position 2 is higher than in
position 1. On the other hand, the position 1 is far from the neutron source and the
direct neutrons from the source arriving into the detector must undergo the path
through the whole diameter of the core. It means that there are more neutrons in
position 1 from the subcritical multiplication than in position 2. This phenomenon
can also play role in the determination of the reactivity by the MSM method.

The other criterion observed is the reactivity di�erence between reference Serpent2
calculation and MSM or SM method measurement. It is worthy to note that the
Serpent2 calculation is taken as a reference but the model is not fully developed as
for the two di�erent critical states the reactivity results were -0.37 ± 0.02 βeff and
0.24 ± 0.02 βeff . The results are presented in Tab.: 2.5 and one could observe that
for the linear ionisation chamber (detector 2), the reactivity di�erence was lower
for all subcritical states when using the MSM method instead of the SM method.
For the subcritical state 5 that was discussed before (the reactivity computed from
Serpent2 was lower with less absorber in core than in the other subcritical state), the
reactivity di�erence was 0.48 ± 0.28 βeff . In other cases, the reactivity di�erence
was always lower than 0.36 ± 0.15 βeff . However, there were six lower reactivity
di�erences for measurements from the �ssion chamber (detector 1) when using the
MSM method and six lower reactivity di�erences when using the SM method. But
it should be noted that all the di�erences between MSM and SM are in range of
1-sigma uncertainty range. The reactivity di�erences when using MSM are higher
for the �ssion chamber than for the linear ionisation chamber. To conclude, for
the given measurement and given Serpent2 model of the reactor, MSM method
performed better than SM method for the position of the linear ionisation chamber.
On the other hand, no conclusions can be drawn on reactivity di�erences between
the �ssion chamber and Serpent2 calculations.

Lastly, the performance of the application of MSM method in TRIGA Mark II
reactor can be compared with the performance of the same method at VR-1 reactor
at Czech Technical University in Prague. The reactor is brie�y described in section
3.3. The following Tab.: 2.7 shows the results from the previous work [2] focused
on the MSM method. The table shows the reactivity determined by MSM method
at four positions of detectors and a reactivity di�erence for three positions in each
subcritical state with respect to an arbitrary chosen detector position PMV3. The
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reactor VR-1 is very well described in terms of details in Serpent2 model and also in
terms of geometries and positions of detectors near the core. One can notice that the
di�erences are in all cases near 0 βeff in the 1-sigma range. The reactivity di�erences
can be compared with MSM performance at TRIGA Mark II reactor in Tab.: 2.6.
In case of TRIGA Mark II reactor, the reactivity di�erences were in all subcritical
states higher and out of 1-sigma range than in case of VR-1 reactor. This comparison
proves that a MSM method can work with very high precision in a well described
reactor in terms of calculation model, reactor geometry and an appropriate data
acquisition system.

Table 2.7: Performance of the MSM method in the VR-1 reactor at the Czech Tech-
nical University in Prague. Reactivity determined at four positions of detectors and
their di�erence with respect to an arbitrary chosen detector PMV3. A reference re-
activity was determined by Source-Jerk method. Results taken from previous work
[2].
Detector PMV1 PMV2 PMV3 PMV4 PMV1 PMV2 PMV4

Subcrit.
state ρm,1 [βeff ] ρm,2 [βeff ] ρm,3 [βeff ] ρm,4 [βeff ] ∆ρm,1 [βeff ] ∆ρm,2 [βeff ] ∆ρm,4 [βeff ]

1 -7.91 ± 0.18 -7.90 ± 0.18 -7.91 ± 0.18 -7.89 ± 0.18 0.00 ± 0.25 0.01 ± 0.25 0.02 ± 0.25
2 -7.39 ± 0.17 -7.20 ± 0.16 -7.17 ± 0.16 -7.04 ± 0.16 -0.22 ± 0.23 -0.03 ± 0.23 0.12 ± 0.22
3 -6.28 ± 0.14 -6.06 ± 0.14 -6.09 ± 0.14 -6.02 ± 0.13 -0.19 ± 0.20 0.04 ± 0.19 0.08 ± 0.19
4 -5.84 ± 0.13 -5.65 ± 0.13 -5.64 ± 0.13 -5.51 ± 0.12 -0.19 ± 0.18 -0.01 ± 0.18 0.13 ± 0.18
5 -5.50 ± 0.12 -5.40 ± 0.12 -5.50 ± 0.12 -5.36 ± 0.12 0.00 ± 0.17 0.10 ± 0.17 0.14 ± 0.17
6 -4.70 ± 0.11 -4.57 ± 0.10 -4.59 ± 0.10 -4.61 ± 0.10 -0.11 ± 0.15 0.02 ± 0.15 -0.02 ± 0.15
7 -4.13 ± 0.09 -4.02 ± 0.09 -3.98 ± 0.09 -3.97 ± 0.09 -0.15 ± 0.13 -0.04 ± 0.13 0.00 ± 0.13
8 -3.33 ± 0.07 -3.26 ± 0.07 -3.22 ± 0.07 -3.27 ± 0.07 -0.11 ± 0.10 -0.04 ± 0.10 -0.05 ± 0.10
9 -2.06 ± 0.05 -2.02 ± 0.05 -2.00 ± 0.05 -1.98 ± 0.05 -0.05 ± 0.07 -0.02 ± 0.07 0.02 ± 0.06
10 -1.48 ± 0.04 -1.46 ± 0.03 -1.46 ± 0.03 -1.44 ± 0.03 -0.01 ± 0.05 0.00 ± 0.05 0.02 ± 0.05
11 -0.93 ± 0.02 -0.92 ± 0.02 -0.92 ± 0.02 -0.90 ± 0.02 -0.01 ± 0.03 0.00 ± 0.03 0.02 ± 0.03

To sum up the chapter, there was an experiment designed and performed in TRIGA
Mark II Pavia reactor. The Serpent2 reactor model was adjusted and tested on
the critical states. The results of the MSM and SM methods were evaluated and
compared. It was proven that MSM method is able to capture the spatial e�ects in
all subcritical states even though the calculation model is not perfect and the data
acquisition system for the measurement is insu�cient. If there is research interest in
the future to work on MSM method in TRIGA Mark II Pavia, the Serpent2 model
should be improved in terms of verifying the control rods geometry and composition
of the fuel rods after years of depletion. In addition, an adequate data acquisition
system for neutron measurements should be used.
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Chapter 3

Arti�cial Neural Network for online

reactivity monitoring

This chapter deals with the application of recurrent Arti�cial Neural Network (ANN)
for online reactivity monitoring. The method general for zero-power nuclear reactors
will be introduced, the work�ow of the method will be discussed, a brief description
of Recurrent Neural Network will follow. After that, the application of the sug-
gested method will be described and the obtained results will be further commented
together with a possible space for improvement.

It was discussed in the previous chapter that there is no reactivity measurement
that would not be burdened by a physical approximation in the measurement. In
other words, spatial e�ects in subcritical reactivity measurements can never be fully
resolved, and each measurement will contain a systematic error based on physical
simpli�cations. That has been motivation for a new approach to use machine learning
in order to predict the reactor reactivity not only in subcritical states. The approach
is still based on the physical nature of processes and directly takes into account the
spatial e�ects in the subcritical states. More details about motivation for using the
ANN and some other applications of ANN in nuclear �eld are mentioned in section
1.5.

3.1 General method suggested for online reactivity

monitoring of zero-power reactors together with

its work�ow

The suggested method is based on training the ANN on the previous reactor start-
ups and their reactivites computed by a pool of calculations in high �delity Monte
Carlo code. Firstly, historical data of the reactor operation must be collected, es-
pecially detector count rates (or any equivalent of the reactor power) in various
detector positions together with control rods positions. The main idea behind the
application of ANN for online reactivity monitoring in zero-power reactor is that
one can make use of Monte Carlo calculations that take into account all the physical
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processes experiencing in the nuclear reactor and simulate the physics of it, which
is not the case of any other reactivity measurement methods mentioned in the �rst
chapter. The reactivity in a zero-power reactor is determined by fuel composition
and position in the core, control rods composition and positions, and a moderator.
The fuel composition and position are not changing during the operation of zero-
power reactor and it is only the control rod position that determines the changes
in reactivity during the operation. These changes can be captured in the criticality
calculations in Monte Carlo codes.

This method suggests to calculate reactivities of plenty of subcritical states during
the transient process as steady-states. In other words, the transient process such as
the reactor start-up is divided with the de�ned time interval into plenty of steady-
states. Then the steady-states criticality calculations are run in Monte Carlo code. In
order to save computation time, not all steady-states are computed and for the rest
of uncomputed steady-states a polynomial �t of reactivity as a function of position of
rods is created. The polynomial �t enables to obtain the reactivity (computed from
Monte Carlo code) for all collected start-ups. Then the detector count rates (or
their equivalent) are connected again together with the reactivity (obtained from
the polynomial �t based on Serpent2 calculations), and these data are the input
data for the training and testing of ANN. Please, see Fig.: 3.1 where the work�ow
is sketched. This approach is general for all zero-power reactors and in the following
text, the approach will be repeated and explained for the case of VR-1 research
nuclear reactor operated by Czech Technical University in Prague.

The suggested method works with the following constrains:

• The position and emission of neutron sources (mainly �xed neutron source)
are not changing during the start-up

• There is no neutron absorber such an experimental device or any object that
could have an impact on reactivity inserted in the core

• The count rates on the detectors correspond immediately to the reactivity
value after its change

The last constraint is also an inherent property of the method, because the method
assumes that immediately after the reactivity change, the count rates (that are at
the given time connected with reactivity from Serpent2) correspond to the reactivity
value. In reality, it takes a time given by subcritical multiplication until the value
of count rates stabilizes. On the other hand, the method is trained on past histories
and if in the training the corresponding wrong value of count rates is connected to
its correct reactivity value, the wrong value of count rates can precisely determine
the reactivity that is computed from Serpent2. But in cases of very high or very low
speeds of reactivity changes during the start-up, the method can be imprecise due
to the problem of not corresponding count rates to their reactivity value given by
the delay from subcritical multiplication.
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Figure 3.1: Scheme of the work�ow to train and test an ANN to predict reactivity.
Where l is the number of control rods, n is the number of collected start-ups and
mi is the number of positions of control rods for the i-th start-up.

Once the ANN is trained, tested and validated, it can be used for the purposes of
the online reactivity monitoring. It is enough to load the data from the detectors
count rates into the ANN as the Fig.: 3.2 shows.

Figure 3.2: Scheme of the online reactivity monitoring by the trained, tested and
validated ANN

Due to the nature of the data, the reactor start-ups can be considered as time series
for which the application of Recurrent Neural Networks is convenient. That is why
a brief introduction into Recurrent Neural Networks will follow.
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3.2 Recurrent Neural Networks and their main pa-

rameters

The simplest idea behind the ANN is described in section 1.5. Recurrent Neural
Network (RNN) has its own speci�cations, it is a type of ANN that is conveniently
used for the data whose input order is important. That is typically the case of
time-series data such as the data from the reactor start-up. RNN is the type of a
network with feedback and the response at any given time will depend not only on
the current input but also on the history of input sequence [24].

Fig.: 3.3 shows a simple explanation of how RNN works. The input layer is denoted
as x, h is the recurrent hidden layer, and y is the output layer. The letters A, B, and
C represent the network parameters. One can observe that at any given time t, the
current input of the hidden layer h(t) is a combination of the input x(t), but also of
the previous input of the hidden layer h(t− 1). It can be said that the information
cycles through a loop to the middle hidden layer. In comparison with the simplest
ANN described in section 1.5, the feed-forward (Fig.: 1.3) neural network's output
is based only on the current input [41].

Figure 3.3: Graphical representation of Recurrent Neural Network [41]

In general, there are three types of RNNs: Simple RNN, Long Short-Term Memory
(LSTM) RNN and Gated Recurrent Unit (GRU) RNN. Especially the last two have
been successfully applied in speech recognition, music synthesis, natural language
processing or machine translation [42]. The main advantage of GRU is in gating of
network signaling that controls how the present input and previous memory are used
to update the current activation and produce the current state. The sets of weights
of the gates are adaptively updated in the learning phase, GRU employs only two
gate networks [42].

In order to introduce GRU mathematical background, �rstly a recurrent hidden
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state for simple RNN is presented, corresponding the Fig. 3.3:

~ht = g(W~xt +U ~ht−1 +~b) (3.1)

where ~xt is the m-dimensional input vector at time t, ~ht is the n-dimensional hidden
state, g is the activation function (a brief introduction of activation functions will
follow), W, U are n × m weights and b is an n-dimensional vector of the bias [42].
The equation 3.1 describes how the hidden state vector is computed in the simple
RNN as explained above and shown in Fig.: 3.3. Simple RNN has been shown not
capable to capture long-term dependencies in the data [42]. That is why, the LSTM
and GRU RNNs were developed.

The LSTM RNN gating (control) signals are the input, forget and output, whereas
the GRU RNN has only two gates called an update gate ~zt and a reset gate ~rt [42].
The function of the update and reset gate is to decide which information should be
passed to the output. The gates can keep relevant information to the prediction or
remove the irrelevant piece of information. Mathematically, then the hidden state of
GRU RNN is presented as:

~ht = (1− ~zt)� ~ht−1 + ~zt �
~̃
ht

~̃
ht = g(Wh ~xt +Uh(~rt � ~ht−1) + ~bh)

and the dates operators as:

~zt = σ(Wz ~xt +Uz
~ht−1 + ~bz)

~rt = σ(Wr ~xt +Ur
~ht−1 + ~br)

where σ is the sigmoid function, and similarlyWh, Uh,Wz, Uz,Wr, Ur are weight
matrices and ~bh, ~bz, ~br are the bias vectors. Note that � stands for the element-wise
matrix multiplication [42].

In addition, the role of the activation functions must be explained. In 1989, Cybenko
came up with the theorem that any function in interval [0,1]n can be approximated by
a linear combination of sigmoid activation functions [43]. That is in addition to other
things the reason why the training and test data must be normalized in the interval
[0,1]. Then the Cybenko's theorem was expanded into the Universal approximation
theorem that does not specify the activation function only as a sigmoid function.
In other words, an ANN consists of multiple layers of neurons that are composed
of nodes. Each node has a weight that is considered when processing information in
between layers. The activation function aids to detect the non-linear behaviour of
the data and physics or nature behind them. The most common activation functions
used are: (i) binary step function, (ii) linear, (iii) sigmoid, (iv) tanh, (v) ReLU�
(vi) Leaky ReLU or (vii) SoftMax function. If the activation function is not used
in an ANN, the output signal would be a simple linear function [44]. That is why
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it is very convenient to use activation functions in order to detect the non-linear
behaviour of the data.

Among other important parameters in the training phase of the ANN, a loss function
must be de�ned. A loss function controls the deviation between the training data
and the ANN output. The loss function must be chosen according to the problem for
which the ANN is trained. Examples of the basic loss functions for regression losses
are: Mean Squared Error, Mean Absolute Error. The other important parameter for
the ANNs is the learning rate. The learning rate or learning coe�cient de�nes how
fast the weight of each node is updated in the training process. One of the most
widely used methods for weight update is the gradient descent method [43]:

wt+1
j,k = wtj,k − η

∂E

∂wj,k
(3.2)

where wtj,k is the weight of the element j, k at time step t of the weight matrixW, E
is the loss function and η is the learning rate. The learning rate must be selected in
such a way as to �nd the global minimum of the loss function E. If the learning rate
is de�ned incorrectly, the global minimum of the function E is not reached, and the
gradient descent method can remain in the local minimum or simply skip the global
minimum if the learning rate is too large and the weights are trained incorrectly
[43].

Other important parameters of the ANNs are: optimizer, number of hidden layers,
number of nodes in the layer, batch size, percentage of the date used for training.

It is not a trivial task to choose the correct parameters for the ANN. Each data are
special and require a di�erent settings of parameters of ANN. The parameters can
be found by a method "grid search", when combinations of ANN parameters are put
in the large grid and then various ANN are created, trained, validated and tested.
Then their performance is evaluated, e.g. by loss and metric functions, and the best
ANN is selected.

3.3 Brief description of VR-1 research reactor

VR-1 is a research nuclear reactor operated by Czech Technical University, Faculty
of Nuclear Sciences and Physical Engineering, Department of Nuclear Reactors. It
is a pool type zero-power nuclear reactor that serves mainly for educational and
research purposes. There are four detectors around the core to monitor the power
of the reactor (see Fig.: 3.4). Reactivity is controlled usually by six absorption rods
of length about 680 mm. There is the IRT-4M nuclear fuel with enrichment of 19.75
% of U-235 in aluminium cladding.

Fig.: 3.4 contains the scheme of core con�guration C18 of VR-1 reactor for which
the ANN was created. The detectors used for the operational monitoring are marked
in green, this con�guration contains 6 control rods marked in red.
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Figure 3.4: The scheme of core con�guration C18 for which the ANN was created
[45]

3.4 Application of the suggested method in VR-1

research reactor

The suggested method was applied in VR-1 research reactor. The data were collected
during the months of operation of the reactor and in total 24 start-ups were used
with no experimental devices inserted in the core.

Firstly, the data provided from the start-ups were processed in tabular form such as
in the example Tab.: 3.1. Count rates of four detectors used during the operation
were collected together with the positions of the control rods each 0.1 second.

Table 3.1: Example of the tabular data from past operation, data are collected every
0.1 second
Detector

PMV1 [cps]
Detector

PMV2 [cps]
Detector

PMV3 [cps]
Detector

PMV4 [cps]
Rod

B1 [mm]
Rod

B2 [mm]
Rod

B3 [mm]
Rod

E1 [mm]
Rod

R1 [mm]
Rod

R2 [mm]

... ... ... ... ... ... ... ... ... ...
1572 1551 1647 1464 680.75 681 681.25 335.75 304.25 522.5
1583 1559 1646 1473 680.75 681 681.25 335.75 304.25 523.5
1585 1555 1651 1471 680.75 681 681.25 335.75 304.25 524
1581 1560 1640 1469 680.75 681 681.25 335.75 304.25 524.5
1589 1565 1634 1467 680.75 681 681.25 335.75 304.25 525
1594 1561 1643 1462 680.75 681 681.25 335.75 304.25 525.5
1596 1569 1655 1468 680.75 681 681.25 335.75 304.25 526
... ... ... ... ... ... ... ... ... ...

After the raw data pre-processing, a script was created in order to seize every third
combination of the rods position from one arbitrary start-up and the rods positions
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were afterwards used as the input data for calculations in Serpent2 code. As one can
also notice in Tab.: 3.1, rods position change was usually about 2 ÷ 3 millimetres
every 0.3 second. Then about 2300 criticality calculations in Serpent2 were run in
order to obtain the reactivity in each state of the arbitrary transient process. The
computation time for 4 calculations running at the same time on 32 CPUs for each
took about 14 days of computation in total.

After the criticality calculations of keff value were run, a polynomial �t of reactivity
for each control rod were created (see Fig.: 3.5). The polynomial �ts were created
in order to obtain reactivity during the transient process of all start-ups. It is im-
portant to mention the fact that the control rods were always withdrawn during the
start-up of VR-1 reactor in the same order - �rst B1, then B2, then B3, then E1,
then R1 up to about 303 mm, then R2 and �nally R1. This fact was used for the
polynomial �tting and the polynomial �ts were created for each rod, e.g. B1 in the
deepest subcritical states, then B2 and so on. In other words, seven polynomial �ts
corresponding to six control rods (R1 is withdrawn �rstly up to about 303 mm, then
R2 is fully withdrawn and then R1 is withdrawn again) were generated. If the rods
are withdrawn in an arbitrary order, plenty of combinations of control rods posi-
tions could be created, and then a multi-variable polynomial would be created. On
the other hand this would rapidly increase the computation time and the hardware
demands. For example, if one decides to divide the length of control rods of VR-1
into 10 intervals, he/she would have to run 106 calculations to have combination of
every possible rods position. In that case, one would run calculations for approxi-
mately every 6.8 centimeters change in rods position. Note that the way used for the
purposes of the diploma thesis enabled to run calculations for approximately every
2 millimeters change in rods position and moreover only about 2300 calculations
were run. What is more, only one variable polynomial could have been generated
for every control rod due to the nature of the data from VR-1. An example of the
control rods polynomials is presented in Fig.: 3.5. The scripts for the control rods
position extraction, the creation of the pool of Serpent2 calculations inputs, and the
polynomial �ts were performed in Python 3.9.7.

Figure 3.5: Examples of reactivity/keff polynomial �ts for R1 and R2 control rods,
data in blue are the results of criticality calculations from Serpent2 and the data in
red are polynomial �t approximation of all positions of each control rod during the
transient process
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Serpent2 model of core con�guration C18 of the reactor VR-1

The model of the reactor VR-1 core con�guration C18 was provided to the author
of the thesis by the Department of Nuclear Reactors, Faculty of Nuclear Sciences
and Physical Engineering, Czech Technical University of Prague. It is a standard
model used for various types of calculations by a large group of users.

The reactivity of the critical state in the Serpent2 model was validated with the
experiment and the results of the reactivity in the o�cial reactor documentation
[45] were calculated as ρcrit = -0.012 ± 0.014 βeff . The value of βeff = 7.8869e-03
was taken from the o�cial documentation of the reactor core con�guration [45].

The calculations were performed in the version Serpent2.1.32. with nuclear library
ENDF/B-VIII.0 in criticality source mode with 60 000 neutrons simulated per gen-
eration in 1 500 active generations and 40 inactive generations resulting in keff
standard deviation in range from 0.00011 - 0.00014.

Arti�cial Neural Network of the VR-1 reactor in Python

In total, 24 historical start-ups in con�guration C18 were available, 70 % of them
(cca 17 start-ups) were used as the training data, then 10 % of them (cca 3 start-
ups) were used for the validation part, and 20 % of them (cca 4 start-ups) were
used for the test phase. The training data are the data used for the determination
of the ANN weights, the validation data (in some literature called confusingly as
tested data) are the data used during the training process in order to evaluate the
accuracy of the prediction by following the loss function. That is why the validation
data have an indirect impact on the ANN weights. On the other hand, there is also
a set of test data that does not have any impact on the ANN and it is never used
during the training process. The test data serve to evaluate the model performance
once the training phase is �nished.

The model of the ANN was created in Python 3.9.7. in Keras Application Pro-
gramming Interface running on the machine learning platform TensorFlow. It is
an open-source machine learning platform developed with a focus on enabling fast
experimentation and research [46].

The code of the model itself with its detailed description is a subject of Appendix
C. Furthermore, a second code intended to be used for online monitoring based on
ANN is in the Appendix D and can be applied in the online monitoring system of
not only VR-1 reactor.

In order to �nd the best �tting parameters of the ANN, in total 24 ANNs were
created and evaluated. The table of parameters is presented in Tab.: 3.2. The last
ANN was chosen based on the low value of the metric function which was followed
during the training. The metric function is a function that evaluates the performance
of the ANN and has no impact on the weights in contrary to the loss function
discussed in section 3.2. The metric function was chosen as the Mean Absolute
Percentage Error (MAPE) and its value converged to 9.7 · 10−4 %. There was no
other reason to look for an ANN with other parameters due to the order of ∆keff
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from the Serpent2 calculations between two close subcritical states. For those an
absolute percentage error was computed for two di�erent subcritical states di�ered
only by a slight control rod change (2 ÷ 3 mm as shown in Tab. 3.1). In the deepest
subcriticalities, the absolute percentage error was ∆keff = 1.8 · 10−2 % and for
the subcriticalities very close to the critical state, the absolute percentage error was
∆keff = 1.7 · 10−2 %. In other words, the order of precision of the ANN was one order
lower than the resolution in between the reactivities of two close subcritical states.
A higher resolution could be reached if more neutrons per cycle were generated in
Serpent2 calculations, nevertheless, that would cost more computational time.
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3.5 Results of the reactivity prediction based on the

ANN on VR-1 start-up data and their discus-

sion

The ANN with parameters in bold from Tab.: 3.2 was trained, tested, validated
(see the code in Appendix C) and then used on two arbitrary start-up data. The
Mean Square Error (MSE) as the loss function converged to 2.7· 10−6 and the Mean
Absolute Percentage Error (MAPE) converged to the value of 9.7 · 10−4.

The Fig.: 3.6 and 3.7 show the results of the ANN performance on the arbitrary
start-ups data together with the results from the reactimeter implemented in the
control system of the reactor based on averaging the detector count rates from four
detector positions and then calculating the reactivity by the inverse kinetic equa-
tion 1.3. Furthermore, the reactivities for detectors PMV1-4 positions determined
by the inverse kinetic equation 1.3 are also displayed. In addition, the polynomial
calibration curves of the start-ups on which the ANN was trained are plotted in the
graphs. This set of calibration curves is considered as a referring value of reactivities
despite the physical problem that the count rates stabilize for a given reactivity after
some time given by subcritical multiplication. It can be seen that the calibration
curve in the near critical state gives values slightly supercritical which is caused by
an inappropriate �t function. Perhaps, a trigonometric function could be used for
�tting. One can observe that the ANN is not capable of predicting the reactivity
in the deepest subcritical states but on the other hand in Fig.: 3.6 the reactivity
determined by ANN from -6 βeff copies the curve of the polynomial and the mean
reactivity error in this range is only 2 pcm for the start-up 1. The mean reactivity
error1 with respect to the calibration curves from Serpent2 is displayed in Tab.: 3.3.
It can be seen that spatial e�ects, indeed, play a not negligible role when using the
simpli�ed point kinetics model. On the other hand, the point kinetics model was
more capable to predict the reactivites in the deepest subcritical states despite very
high oscillations of the reactivity value (around 1 βeff in Fig.: 3.6). In the subcriti-
cal states near the critical, the ANN performs better than the point kinetics model,
mean reactivity error for start-up 1 and start-up 2 was only 2 pcm, respectively 66
pcm.

It must be mentioned that the performance of the reactimeter based on the point
kinetics is highly dependent on the source term in equation 1.3. The source level can
be tuned in such a way that the point kinetics performs better in subcritical states
near the critical state and usually performs worse in the very deep subcritical states,
or the source term can be tuned for the deep subcritical states, but then usually the
point kinetics performs worse in the subcritical states near the critical.

Researching more appropriate �t functions of reactivity calibration curves could be
performed as in Fig.: 3.5, 3.6 and 3.7 was shown that determining the reactivity
values on the rods boundaries is a bit problematic for the polynomial function, and

1Mean reactivity error was calculated as ME =
∑n
i

(ρc,i−ρfit,i)
n , where ρc,i is the reactivity

calculated by ANN or PK method for time step i, ρfit,i is the reactivity determined by polynomial
�t from Serpent2 and n is the length of time interval
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Table 3.3: Comparison of mean reactivity error for ANN and PK for various detector
positions, PK stands for inverse point kinetics equation 1.3

Start-up 1 Start-up 2

Method ∆ρ [pcm]
∆ρ [pcm]
ρ > -6 βeff

∆ρ [pcm]
ρ < -6 βeff

∆ρ [pcm]
∆ρ [pcm]
ρ > -6 βeff

∆ρ [pcm]
ρ < -6 βeff

ANN 112 2 467 205 66 754
PK - PMV1-4

average -107 -118 -69 -72 -113 93

PK - PMV1 -210 -189 -279 -50 -111 195
PK - PMV2 -143 -100 -283 -70 -87 -5
PK - PMV3 -199 -180 -262 -107 -148 52
PK - PMV4 -787 -492 -1745 -483 -330 -1087

perhaps, an appropriate trigonometric function could be used.

It should be stated that the ANN was trained only on 17 start-ups and its perfor-
mance could get better by collecting more start-up histories. Moreover, the uncer-
tainty from Serpent2 calculations could be lowered by simulating more neutrons per
generation. Then even better parameters of the ANN could be found and lowering
the Mean Absolute Percentage Error of the model would make sense.

The method itself may not be ideal for reactor VR-1 due to very frequent core
changes (annual), but there are zero-power reactors in the world where the core
remains the same for decades.

The viability of reactivity monitoring by ANN on a limited domain (order of rods
withdrawal, no experimental devices in the core, constant position of neutron sources
in time) was proved.

Presently the method is limited by previous operation of the reactor in order to
predict the reactivity. An important further improvement of the suggested idea can
be done, especially in the part of the detectors response. If one veri�es that the
detector response is proportional to the computed reaction rates of the detectors
from Monte Carlo calculations, a new core loading in the future could be done
based only on the ANN. In that case, ANN would be able to connect the change in
detector response with change in reactivity. The author of the thesis believes that
if further research is conducted, a completely new method for reactivity monitoring
could be discovered.

However, it must be stated that the entire method suggested is based on high �delity
of Monte Carlo codes in subcritical states. Furthermore, the Monte Carlo model is
always limited by the user who creates the geometry, makes decisions what physics
will be simulated and chooses nuclear libraries. That can result in the unknown
di�erence between the real reactivity value and an ANN model prediction. The
di�erence from Serpent2 model can be observed in Fig.: 3.6 when reactor reaches
the critical state and the reactivity determined by the polynomial based on Serpent2
is approximately 0.25 βeff .

63



36
00

0
37

00
0

38
00

0
39

00
0

40
00

0
Ti

m
e 

[0
.1

 s]

109876543210
Reactivity [eff]

re
ac

tiv
ity

 fr
om

 P
oi

nt
 K

in
et

ics
 - 

de
te

ct
or

s a
ve

ra
ge

re
ac

tiv
ity

 fr
om

 P
oi

nt
 K

in
et

ics
 - 

de
te

ct
or

 P
M

V1
re

ac
tiv

ity
 fr

om
 P

oi
nt

 K
in

et
ics

 - 
de

te
ct

or
 P

M
V2

re
ac

tiv
ity

 fr
om

 P
oi

nt
 K

in
et

ics
 - 

de
te

ct
or

 P
M

V3
re

ac
tiv

ity
 fr

om
 P

oi
nt

 K
in

et
ics

 - 
de

te
ct

or
 P

M
V4

re
ac

tiv
ity

 p
re

di
ct

ed
 b

y 
AN

N
re

ac
tiv

ity
 fr

om
 p

ol
yn

om
ia

l b
as

ed
 o

n 
Se

rp
en

t2
 c

al
cu

la
tio

n

F
ig
ur
e
3.
6:

R
ea
ct
iv
it
y
pr
ed
ic
ti
on

by
A
N
N
,
P
oi
nt

K
in
et
ic
s
eq
ua
ti
on

an
d
th
e
po
ly
no
m
ia
l
ba
se
d
on

Se
rp
en
t2

ca
lc
ul
at
io
n
fo
r
an

ar
bi
tr
ar
y

st
ar
t-
up

1.
T
he

st
ar
t
on

th
e
ti
m
e
ax
is
is
fr
om

an
ar
bi
tr
ar
y
va
lu
e.

64



41
00

0
42

00
0

43
00

0
44

00
0

45
00

0
46

00
0

47
00

0
Ti

m
e 

[0
.1

 s]

109876543210
Reactivity [eff]

re
ac

tiv
ity

 fr
om

 P
oi

nt
 K

in
et

ics
 - 

de
te

ct
or

s a
ve

ra
ge

re
ac

tiv
ity

 fr
om

 P
oi

nt
 K

in
et

ics
 - 

de
te

ct
or

 P
M

V1
re

ac
tiv

ity
 fr

om
 P

oi
nt

 K
in

et
ics

 - 
de

te
ct

or
 P

M
V2

re
ac

tiv
ity

 fr
om

 P
oi

nt
 K

in
et

ics
 - 

de
te

ct
or

 P
M

V3
re

ac
tiv

ity
 fr

om
 P

oi
nt

 K
in

et
ics

 - 
de

te
ct

or
 P

M
V4

re
ac

tiv
ity

 p
re

di
ct

ed
 b

y 
AN

N
re

ac
tiv

ity
 fr

om
 p

ol
yn

om
ia

l b
as

ed
 o

n 
Se

rp
en

t2
 c

al
cu

la
tio

n

F
ig
ur
e
3.
7:

R
ea
ct
iv
it
y
pr
ed
ic
ti
on

by
A
N
N
,
P
oi
nt

K
in
et
ic
s
eq
ua
ti
on

an
d
th
e
po
ly
no
m
ia
l
ba
se
d
on

Se
rp
en
t2

ca
lc
ul
at
io
n
fo
r
an

ar
bi
tr
ar
y

st
ar
t-
up

2.
T
he

st
ar
t
on

th
e
ti
m
e
ax
is
is
fr
om

an
ar
bi
tr
ar
y
va
lu
e.

65



66



Conclusions

The main aim of the diploma thesis was on the topic of spatial e�ects in reactivity
measurements in subcritical states of research reactors. First of all, a survey of
the methods regarding the spatial e�ects in subcritical states was performed and
moreover the methods limitations were discussed. Besides that, a new method for
online reactivity monitoring was suggested by the author of the thesis.

One of the methods mentioned in the survey, namely Modi�ed Source Method,
was selected for the experiment at TRIGA Mark II reactor in Pavia, Italy. The
experiment was designed and performed. Moreover, the results post-processing and
discussion of spatial corrections were executed. Modi�ed Source Method proved to
be suitable for lowering the spatial e�ects in reactivity determination in spite of
imperfect Serpent2 model of the reactor and an insu�cient data acquisition system.
Furthermore, improvements for the future experiments regarding Modi�ed Source
Method were suggested in the chapter 2. The Modi�ed Source Method at TRIGA
Mark II reactor in Pavia was compared with the performance of the same method
performed at well physically described reactor VR-1 in Prague (see Tab.: 2.6 and
Tab.: 2.7) in previous work [2]. The performed experiment and its results led the
author to conclusions that determining the reactivity of a subcritical reactor is a very
complex task. On one hand, the reactivity can be measured and on the other hand it
can be computed by best-estimate codes. If a measurement is considered, it always
takes into account a physical model based on simpli�cations that must consider
spatial corrections if one wants to deal with them. In other words, there is no method
that would be able to measure subcritical reactivity regardless of the spatial e�ects.
There are some spatial e�ects correction factors, but they only complement the
methods based on physical assumptions. Alternatively, reactivity can be computed
by best-estimate codes, especially by Monte Carlo ones, that are considered as high-
�delity codes as they represent all the physics occurring by a statistical approach.
Then what comes to mind is the con�dentiality of the calculations as they are
still based on a human user who creates the model, chooses nuclear data libraries
and selects the simulation parameters. That results in the di�erences between the
reality and the physical model given by the material and geometrical uncertainties.
The drawback of the reactivity measurement and calculation is that the subcritical
reactivity value cannot be veri�ed on any physical e�ect or any analytical solution
even in the simplest reactors cores.

The previous argumentation led the author to suggest a new method for online
reactivity monitoring based on calculations of the subcritical states in Monte Carlo
Serpent2 code and following that a creation of an Arti�cial Neural Network trained
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on the past start-up histories of the reactor VR-1 in Prague. The ANN was created
in Python, the code of ANN and its usage in online reactivity monitoring are the
subjects of the appendix. The method is suitable for online reactivity monitoring
of any zero-power reactor. Both codes can be used and employed not only in VR-1
reactor.

In general, the ANN performance proved that Machine Learning could also be used
in the nuclear �eld together with other systems, such as, in this case, the point
kinetics reactimeter. Moreover, the diploma thesis showed the viability of reactivity
monitoring by ANN on a limited domain (order of rods withdrawal, no experimental
devices in the core, constant position of neutron sources in time). The author of
the thesis believes that if more start-up data is used in combination with lowering
the uncertainty from Serpent2 calculation, ANN could perform with a very high
precision. To prove this, further research will be needed. The optimization could be
performed for time-step sensitivity of the transient process division; moreover, the
dependence of the �t function choice should be monitored, and lastly the method
could be applied at other zero-power reactors. Moreover, if the ANN is trained
on more reactor start-ups in the future, its performance can be improved. ANN
reactivity prediction by ANN was compared with calibration curves for each control
rod based on Serpent2 calculations and a point kinetics reactimeter. For reactivites
higher then -6 βeff of two arbitrary start-ups, the mean reactivity error of ANN
were only 2 pcm, respectively 66 pcm. Especially if computed change in the reaction
rates at detectors from Serpent2 code proves to be proportional to the change of the
detector response, the ANN method could be used for the reactivity monitoring and
new core loading without any previous data collection.
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Appendix A

Delayed neutron parameters of the

TRIGA Mark II Pavia reactor

Table A.1: Delayed neutron parameters from forward delayed neutron parameters
analogue estimator in Serpent2 for TRIGA Mark II Pavia reactor, nuclear data
library ENDF/B-VIII.0
Group of DN 1 2 3 4 5 6

βeff,i 2.2941E-04 1.1869E-03 1.1256E-03 2.5176E-03 1.0404E-03 4.3460E-04
λi 1.3336E-02 3.2693E-02 1.2068E-01 3.0285E-01 8.5046E-01 2.8544E+00
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Appendix B

Emission spectra of AmBe and RaBe

neutron sources

Figure B.1: Emission spectra of AmBe (left) and RaBe (right) neutron sources [38]
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Appendix C

Code of the ANN in Python and its

description

The code of the ANN is presented here together with its description.

1 pip i n s t a l l TensorFlow
2 ## Loading the data wi th r e a c t i v i t y
3 from path l i b import Path
4 from os import l i s t d i r
5 from os . path import i s f i l e , j o i n
6 import numpy as np
7 import pandas as pd
8 import t en so r f l ow as t f
9 from t en so r f l ow import keras
10 from t en so r f l ow . keras import l a y e r s
11 import matp lo t l i b . pyplot as p l t
12
13 path = r " p a t h t o f i l e s "
14 on l y_ f i l e s = [ f for f in l i s t d i r ( path ) i f i s f i l e ( j o i n ( path , f ) ) ]
15 data = [ ]
16 for f i le_name in on l y_ f i l e s :
17 f i l e_path = Path ( path ) / fi le_name
18 print ( f i l e_path ) # note : 6 .1 and 22.1 are not inc luded , I can

inc l ude them i f I want , need to c a l c u l a t e i t in scr ip t6C18
19 data . append (np . l oadtx t ( f i l e_path , dtype = f loat ) )
20
21 ## De f i n i t i on o f the v a r i a b l e s
22 def va r i a b l e_de f i n i t i o n ( data , column ) :
23 l i s t = [ ]
24 for i in range ( len ( data ) ) :
25 l i s t . append ( data [ i ] [ : , column ] )
26 return l i s t

27
28 pmv1 = va r i a b l e_de f i n i t i o n ( data , 1)
29 pmv2 = va r i a b l e_de f i n i t i o n ( data , 2)
30 pmv3 = va r i a b l e_de f i n i t i o n ( data , 3)
31 pmv4 = va r i a b l e_de f i n i t i o n ( data , 4)
32 rho = va r i a b l e_de f i n i t i o n ( data , 11)
33
34 ## Normal izat ion o f the data in the i n t e r v a l [ 0 : 1 ]
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35
36 #Finding the maximum
37 def f ind_list_max ( l i s t ) :
38 max_value_list = l i s t [ 0 ] [ 0 ]
39 for i in range ( len ( l i s t ) ) :
40 for k in range ( len ( l i s t [ i ] ) ) :
41 i f np . a l l ( l i s t [ i ] [ k ] > max_value_list ) :
42 max_value_list = l i s t [ i ] [ k ]
43 return max_value_list
44
45 max_pmv1_value = find_list_max (pmv1)
46 max_pmv2_value = find_list_max (pmv2)
47 max_pmv3_value = find_list_max (pmv3)
48 max_pmv4_value = find_list_max (pmv4)
49
50 #Finding the minimum
51 def f ind_list_min ( l i s t ) :
52 min_value_list = l i s t [ 0 ] [ 0 ]
53 for i in range ( len ( l i s t ) ) :
54 for k in range ( len ( l i s t [ i ] ) ) :
55 i f np . a l l ( l i s t [ i ] [ k ] < min_value_list ) :
56 min_value_list = l i s t [ i ] [ k ]
57 return min_value_list
58
59 min_pmv1_value = find_l ist_min (pmv1)
60 min_pmv2_value = find_l ist_min (pmv2)
61 min_pmv3_value = find_l ist_min (pmv3)
62 min_pmv4_value = find_l ist_min (pmv4)
63
64 #Normalaz iat ion
65 def normal i s e ( l i s t , max_value , min_value ) :
66 l ist_norm = [ ]
67 l i s t_nor = [ ]
68 for j in range ( len ( l i s t ) ) :
69 for l in range ( len ( l i s t [ j ] ) ) :
70 l i s t_nor . append ( ( l i s t [ j ] [ l ] − min_value ) /(max_value −

min_value ) )
71 l ist_norm = np . array ( l i s t_nor )
72 return l ist_norm
73
74 pmv1_norm = normal i se (pmv1 , max_pmv1_value , min_pmv1_value )
75 pmv2_norm = normal i se (pmv2 , max_pmv2_value , min_pmv2_value )
76 pmv3_norm = normal i se (pmv3 , max_pmv3_value , min_pmv3_value )
77 pmv4_norm = normal i se (pmv4 , max_pmv4_value , min_pmv4_value )
78
79 rho_nor = [ ]
80 rho_norm = [ ] #rho i s normal ized only by a d i f f e r e n c e o f 0.01 to ge t

i n t o the in i n t e r v a l [ 0 : 1 ]
81 for j in range ( len ( rho ) ) :
82 for l in range ( len ( rho [ j ] ) ) :
83 rho_nor . append ( rho [ j ] [ l ]−0.01)
84 rho_norm = np . array ( rho_nor )
85
86 ## De f i n i t i on o f the t e s t i n g and t r a i n i n g data ,
87 t r a i n_s i z e = int (0 . 70∗ len (pmv1_norm) )
88 t e s t_s i z e = len (pmv1_norm) − t r a i n_s i z e
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89
90 t ra in_set = [ pmv1_norm [ 0 : t r a i n_s i z e ] , pmv2_norm [ 0 : t r a i n_s i z e ] , pmv3_norm

[ 0 : t r a i n_s i z e ] , pmv4_norm [ 0 : t r a i n_s i z e ] , rho_norm [ 0 : t r a i n_s i z e ] ]
91 x_train_array = [ t ra in_set [ 0 ] , t ra in_set [ 1 ] , t ra in_set [ 2 ] , t ra in_set [ 3 ] ]
92 x_train_trans = np . t ranspose ( x_train_array )
93 x_train = t f . convert_to_tensor ( x_train_trans ) #conver t ing the array

in t o the t ensor
94 x_train = np . reshape ( x_train , ( x_train . shape [ 0 ] , 1 , x_train . shape [ 1 ] ) )
95 y_train_array = [ t ra in_set [ 4 ] ]
96 y_train_trans = np . t ranspose ( y_train_array )
97 y_train = t f . convert_to_tensor ( y_train_trans )
98 print ( " x_train shape i s " , x_train . shape )
99 print ( " y_train shape i s " , y_train . shape )
100
101 te s t_se t = [ pmv1_norm [ t r a i n_s i z e : ] , pmv2_norm [ t r a i n_s i z e : ] , pmv3_norm [

t r a i n_s i z e : ] , pmv4_norm [ t r a i n_s i z e : ] , rho_norm [ t r a i n_s i z e : ] ]
102 x_test_array = [ t e s t_se t [ 0 ] , t e s t_se t [ 1 ] , t e s t_se t [ 2 ] , t e s t_se t [ 3 ] ]
103 x_test_trans = np . t ranspose ( x_test_array )
104 x_test = t f . convert_to_tensor ( x_test_trans )
105 x_test = np . reshape ( x_test , ( x_test . shape [ 0 ] , 1 , x_test . shape [ 1 ] ) )
106 y_test_array = [ t e s t_se t [ 4 ] ]
107 y_test_trans = np . t ranspose ( y_test_array )
108 y_test = t f . convert_to_tensor ( y_test_trans )
109
110 ##Creat ing the RNN ANN
111 input_s ize = 4 #four input f e a t u r e s −> pmv1−4
112 seq_len = len ( x_train ) #number o f time s t e p s
113 inp_ce l l_s i z e = 256 #Size o f the hidden c e l l in the f i r s t l a y e r
114
115 model = keras . models . S equent i a l ( )
116 model . add ( l a y e r s .GRU( un i t s=inp_ce l l_s ize , input_shape = (1 , input_s ize )

, a c t i v a t i o n = ' tanh ' , return_sequences = False ) )
117 model . add ( l a y e r s . Dense ( un i t s =1, a c t i v a t i o n = ' s igmoid ' ) ) # number 1

s tands f o r 1 output o f the dense l a y e r − r e a c t i v i t y
118
119 print (model . summary ( ) )
120
121 #Def in ing l o s s , op t imi se r and metr i c s f unc t i on s
122 loss_func = t f . keras . l o s s e s . MeanSquaredError ( r educt ion="auto" , name="

mean_squared_error" )
123 opt_func = t f . keras . op t im i z e r s .Adam( l earn ing_rate =0.01)
124 metr_func = t f . keras . met r i c s . MeanAbsoluteError (name="

mean_absolute_percentage_error " )
125 #Compiling the model
126 model . compile ( l o s s = loss_func , opt imize r = opt_func , met r i c s =

metr_func )
127
128 ##Training
129 epoc = 200
130 t r a i n i n g = model . f i t ( x_train , y_train , epochs = epoc , s h u f f l e = False ,

verbose = 2 , v a l i d a t i o n_sp l i t = 0 . 17 )
131
132 ## P lo t t i n g the l o s s f unc t i on
133 p l t . p l o t ( t r a i n i n g . h i s t o r y [ ' l o s s ' ] , l a b e l = "mean squared e r r o r " )
134 p l t . x l ab e l ( ' Epochs ' )
135 p l t . y l ab e l ( 'Mean squared e r r o r ' )

81



136 p l t . l egend ( )
137 p l t . show ( )
138
139 ## Pred i c t i on
140 y_pred = model . p r ed i c t ( x_test )
141 y_pred_inv = y_pred + 0.01
142 y_test_inv = y_test + 0 .01
143
144 ## Graph o f the p r e d i c t i on and t e s t
145 p l t . p l o t ( y_pred_inv , l a b e l = " k e f f p r ed i c t ed " )
146 p l t . p l o t ( y_test_inv , l a b e l = " k e f f from polynomial based on Serpent2

c a l c u l a t i o n " )
147 p l t . x l ab e l ( 'Time [ 0 . 1 s ] ' )
148 p l t . y l ab e l ( ' k_eff ' )
149 p l t . l egend ( )
150 p l t . show ( )
151
152 ## Saving the model a r ch i t e c t u r e , weights , t r a i n i n g con f i gura t i on ,

s t a t e o f the op t imi ze r
153 import os . path
154 i f os . path . i s f i l e ( r "pathtomodel . h5" ) i s False :
155 model . save ( r "pathtomodel . h5" )

Firstly, TensorFlow must be installed, then on lines 3-11, the libraries used in the
code are imported. On lines 13-19, the �les from the directory pathtofiles are
loaded and on lines 21-32 the variables must be de�ned. Then the minimum and the
maximum of each variable is found on lines 36-62. Note that Python libraries and
their functions can be used to �nd the minimum and maximum of the functions.

Data are normalized into the interval [0,1] on lines 65-84. Importantly, on line 71,
all data from separate �les are merged into one large vector that represents the
time-series behaviour, similarly the same is done on line 84 for keff because the
normalization for it is di�erent. Note that keff is actually called rho in the code and
its normalization is realised only by subtraction of 0.01. The values of keff should be
in interval [0,1], but some critical or near-critical states were calculated as a value
slightly higher than one. The data are still called normalised in order to keep logic
of the next steps.

Testing and training data are de�ned on lines 87-108. Firstly 70 % of all data is
de�ned as the training, then the train set is created, and importantly, must be
converted into the tensor for the steps of ANN model creation. Similarly the test set
is created. Then the ANN model itself is created from line 111. Firstly a number of
inputs is de�ned (4 in case of 4 detectors), model layers are de�ned on lines 115-117.
The batch size was remained as default, that is 32. Dense layer is the output layer
of the ANN.

Further, the loss, optimiser and metrics functions are de�ned. Adam optimiser is a
stochastic gradient descent method. A metric is a function that is used to judge the
performance of the model. Metric functions are similar to loss functions, except that
the results from evaluating a metric are not used when training the model.

The model must be compiled before the training. On line 129, a number of epochs
to train the model is de�ned. An epoch is an iteration over the entire x and y data
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provided and this particular model actually converged after about 100 epochs. The
training de�ned on line 130 has an important parameter shu�e that must be set to
False. If not, the time-series data would be shu�ed and sequence of them would
be violated. Lastly, the parameter validation_split de�nes the percentage of the
training data used for testing. It is 17 % of the training data that �ts more or less
the 10 % of all the data used for validation.

Once the training phase is �nished, it is a good practice to plot the loss function
which is performed on lines 134-137.

To evaluate the performance of the model, a prediction must be done, such as on line
140, then the data must be denormalized which in this case was only by summing
the constant of 0.01.

Finally, the prediction graph is generated on lines 145-150. The plot of keff predicted
and keff from the polynomial is shown in Fig.: C.1. Afterwards, saving the model
architecture, weights, training con�guration and state of optimizer is performed.
Once the model is saved, it only needs to be loaded and the desired data can be fed
into the model to get the prediction.

Figure C.1: A prediction of keff by ANN and by the polynomial based on Serpent2

It can be observed that the ANN was unable to predict reactivites in the deepest
subcritical states (keff lower than 0.94). That is why, another approaches for the
training where chosen, for instance a vector of zeros inserted in between every start-
up data, so that the Recurrent Neural Network in the deepest subcritical states does
not work with the data from the previous start-up (corresponding to the peaks in
Fig.: C.1 where the critical states where reached). Nevertheless these approaches did
not bring any other improvement.
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Appendix D

Code in Python for online reactivity

prediction by ANN and its

description

The following code is prepared for the purposes of online reactivity prediction by
ANN when loading the data in .csv �le. The code is described and can be adjusted
by small changes for each ANN training. This code can serve for online reactivity
monitoring of any reactor for which the ANN was trained and tested. It only requires
the data to be collected in .csv �le and the parameter of βeff for the given core
to be de�ned. Lastly, the maximum values of the detector response observed in the
training must be added into the code.

1 import t en so r f l ow as t f
2 from t en so r f l ow . keras . models import load_model
3 import numpy as np
4 import pandas as pd
5 import matp lo t l i b . pyplot as p l t
6 from matp lo t l i b . pyplot import f i g u r e
7
8 ##Loading model
9 loaded_model = load_model ( r "pathtomodel . h5" )
10
11 def normal i s e ( l i s t , max_value , min_value ) :
12 l ist_norm = [ ]
13 l i s t_nor = [ ]
14 for j in range ( len ( l i s t ) ) :
15 l i s t_nor . append ( ( l i s t . i l o c [ j ]− min_value ) /(max_value −min_value

) )
16 l ist_norm = np . array ( l i s t_nor )
17 return l ist_norm
18 ##Normal izat ion o f the data in the i n t e r v a l [ 0 : 1 ] , Data must be

normal ized in the same i n t e r v a l as during the t r a i n i n g !
19 #Using the maximum from the t r a i n i n g par t
20 max_pmv1_value = #Ins e r t the maximum va lue o f PMV1 from ANN t r a i n i n g
21 max_pmv2_value = #Ins e r t the maximum va lue o f PMV2 from ANN t r a i n i n g
22 max_pmv3_value = #Ins e r t the maximum va lue o f PMV3 from ANN t r a i n i n g
23 max_pmv4_value = #Ins e r t the maximum va lue o f PMV4 from ANN t r a i n i n g
24
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25 #Using the minimum from the t r a i n i n g par t
26 min_pmv1_value = 0
27 min_pmv2_value = 0
28 min_pmv3_value = 0
29 min_pmv4_value = 0
30
31 #Loading csv
32 chunks ize = 10
33 for chunk in pd . read_csv ( ' pathtocsv . csv ' , chunks ize=chunksize , header

=0, encoding=' l a t i n −1 ' , sep=' ; ' , u s e c o l s = [ "N_PMV1_am" , "N_PMV2_am" ,
"N_PMV3_am" , "N_PMV4_am" ] , dtype =np . f l o a t 6 4 ) :

34 pmv_all = chunk . i l o c [ : , 0 : 4 ]
35
36 #Normalaz iat ion
37 pmv1_norm = normal i s e ( pmv_all .N_PMV1_am, max_pmv1_value ,

min_pmv1_value )
38 pmv2_norm = normal i s e ( pmv_all .N_PMV2_am, max_pmv2_value ,

min_pmv2_value )
39 pmv3_norm = normal i s e ( pmv_all .N_PMV3_am, max_pmv3_value ,

min_pmv3_value )
40 pmv4_norm = normal i s e ( pmv_all .N_PMV4_am, max_pmv4_value ,

min_pmv4_value )
41
42 # Creat ing the t e s t s e t to be p r ed i c t e d
43 test_set_array = [ pmv1_norm , pmv2_norm , pmv3_norm ,pmv4_norm ]
44 test_set_trans = np . t ranspose ( test_set_array )
45 te s t_se t = t f . convert_to_tensor ( test_set_trans )
46 te s t_se t = np . reshape ( test_set , ( t e s t_se t . shape [ 0 ] , 1 , t e s t_se t . shape

[ 1 ] ) )
47
48 #Pred i c t i on
49 beta_ef f = #Ins e r t the va lue o f be ta_e f f
50 kef f_pred = loaded_model . p r ed i c t ( t e s t_se t )
51 keff_pred_inv = kef f_pred + 0.01 #must be denormal ised because i t

i s a l r eady normal ized by −0.01 in the loaded model
52 rho_pred = ( keff_pred_inv −1)/( keff_pred_inv∗ beta_ef f )
53 print ( " Reac t i v i ty pr ed i c t ed by ANN in $ : " , rho_pred )
54
55 #P lo t t i n g the p r e d i c t i on
56 p l t . p l o t ( rho_pred )
57 p l t . x l ab e l ( 'Time [ 0 . 1 s ] ' , f o n t s i z e =18)
58 p l t . x t i c k s ( f o n t s i z e =14)
59 p l t . y l ab e l ( " rho pred i c t ed [ \ $ ] " , f o n t s i z e =18)
60 p l t . y t i c k s ( f o n t s i z e =14)
61 p l t . show ( )

Firstly some used libraries are imported, then on line 9, the trained model is loaded.
The path pathtomodel must be the same as for the saved model in the Appendix
C.

Additionally, the normalization function is de�ned. Note that .iloc[] must have
been added behind the list as the code works with pandas DataFrame further. It
is important to normalize the count rates in the same interval as during the ANN
training. Maximum values can be manually inserted from the code in Appendix
C. The minimum value in case of VR-1 will always be zero, in other reactors the
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minimum value could also be inserted.

Then a continuous for loop is de�ned for the online reactivity monitoring. On line
33, the .csv �le is loaded. A chunk is used for reading large data �les and its main
advantage is that it can be used for online .csv �le reading as it only loads the data
in the so called chunks. chunksize must be de�ned by the user, it is a number of
values that will be loaded. If the chunksize is 10, in case of VR-1 reactor, the data
will be loaded every 1 second (given by 0.1 second time intervals for data collection).
In the function argument on line 33, pathtocsv must be de�ned, then the names of
the columns are de�ned, e.g. in VR-1 reactor, a column containing detector count
rates from PMV1 is called N_PMV1_am.

Once the data are loaded, they are normalized on lines 37-40 by the pre-de�ned
function. Afterwards, the test set from the chunk is created similarly as in code in
Appendix C. In case the chunksize is 10, a test set of 10 lines is created.

Finally, the prediction based on the loaded_model of the created test_set is done
on line 50. Then the data are inverted (or denormalised) as the normalisation is
already performed in the previous code. Data are converted from keff into ρ on line
52, this step requires βeff to be de�ned on line 49. Finally, the value of reactivity
is printed on line 53. Then, depending on the user, the reactivity values can also be
printed in the graph, which is performed on lines 56-61.
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