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## Abstrakt

Díky rychlému vývoji kvantových počítačů v nedávné době, narůstá zájem o kvantové algoritmy a jejich využití. V prvních kapitolách této práce je podán stručný úvod do tématu kvantové výpočetní techniky a algoritmů. Dále jsou v nich shrnuty principy, vlastnosti a použití dvou významných kvantových algoritmů, variační algoritmus hledání vlastních čísel (VQE) a kvantový aproximační optimalizační algoritmus (QAOA). V dalších kapitolách jsou nastíněny v současné době dostupné softwarové nástroje pro vývoj kvantových programů, důraz je zde kladen na SDK Qiskit od IBM. Poslední část práce se věnuje implementaci zkoumaných algoritmů.
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## Abstract

Thanks to the rapid development of quantum computers in recent years, the interest in quantum algorithms and their applications is rising. The first chapters of this work gives a brief introduction to the topic of quantum computing and algorithms. Additionally, they summarize the principles, properties and applications of two major quantum algorithms, the variational quantum eigensolver and the quantum approximate optimization algorithm. The following chapters outline the currently available software tools for development of quantum programs with focus on the IBM Qiskit software development kit. Final part of work deals with implementation of the studied algorithms.
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## Chapter 1

## Introduction

At the end of 1970s the idea to use the extraordinary properties of quantum systems in computation was first proposed and soon led to development of theoretical foundations to study its potential. At the beginning of 1980s the concept was introduced to broader public by Richard Feynman 1 . The interest in the quantum effect used for the computational purposes was renewed when in the 1980s researches, such as David Deutsch, explored the theory of quantum information and quantum information processing in particular. Finally, in the 1990s emerged the first truly quantum algorithms which were proven to be superior over classical alternatives. The theoretical advantages of the new approach to computation motivated further research and in 1994 Peter Shor presented polynomial-time quantum algorithm for factoring integers. New improvements in this field of study were made throughout the rest of twentieth century. The new quantum algorithms introduced more efficient solutions not only to problems such as factorization, but also to search problems and quantum simulations. Promising results of research motivated the creation of first quantum computers. At the current moment such devices appear to have significant advantages over classical computers. Further progress depends not only on development of more advanced hardware but also on progress in quantum algorithms. [2, 3]

In this project I would like to give an introduction to the topic of quantum algorithms, and to summarize the key terms and concepts. The next goal is to present two important quantum algorithms, the Quantum approximate optimization algorithm and the Variational quantum eigensolver. The first one being concerned with solving combinatorial problems and the latter with finding eigenvalues. These algorithms are in the centre of interest for this project, because they are examples of significant building blocks in terms of algorithms that can be used to create more complex programs. Both algorithms are subject of current research as they were discovered in recent past. This project will also give on overview of currently publicly available quantum SDK frameworks as well as demonstrate some of their possibilities of simulating of discussed quantum circuits.

The main goal of project is to give detail and rigorous description of discussed topics that can be used for further research. Apart from description of algorithms the project aims to discuss advantages and pitfalls of quantum algorithms mentioned above.

### 1.1 Basic concepts

In order to discuss the quantum algorithms let us summarize the basic terminology first. The concepts explained below are necessary to be able to describe the algorithms that are studied in Chapters 2 and 3. It should be emphasized that the general formalism of quantum computing, which is used to work with the abstract qubits, is theoretically independent of the physical qubit realization. This is true as long as the realization is ideal. In real conditions the abstract models need to be adjusted in order to account for the properties of physical object.

### 1.1.1 Qubits and qubit registers

The fundamental concept in theory of quantum information is a qubit, which is a quantum unit of information, that unlike a classical bit can be in a linear combination of states. A qubit can be understood as a vector in Hilbert space $\mathcal{H}$. If we define an orthogonal computational basis $|0\rangle,|1\rangle$ of $\mathcal{H}$, then we can describe the state of qubit $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$ for $\alpha, \beta \in \mathbb{C}$. The meaning of $\alpha$ and $\beta$ can be seen from the Born rule, which states that the probability of measuring a certain result, e.g. 0 , is equal to $|\alpha|^{2}=|\langle 0 \mid \psi\rangle|^{2}$. This implies $|\alpha|^{2}+|\beta|^{2}=1$. Another important property of qubit is the phase. The global phase can be seen, when we express the qubit state as $|\psi\rangle=\mathrm{e}^{\mathrm{i} \gamma}\left(\cos \frac{\phi}{2}|0\rangle+\mathrm{e}^{\mathrm{i} \varphi} \sin \frac{\phi}{2}|0\rangle\right)$.

The register refers to an array of multiple qubits that are being worked with during computations. It is important to note that in order to describe the state of a system composed of multiple qubits the tensor product operation is applied. The state of the composed system is an element of the tensor product of respective Hilbert spaces of qubits that are included. In this project we use the standard notation $|0\rangle \otimes|1\rangle=|01\rangle$. If we describe qubits in matrix notation we can write

$$
|0\rangle=\binom{1}{0},|1\rangle=\binom{0}{1},|0\rangle \otimes|1\rangle=\binom{1}{0} \otimes\binom{0}{1}=\left(\begin{array}{c}
1 \cdot 0  \tag{1.1.1}\\
1 \cdot 1 \\
0 \cdot 0 \\
0 \cdot 1
\end{array}\right)=|01\rangle
$$

Once we have described a qubit register we can discuss the convention that is often used to name and describe states of qubit register. Let $n \in \mathbb{N}$ and $N=2^{n} \in \mathbb{N}$ be the number of basis states. Then the $x$-th state, where $x \in 0, \ldots, 2^{n}-1$, can be naturally identified with the state $\left|x_{1} x_{2} \ldots x_{n}\right\rangle$, where $x=\sum_{i=1}^{n} x_{i} 2^{n-i} \cdot \| 4$

### 1.1.2 Quantum circuits and gates

In order to describe manipulations with classical bits on the level of individual Boolean operations the logic circuit formalism can be used. In quantum computing there is the same necessity to describe manipulation with qubits. A frequent solution of this necessity is the use of so-called quantum circuits. The quantum circuit notation is similar to classic circuits, because utilizes the concepts of wires that
carry units of information and gates that have various effects on these units. In this project we will use the circuit notation to keep the schematics compatible with the description used by the quantum SDKs.

The qubits can be understood as vectors on $\mathcal{H}$ and the quantum gates represent the allowed transformations that are described by unitary operators. Some of the most important gates, including both single qubit and multiqubit gates, in standard basis are listed below.

## Single qubit gates

First we shall list the identity and Pauli matrices ${ }^{[1]}$ and their effect of qubit in standard basis. Let $|\psi\rangle=a|0\rangle+b|1\rangle$.

$$
\begin{array}{rlr}
I=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) & I|\psi\rangle=a|0\rangle+b|1\rangle \\
X=\sigma_{X} & =\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) & \sigma_{X}|\psi\rangle=b|0\rangle+a|1\rangle \\
Y=\sigma_{Y} & =\left(\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right) & \sigma_{Y}|\psi\rangle=-\mathrm{i} b|0\rangle+\mathrm{i} a|1\rangle \\
Z=\sigma_{Z} & =\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) & \sigma_{Z}|\psi\rangle=a|0\rangle-b|1\rangle \tag{Eq}
\end{array}
$$

These operators are sometimes marked $\sigma_{0}, \sigma_{1}, \sigma_{2}, \sigma_{3}$, because together the sigma operators form an basis of $2 \times 2$ Hermitean matrices. The Pauli gates are also linked to the following useful identities for outer product [5].

$$
\begin{align*}
|0\rangle\langle 0| & =\frac{1}{2}(I+Z) & I & =|0\rangle\langle 0|+|1\rangle\langle 1|  \tag{1.1.6}\\
|0\rangle\langle 1| & =\frac{1}{2}(X+\mathrm{i} Y) & Z & =|0\rangle\langle 0|-|1\rangle\langle 1|  \tag{1.1.7}\\
|1\rangle\langle 0| & =\frac{1}{2}(X-\mathrm{i} Y) & Y & =\mathrm{i}(|1\rangle\langle 0|-|0\rangle(1 \mid)  \tag{1.1.8}\\
|1\rangle\langle 1| & =\frac{1}{2}(I-Z) & X & =|0\rangle\langle 1|+|1\rangle\langle 0| \tag{1.1.9}
\end{align*}
$$

[^0]Next we shall list other important single qubit gates with their names leaving out the effect for the sake of brevity.

$$
\begin{array}{rlr}
H & =\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) & \text { Hadamard gate } \\
S & =\left(\begin{array}{ll}
1 & 0 \\
0 & \mathrm{i}
\end{array}\right) & \text { Phase gate } \\
T & =\left(\begin{array}{ll}
1 & 0 \\
0 & \exp \left\{\mathrm{i} \frac{\pi}{4}\right\}
\end{array}\right) & \pi / 8 \text { gate } \\
R_{x} & =\left(\begin{array}{ll}
\cos \frac{\phi}{2} & -\mathrm{i} \sin \frac{\phi}{2} \\
-\mathrm{i} \sin \frac{\phi}{2} & \cos \frac{\phi}{2}
\end{array}\right) & \text { Rotation about } \hat{x} \text { axis } \\
R_{y} & =\left(\begin{array}{ll}
\cos \frac{\phi}{2} & -\sin \frac{\phi}{2} \\
\sin \frac{\phi}{2} & \cos \frac{\phi}{2}
\end{array}\right) & \text { Rotation about } \hat{y} \text { axis } \\
R_{z} & =\left(\begin{array}{ll}
\exp \left(-\mathrm{i} \frac{\phi}{2}\right) & \text { Rotation about } \hat{z} \text { axis } \\
0 & \exp \left(\mathrm{i} \frac{\phi}{2}\right)
\end{array}\right) \tag{1.1.15}
\end{array}
$$

The Hadamard gates have special importance, because they are able to change states $|0\rangle$ and $|1\rangle$ to so-called balanced states, i.e. states for which there is an equal probability of measuring 1 or 0 in standard basis.

$$
\begin{equation*}
H|0\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle) \quad H|1\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle) \tag{1.1.16}
\end{equation*}
$$

The operation of applying Hadamard transformation to multiple qubits of a quantum register, equivalent to a tensor product of the necessary number of $H$ gates, is called Hadamard transformation, marked $\mathcal{H}=H^{\otimes n}$.

## Multiqubit gates

Most common example of multiqubit gates are the controlled unitary gates. For example a controlled $X$, which is usually denoted as $C X$, gate works similarly to a classical controlled NOT logical gate, i.e. CNOT, if we consider only $|0\rangle$ and $|1\rangle$ states. This means that $X$ gate is applied to target qubit only if the control qubit is in $|1\rangle$ state. This implies how the matrix representation of such gate looks. Other

$$
C X=\text { CNOT }=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right)=\quad \square
$$

Table 1.1: The CX or CNOT gate matrix and the circuit symbol
controlled gates represented by Pauli matrices have similar form. It can be proved that an controlled arbitrary single qubit gate with a unitary matrix form can be created only using two CNOT gates, three single qubit gates and a phase adjustment. The next multiqubit gate we mention is the Toffoli


Figure 1.1: Circuit realizing controlled $U$ gate using unitary and CNOT gates that satisfy $A B C=I$ and $U=\exp (\mathrm{i} \alpha) A X B X C$.

$$
\left(\begin{array}{ccc}
I_{6,6} & \overrightarrow{0} & \overrightarrow{0} \\
\overrightarrow{0}^{T} & 0 & 1 \\
\overrightarrow{0}^{T} & 1 & 0
\end{array}\right)=\begin{aligned}
& \square \\
& \square
\end{aligned}
$$

Table 1.2: The CNOT gate matrix and the circuit symbol
gate, a triple qubit gate. Its function can be simply described as an $X$ controlled by two qubits. [4] [2] Its importance lies in it being the foundation for reversible computation on quantum computer with classical Boolean logic. Hence, it and other equivalent gates are needed to prove theorems about general properties of quantum computers in comparison with classical computers.

## Gates based on matrix functions

Many quantum algorithms use gates which are based of functions with matrix argument. More generally the operator functions are considered.
Definition 1.1 (Operator function). Consider a normal operator (resp. matrix) $A$, which has a spectral decomposition $A=\sum_{a} a|a\rangle\langle a|$, then we define an operator (resp. matrix) function $f$ its action

$$
\begin{equation*}
f(A):=\sum_{a} f(a)|a\rangle\langle a| . \tag{1.1.17}
\end{equation*}
$$

In many practical situations an approximation of the function by a Taylor series is used, where the argument of function appears as a power of the argument to a positive integer, which can be applied to a matrix easily.
Example 1.2 (Basic operator functions). In order to explain the term of operator functions, few examples are listed below.

- The first example could be defined even without the formalism of operator functions. Taking $f(x):=\sqrt{x}$ and arbitrary normal $A$, then the matrix $A^{1 / 2}$ can be computed for a small matrix using the fact that $A^{1 / 2} \cdot A^{1 / 2}=A$.
- Consider $f(x):=\mathrm{e}^{x}$ and $A:=\theta \cdot Z$. It can be seen that $Z=(+1) \cdot|0\rangle\langle 0|+(-1)|1\rangle(1 \mid$. Thus

$$
f(\theta Z)=\mathrm{e}^{\theta}|0\rangle\langle 0|+\mathrm{e}^{-\theta}|1\rangle\langle 1|=\left(\begin{array}{cc}
\mathrm{e}^{\theta} & 0  \tag{1.1.18}\\
0 & \mathrm{e}^{-\theta}
\end{array}\right)
$$



- Through the Euler identity it can be seen that for $f(x):=\mathrm{e}^{x}$ and $A:=\mathrm{i} \theta \overrightarrow{\mathbf{v}} \cdot \overrightarrow{\boldsymbol{\sigma}}$, where $\overrightarrow{\mathbf{v}} \in \mathbb{R}^{3}$ and $\overrightarrow{\mathbf{v}} \cdot \overrightarrow{\boldsymbol{\sigma}}:=\sum_{i=1}^{3} v_{i} \cdot \sigma_{i}$ we have

$$
\begin{equation*}
f(\mathrm{i} \theta \overrightarrow{\mathbf{v}} \cdot \overrightarrow{\boldsymbol{\sigma}})=\cos (\theta) I+\mathrm{i} \sin (\theta)(\overrightarrow{\mathbf{v}} \cdot \overrightarrow{\boldsymbol{\sigma}}) \tag{1.1.19}
\end{equation*}
$$

- The last identity can be further generalized, $f: \mathbb{C} \rightarrow \mathbb{C}$ and $A:=\theta \overrightarrow{\mathbf{n}} \cdot \overrightarrow{\boldsymbol{\sigma}}$, where $\overrightarrow{\mathbf{n}}$ is a normalized real vector:

$$
\begin{equation*}
f(\theta \overrightarrow{\mathbf{n}} \cdot \overrightarrow{\boldsymbol{\sigma}})=\frac{f(\theta)+f(-\theta)}{2} I+\frac{f(\theta)-f(-\theta)}{2} \overrightarrow{\mathbf{n}} \cdot \overrightarrow{\boldsymbol{\sigma}} \tag{1.1.20}
\end{equation*}
$$

## Analysis of quantum circuits

To understand and analyse complicated multiqubit circuits it is useful to define several concepts. The most trivial metric of the resources needed by an algorithm is the number of physical qubits needed for a realization. In some cases it is desirable to include the number of additional qubits, i.e. the ancillary qubits defined below 1.6 , if their number is significant. To quantify the number of steps needed to execute the algorithm using an abstract quantum computer capable of performing arbitrary number of parallel operations we define the circuit depth.
Definition 1.3 (Circuit depth). The depth of a quantum circuit denotes the number of distinct time steps at which a parallel set of gates is applied.

Apart from the quantum specific metrics, many conventional characteristics are used as well. For example for approximative algorithms it is important to quantify the dispersion of the result.

For many algorithms an important role is played by so-called weight characteristics. Examples of widely used weights are the Hamming weight and Pauli string weight.
Definition 1.4 (Hamming distance, Hamming weight). 4] Let $S_{1}$ and $S_{2}$ be a binary strings composed of ones and zeros that have the same length, i.e. they contain the same number of symbols. For these strings we define the Hamming distance as the number of symbols in which $S_{1}$ and $S_{2}$ differ. The Hamming distance is denoted as $\mathrm{d}_{H}(\bullet, \bullet)$. For example $S_{1}=0011, S_{2}=0110$ we have d ${ }_{H}\left(S_{1},, S_{2}\right)=2$.

Using the Hamming distance the Hamming weight for a string $S$ can be defined as $\mathrm{d}_{H}\left(S, S_{0}\right)$, where $S_{0}$ represents a string consisting of zeros of the same length as $S$. The Hamming weight is equal to the number of non-zero symbols in a string.

Definition 1.5 (Pauli string weight). [6] Consider a Pauli string, that is a tensor product of $n \in \mathbb{N}$ of Pauli gates. The Pauli weight represents the number of qubits Pauli string acts on non-trivially. Hence, it is equal to the number of $X, Y, Z$ operators in the Pauli string. In this project the Pauli weight of a Pauli string $P_{a}$ is denoted a $w_{a}$.

## Ancilla qubits

Another important concept in quantum computation are the ancillary qubits. In order to perform some algorithms or even implement some gates, e.g. implement CNOT or a NOT gate using Toffoli gates, additional qubits need to be used.

Definition 1.6 (Ancilla qubit). Consider a quantum circuit. A qubit in register which is initially in a known state and its value does not contain the result of the computation at the end of circuit is called an ancillary qubit ${ }^{2}$. The ancillary qubits are often not explicitly measured, i.e. their end "value" is discarded. In other cases they hold the result of a more complex operation on circuit, such as the Hadamard test[6], which is used to measure real an imaginary part of an amplitude of form $\langle\Psi| U|\Psi\rangle$.

The ancillary qubits are important parts of quantum circuits because the quantum computing is reversible, so the values of qubits cannot be set to arbitrary values without loss of information. The ancillary qubits often play role of a record of performed operations on work qubits. The number of ancillary qubits has to be taken into account of total number of used qubits in quantum circuit since the ancillary qubits have to be physically present in the register.

### 1.2 Quantum algorithms

The goal of an algorithm is to effectively solve the assigned problem using the given resources. The classical algorithms rely on the classical resources of information, communication and information processing. On the other hand the quantum algorithms apart from quantum counterparts of classical resources have physical resource such as superposition entanglement and simulation capabilities inaccessible to classical algorithms. These resources can be harnessed in order to create algorithms with quantum advantage $\epsilon^{3}$.

Since the theoretical breakthroughs of the beginning of the 21st century the efforts to built quantum computers with hundreds or more qubits are increasing. The current quantum computers suffer many technological limitations, such as low number of available qubits and presence of noise which cannot be decreased by the means of error correction, because of the small size in terms of qubit quantity. This is the reason they are often called Noisy Intermediate-Scale Quantum (NISQ) devices [7]. Nevertheless, the NISQ devices have already proven to be capable of solving problems otherwise intractable on conventional computers $[8,9]$. For example the Gaussian boson sampling computation model is a prime example of an approach which may lead to a practical advantage of physical quantum computers over the conventional devices [10]. The phenomenon of quantum devices outperforming classical counterparts is usually referred to as quantum supremacy[11]. These restrictions of NISQ devices mean additional requirements the algorithms have to meet. The algorithms should require minimal number of physical qubits, use the facilities of hybrid computers, i.e. perform parts of computation using classical computer, and be reasonably resistant to noise. The last feature is often called noise resilience 6$]$.

[^1]As was stated in the introduction 1, the algorithms this works focuses on are QAOA and the VQE, both of these algorithms are considered to be low level optimization algorithms, which can be realized on NISQ devices and possibly have potential in reaching quantum supremacy in practically demanded problem. From the quantum technological point of view QAOA and more prominently VQE are variational quantum algorithms.
Definition 1.7 (Variational Quantum Algorithms). The term Variational Quantum Algorithms (abbreviation $V Q A$ ) refers to a group of hybrid quantum algorithms, which share a common structure. The problem is encoded into a parametrized cost function 2.2. This function defines a hypersurface, a cost landscape. The ansatz denotes the choice of cost function encoding and the choice of parameters. The solving procedure is based of a loop consisting of evaluation of the cost function by means of a quantum computer and the following optimization of the parameters using a conventional computer. The process of optimization is sometimes called training in this context. The variational principles are applied to prove the success of training.

Other common features of VQAs aim to use only low depth circuits and rely on precision of optimization methods rather than quantum error correction and fault-tolerance. Both features arise from demands of current NISQ devices. (12].

## Chapter 2

## Quantum approximate optimization algorithm

The combinatorial optimization problems in general are concerned with finding the maximum or the minimum of an objective function. Unfortunately in many cases, such as NP optimization problems, it may be difficult to compute the precise solution in a straightforward way. The common approach in such cases is to use an approximative algorithm that is generally capable of finding an approximate solution in polynomial time. To quantify the performance of an approximation algorithm an approximation ratio is defined.

Definition 2.1 (Approximation ratio). 13 Let $A(f)$ denote value of objective function $f$ at $x$ as calculated by the algorithm and $\operatorname{OPT}(f)$ denote the optimal value of the objective function for $f$. Then we define an approximation ratio $R$ by formula

$$
\begin{equation*}
R:=\frac{A(f)}{\operatorname{OPT}(\mathrm{f})} . \tag{Eq}
\end{equation*}
$$

This definition means that for a maximization problem we get $0 \leq R \leq 1$, where $R=1$ is equivalent to the best possible result. It is worth nothing that this definition is significantly different from that used in classical discrete optimization and approximation methods. The approximation ratio in classical optimization is defined so that the success occurs for $R=0$ and $R=1$ is a failure 14 or as an upper bound for performance ratio (15).

The development of quantum computation theory motivated research of new quantum approaches to optimization problems that could offer performance improvements. Some of the most recent quantum algorithms in this field are the Quantum Annealing (QA) and Quantum Approximate Optimization Algorithm (QAOA). The latter is often seen as a promising algorithm that does not suffer with performance problems of QA and has a simple structure that makes it a candidate for implementation on the NISQ devices 13 .

## 2. Quantum approximate optimization algorithm



Figure 2.1: Schematic of a QAOA circuit, 16

### 2.1 General QAOA algorithm

First let us define the problem to be solved. A combinatorial problem is specified by number of answer bits $n$ and the number of clauses $m$. The clauses can individually be satisfied for certain assignments and be unsatisfied for others. This motivates the following definition of an objective function.
Definition 2.2 (Objective function). The term objective functions denotes a map, which represents an optimization problem, by mapping the values of one or more variables onto a real number. The process finding the solution of the optimization problem is then reduced to finding a set of values which minimize or maximize the objective function. An objective function in case of minimization is called cost function ${ }^{1}$. For our case let $z=z_{1} z_{2} \ldots z_{n}$ represent answer string and function $\forall \alpha \in 1, \ldots m, C_{\alpha}$ represent the clause, where

$$
C_{\alpha}(z)=\left\{\begin{array}{l}
1 \text { if satisfied } \\
0 \text { otherwise }
\end{array}\right.
$$

Then we define the objective function

$$
\begin{equation*}
C(z)=\sum_{\alpha=1}^{m} C_{\alpha}(z) \tag{Eq}
\end{equation*}
$$

To implement the objective function using quantum formalism we first consider the Hilbert space. In our case we have $2^{n}$ dimensional $\mathcal{H}$ with computational basis vectors $|z\rangle$ that represent answer string. To encode the objective function we define the phase Hamiltonian $H_{P}$ which acts diagonally on basis states $|z\rangle$
Definition 2.3 (Phase Hamiltonian, phase operator). Let $|z\rangle$ denote a computational basis state. Then we define phase Hamiltonian $H_{P}$ using computational basis as

$$
\begin{equation*}
H_{P}|z\rangle:=C(z)|z\rangle \tag{Eq}
\end{equation*}
$$

where for $C(z)=\sum_{\alpha=1}^{m} C_{\alpha}(z)$ we have

$$
\begin{equation*}
C_{\alpha}|z\rangle=C_{\alpha}|z\rangle \tag{2.1.3}
\end{equation*}
$$

[^2]Using the phase Hamiltonian we define the phase operator $U_{P}$ with parameter $\gamma$ as

$$
\begin{equation*}
U_{P}(\gamma):=\mathrm{e}^{-\mathrm{i} \gamma H_{P}}=\exp \left(-\mathrm{i} \gamma H_{P}\right)=\prod_{\alpha=1}^{m} \exp \left(-\mathrm{i} \gamma C_{\alpha}\right) \tag{2.1.4}
\end{equation*}
$$

Here we notice that the terms of product $\mathrm{Eq}(\sqrt{2.1 .4})$ commute and that $\gamma$ can be restricted to interval $[0,2 \pi)$. The first is consequence of the terms being diagonal in computational basis and the second is implied by the $H_{P}$ having only integer eigenvalues.

The second component needed for QAOA algorithm are the mixing operators.
Definition 2.4 (Mixing Hamiltonian, mixing operators). Let $n$ be the number of work qubits, equal to length of answer string and $\sigma_{j}^{X}$ denote the Pauli X operator acting on $j$-th qubit in register. Then we define the mixing Hamiltonian $H_{M}$ as follows:

$$
\begin{equation*}
H_{M}:=\sum_{j=1}^{n} \sigma_{j}^{X} . \tag{2.1.5}
\end{equation*}
$$

Now we define the mixing operator $U_{M}$ :

$$
\begin{equation*}
U_{M}:=\mathrm{e}^{-\mathrm{i} \beta H_{M}}=\exp \left(-\mathrm{i} \beta H_{M}\right)=\prod_{j=1} \exp \left(-\mathrm{i} \beta \sigma_{j}^{X}\right), \tag{2.1.6}
\end{equation*}
$$

where $\beta \in[0, \pi)$.

Note that thanks to the identity

$$
\begin{equation*}
\exp (\mathrm{i} A x)=\cos (x) I+\mathrm{i} \sin (x) A, \tag{2.1.7}
\end{equation*}
$$

which holds for operators satisfying $A^{2}=I$, we can interpret the $U_{M}$ as $U_{M}=\prod_{j=1}\left(R_{x}(2 \beta)\right)_{j}$.

The third component is the initial state, it is defied to make the following text and circuit diagrams easier to read. To represent all possible answer strings in the initial state we use the Hadamard transformation form Section 1.1.2,
Definition 2.5 (Initial state). For a quantum circuit the state, to which is the quantum register set before any computation is referred to as initial state. The initial states may be set differently for various algorithms.

The QAOA uses the following initial state: Let $\mathcal{H}$ be a $2^{n}=N$ dimensional Hilbert space with computational basis $|z\rangle$. Then we define the initial stat $\epsilon^{2}$ as

$$
\begin{equation*}
|s\rangle:=\frac{1}{\sqrt{N}} \sum_{z}|z\rangle . \tag{2.1.8}
\end{equation*}
$$

Now we may proceed to define the $p$-level the QAOA state.

[^3]Definition 2.6 ( $p$-level QAOA state). Let $p$ be a positive integer and $\gamma_{1}, \ldots, \gamma_{p} \in[0,2 \pi)$ and $\beta_{1}, \ldots, \beta_{p} \in$ $[0, \pi)$ be parameters. For short $\vec{\gamma}:=\left(\gamma_{1}, \ldots, \gamma_{p}\right)$ and $\vec{\beta}:=\left(\beta_{1}, \ldots, \beta_{p}\right)$. Then we define $p$-level QAOA state as

$$
\begin{equation*}
|\vec{\gamma}, \vec{\beta}\rangle:=U_{M}\left(\beta_{p}\right) U\left(\gamma_{p}\right) \ldots U\left(\beta_{1}\right) U_{p}\left(\gamma_{1}\right)|s\rangle \tag{2.1.9}
\end{equation*}
$$

The formula Eq (2.1.9) implies that to prepare $p$-level QAOA in general case the depth of circuit has to be $m \cdot p+p$, where $m$ is the depth of one $U_{P}$ implementation. The next step in QAOA is to measure the expectation value for $H_{p}$

$$
\begin{equation*}
\left\langle H_{p}\right\rangle=\left\langle H_{p}\right\rangle(\vec{\gamma}, \vec{\beta}):=\langle\vec{\gamma}, \vec{\beta}| H_{p}|\vec{\gamma}, \vec{\beta}\rangle=\langle C\rangle \tag{2.1.10}
\end{equation*}
$$

and find the maximum of expectation value $\left\langle H_{P}\right\rangle$ over the angles

$$
\begin{equation*}
M_{p}:=\max _{\vec{\gamma} \in[0,2 \pi), \vec{\beta} \in[0, \pi)}\left\langle H_{p}\right\rangle(\vec{\gamma}, \vec{\beta}) . \tag{2.1.11}
\end{equation*}
$$

Once the optimal values of $\vec{\gamma}, \vec{\beta}$ are found, all that is left is to find the optimal answer string $z^{*}$ and the value of objective function $C\left(z^{*}\right)$. The former can be found using with repeated measurements in computational basis and the latter can be calculated using classical computer.

The remaining problem is that it is not clear, what angles $\vec{\gamma}, \vec{\beta}$ to pick. The process of finding the optimal $\vec{\gamma}, \vec{\beta}$ for the maximum can be implemented in various ways. Let $p$ be a fixed constant independent of $n$. One possible approach is to perform the algorithm with angles chosen from a set of points $G:=[0,2 \pi]^{p} \times[0, \pi]^{p}$. The points of the set form a grid, which is then gradually explored by the computer. Due to the searched set $G$ being compact and the partial derivatives of $\left\langle H_{p}\right\rangle$ being bound by $\mathcal{O}\left(m^{2}+m \cdot n\right)$, using the big $\mathcal{O}$ notation, this procedure produces an answer string $z^{*}$, such that $C\left(z^{*}\right)$ is close to $M_{p}$. Another approach is to use a classical computer and a classical optimization to find the optimal $\vec{\gamma}, \vec{\beta}$. The quantum computer is in this case used only to prepare $|\vec{\gamma}, \vec{\beta}\rangle$ state and perform the measurements to get the answer string $z^{*}$ [16, 13].

### 2.2 The properties of the general QAOA

The QAOA has distinctive properties that characterize its potential application. As can be seen from the equation $\mathrm{Eq}(2.1 .11)$ the value of $M_{p-1}$ can be considered a case of constrained maximization at $p$, thus $M_{p-1} \leq M_{p}$.

The QAOA may be compared another algorithm the Quantum Adiabatic Algorithm (QAA) although their principles are different. While the QAOA is an approximative algorithm that is designed to find a good approximation of the solution, the QAA is specialized in finding the optimal solution exactly, of course up to an error. This difference can be used to prove that for QAOA

$$
\begin{equation*}
\lim _{p \rightarrow \infty} M_{p}=\max _{z \in[n]} C(z) . \tag{2.2.1}
\end{equation*}
$$

In order to show Eq $(\sqrt{2.2 .1})$ the same problem is solved using QAA. First the initial state $|s\rangle=|+\cdots+\rangle$ from $\mathrm{Eq}(\overline{2.1 .8})$ is prepared. Then the objective function is used to define the time dependent

Hamiltonian $H(t)=\left(1-\frac{t}{T}\right) H_{M}+\left(\frac{t}{T}\right) H_{P}$, where the Hamiltonians $H_{M}, H_{P}$ are not the same Hamiltonians as in previous section. This definition allows usage of QAA because $|s\rangle$ is the highest energy state of $H_{M}$ and the objective is to find the highest energy state of $H_{P}$. According to its definition the $H_{M}$ has only non-negative elements outside of diagonal, therefore the Perron-Frobenius theorem [17, 18] for non-negative irreducible matrices can be applied. The theorem states that there is a non-zero gap between the top and one below energy states for $t<T$. This is a sufficient condition for the QAA to succeed if the run time $T$ is large enough. The evolution described by Hamiltonian $H(t)$ an be approximated using a modification of the Trotter formula 4

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\exp \left(\mathrm{i} A \frac{t}{n} \exp \left(\mathrm{i} B \frac{t}{n}\right)\right)^{n}=\exp (\mathrm{i}(A+B) t)\right. \tag{2.2.2}
\end{equation*}
$$

such as

$$
\begin{equation*}
\exp (\mathrm{i}(A+B) \delta t)=\exp (\mathrm{i} A \delta t) \exp (\mathrm{i} B \delta t)+\mathcal{O}\left(\delta t^{2}\right) \tag{2.2.3}
\end{equation*}
$$

where $A$ and $B$ are Hermitian operators. The approximation consists of altering operators $U_{P}(\gamma)$ and $U_{M}(\beta)$. To reach good approximation the parameters $\gamma, \beta$ are chosen to be small while the $p$ should be large to provide longer time $T$.

The approximation ratio can be applied to illustrate the performance of the QAOA. Consider a combinatorial optimization problem defined as maximization of an objective function. The $p$-level QAOA is then applied and produces optimal parameters $\gamma^{*}$ and $\beta^{*}$. From the formula Eq (2.0.1) follows that

$$
\begin{equation*}
r:=\frac{\langle C\rangle\left(\gamma^{*}, \beta^{*}\right)}{C_{\max }}=\frac{\left\langle\gamma^{*}, \beta^{*}\right| H_{P}\left|\gamma^{*}, \beta^{*}\right\rangle}{C_{\max }} . \tag{2.2.4}
\end{equation*}
$$

In publication [16] it was shown that for 1-level QAOA $r=0.6924 \leq R$ for MaxCut on unweighed 3 -regular graphs. This result means that even for $p=1$ QAOA has good performance.

### 2.3 QAOA for fixed $p$

To further explore the algorithm, we can focus on the case of fixed $p$. This assumption is reasonable as for practical implementation of the algorithm the QAOA level parameter $p$ would be set first. In section 2.2 it was shown that the QAOA implementation strongly depends on the objective function $C(z)$ of the examined problem. From this follows that many properties of QAOA apply only for certain classes of problems and associated objective functions. One such class are the problems with objective functions that can be expressed using Boolean operators. This class of problems has a significant subclass of problems with an objective function of form

$$
\begin{equation*}
C(z)=a+\sum_{j=1}^{n} c_{j} z_{j}+\sum_{j<k} d_{j k} z_{j} z_{k} \quad ; c_{j}, d_{j k} \in \mathbb{R} \tag{2.3.1}
\end{equation*}
$$

This subclass is often referred to as Quadratic unconstrained binary optimization (QUBO) class and is implementable on D-Wave quantum computers using the quantum annealing algorithm 19 .

In order to describe some properties of the QAOA in more comprehensive way, the MaxCut problem, which belongs to the class of problems with Boolean objective functions, will be used as an example to illustrate the methods of deriving some properties for other problems of this class. The shown methods are generally applicable to problems with the same constitutional elements of objective functions.

### 2.3.1 MaxCut for graphs with bound degree

The MaxCut problem was suggested as an example of a problem that can be solved with the help of the QAOA. First let us define the MaxCut problem.
Definition 2.7 (MaxCut problem). 20 Given an undirected edge-weighted graph $G=(V, E)$, where $V$ is the set of vertices and $E$ the set of edges, the maximum cut problem (MaxCut) is to find the bipartition of vertices, i.e. a cut dividing the set $V$ so that the resulting sets $V_{1}$ and $V_{2}$ are complementary, that maximizes the weight of the edges crossing the partition.

This problem is a problem with many applications, some of the most prominent are circuit layout design and models in statistical physics, e.g. Ising model [21]. Finding new more efficient ways to this problem is desirable, because the MaxCut problems belongs to NP-complete problems 22.

In this work we will be concerned only with unweighted graphs, this means we are only concerned with maximizing the number of edges crossed by the cut on a graph $G=(V, E)$, where $|V|=n$ and $|E|=m^{3}$.


Figure 2.2: Illustration of a cut solving MaxCut problem for a simple graph

To define the configuration space of the problem we realize that the cut divides the vertices of the graph $G$ into two disjoint subsets $V_{1}$ and $V_{2}$. The position of vertex can be marked by a binary value.
Definition 2.8 (Configuration space of MaxCut). Let $V_{1}$ and $V_{2}$ be the complementary sets of vertices created by a cut. Then the configuration space of MaxCut is the set of $n$ bit strings $x=x_{1} x_{2} \ldots x_{n}$, where

$$
x_{i}= \begin{cases}1 & \text { if vertex } i \in V_{1}, \\ 0 & \text { if vertex } i \in V_{2}\end{cases}
$$

From the definition it can be seen that the requirement for the vertices of an edge to be on the opposite sides of the edge cut implies the following equation

$$
\operatorname{IF}(\text { Edge }\langle u, v\rangle \text { is cut according to MaxCut definition })=x_{u} \oplus x_{v} \text {. }
$$

From this the form of objective function is deduced.
Definition 2.9 (Objective function of MaxCut). Supposing the MaxCut problem is given in the form defined above. Then the objective function is defined by equation

$$
\begin{equation*}
C(x)=\sum_{\langle u, v\rangle}\left(x_{u} \oplus x_{v}\right), \tag{2.3.2}
\end{equation*}
$$

[^4]where $u \in V_{1}$ and $v \in V_{2}$.

To derive phase Hamiltonian corresponding to the objective function Eq (2.3.2) the following theorem [19] is applied. ${ }^{4}$
Theorem 2.10 (Fourier transformation for Boolean functions). A Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ can be represented by a unique Hamiltonian on $n$-qubits, which satisfies $H_{f}|x\rangle=f(x)|x\rangle$ for all computational basis states $|x\rangle$. This Hamiltonian is

$$
\begin{equation*}
H_{f}=\sum_{S \subset[n]} \hat{f}(S) \prod_{j \in S} Z_{j}=\hat{f}(\emptyset) I+\sum_{j=1}^{n} \hat{f}(\{j\}) Z_{j}+\sum_{j<k} \hat{f}(\{j, k\}) Z_{j} Z_{k}+\ldots \tag{2.3.3}
\end{equation*}
$$

where the Fourier coefficients are

$$
\hat{f}(S)=\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} f(x)(-1)^{S \cdot x}=\sum_{j=1}^{m} \hat{f}_{j}(S) \in[-1,1]
$$

The notation $S \cdot x:=\sum_{j \in S} x_{j}$ is used. The Fourier coefficients satisfy the relation

$$
\sum_{S \subset[n]}(\hat{f}(S))^{2}=\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} f(x)=\hat{f}(\emptyset)
$$

Proof. Firstly it is useful to realize that the condition $\left(\forall x \in\{0,1\}^{n}\right)\left(H_{f}|x\rangle=f(x)|x\rangle\right)$ is equivalent to $H_{f}=\sum_{x \in\{0,1\}^{n}} f(x)|x\rangle\langle x|=\sum_{x: f(x)=1}|x\rangle\langle x|$. Secondly it can be seen that $Z|0\rangle=|0\rangle$ and $Z|1\rangle=-|1\rangle$, thus the product of $Z_{j}$ acts as

$$
\prod_{j \in S} Z_{j}|x\rangle=\xi_{S}(x)|x\rangle
$$

where $\xi_{S}(x):\{0,1\}^{n} \rightarrow\{-1,+1\}$ is the parity function $\xi_{S}(x)=(-1)^{S \cdot x}$. Important observation is that the set of parity functions on $n$-bits gives an orthonormal basis for real functions:

$$
\langle f, g\rangle:=\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} f(x) g(x)
$$

Using this observation any Boolean function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ may be written using Fourier expansion

$$
\begin{equation*}
f(x)=\sum_{S \subset[n]} \hat{f}(S) \xi_{S}(x) \tag{2.3.4}
\end{equation*}
$$

with Fourier coefficients given as

$$
\begin{equation*}
\hat{f}(S)=\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} f(x) \xi_{S}(x)=\left\langle f, \xi_{S}\right\rangle \tag{2.3.5}
\end{equation*}
$$

It is important to realize that the class of functions that can be represented using this method is broader than only the class of Boolean functions. This fact is illustrated in the following theorem.

[^5]Theorem 2.11 (Weighted Boolean function Fourier transformation). For an $n$-bit function $f:\{0,1\}^{n} \rightarrow \mathbb{R}$ given as $f(x)=\sum_{j=1}^{m} w_{j} f_{j}(x)$, where $(\forall j \in[m])\left(w_{j} \in \mathbb{R}\right.$ and $f_{j}:\{0,1\}^{n} \rightarrow\{0,1\}^{5}$, Hamiltonian on $n$-qubits, which satisfies $H_{f}|x\rangle=f(x)|x\rangle$, is given as

$$
\begin{equation*}
H_{f}=\sum_{S \subset[n]} \hat{f}(S) \prod_{j \in S} Z_{j}=\sum_{j=1}^{m} w_{j} H_{f_{j}}, \tag{2.3.6}
\end{equation*}
$$

where Fourier coefficients are

$$
\hat{f}(S)=\frac{1}{2^{n}} \sum_{x \in\{0,1\}^{n}} f(x)(-1)^{S \cdot x}=\sum_{j=1}^{m} \hat{f}_{j}(S) \in \mathbb{R}
$$

and Hamiltonians $H_{f_{j}}$ are given by Eq (2.3.4)

Proof. The proof is a direct consequence of application of the previous theorem and the linearity of the formula $\mathrm{Eq}(\sqrt{2.3 .3})$ in this theorem.

Although it is not necessary in this case, another useful tool in designing Hamiltonians for more complex problems are the composition rules.
Theorem 2.12 (Composition rules). Let $f, g:\{0,1\}^{n} \rightarrow\{0,1\}$ be Boolean functions with Hamiltonian representations $H_{f}$ and $H_{g}$. The Hamiltonian that represent the basic operations on $f$ and $g$ are derived by the following rules:

$$
\begin{align*}
H_{\neg f} & =I-H_{f} & H_{f} \Longrightarrow g & =I-H_{f}+H_{f} H_{g}  \tag{2.3.7}\\
H_{f \wedge g} & =H_{f} H_{g} & H_{f \vee g} & =H_{f}+H_{g}-H_{f} H_{g} \\
H_{f \oplus g} & =H_{f}+H_{g}-2 H_{f} H_{g} & H_{a f+b g} & =a H_{f}+b H_{g} \quad a, b \in \mathbb{R} \tag{2.3.8}
\end{align*}
$$

Proof. First the Boolean operations are translated using logical identities into $(\cdot,+)$ formulas. Then the formulas modified to Hamiltonians using the fact that Fourier transform is linear and that the logical values 1 and 0 can be represented by the identity matrix $(I)$ and zero matrix $(O)$.

$$
\begin{align*}
(\neg f) & =(1-f) & (f \Longrightarrow g) & =(\neg f+f g) \\
(f \wedge g) & =(f g) & ((f \vee g) & =(f+g-f g)  \tag{2.3.10}\\
(f \oplus g) & =(f+g-2 f g) & (a f+b g) & =(a f)+(b g) \tag{2.3.11}
\end{align*}
$$

The theorems can be used to derive the Hamiltonian representations of basic Boolean functions that can be then further combined using composition rules theorem.

The correct phase Hamiltonian definition for MaxCut can now derived by first observing that the objective function takes simple form

$$
\begin{equation*}
C(x)=\sum_{\langle u, v\rangle}\left(x_{u} \oplus x_{v}\right), \tag{2.3.13}
\end{equation*}
$$

where each summand is 0 is vertices are in the same partition and 1 if the are not, and the information from the table 2.1.

[^6]| $f(x)$ | $H_{f}$ | $f(x)$ | $H_{f}$ |
| :---: | :---: | :---: | :---: |
| $x$ | $\frac{1}{2} I-\frac{1}{2} Z$ | $\neg x$ | $\frac{1}{2} I-\frac{1}{2} Z$ |
| $x_{1} \wedge x_{2}$ | $\frac{1}{4} I-\frac{1}{4}\left(Z_{1}+Z_{2}-Z_{1} Z_{2}\right)$ | $\bigwedge_{j=1}^{k} x_{j}$ | $\frac{1}{2^{k}} \prod_{j}\left(I-Z_{j}\right)$ |
| $x_{1} \vee x_{2}$ | $\frac{3}{4} I-\frac{1}{4}\left(Z_{1}+Z_{2}+Z_{1} Z_{2}\right)$ | $\bigvee_{j=1}^{k} x_{j}$ | $I-\frac{1}{2^{k}} \prod_{j}\left(I+Z_{j}\right)$ |
| $x_{1} \oplus x_{2}$ | $\frac{1}{2} I-\frac{1}{2} Z_{1} Z_{2}$ | $x_{1} \Longrightarrow x_{2}$ | $\frac{3}{4} I+\frac{1}{4}\left(Z_{1}-Z 2+Z 1 Z 2\right)$ |

Table 2.1: Hamiltonian representation of Boolean functions

Definition 2.13 (Phase Hamiltonian of the MaxCut). The objective function $\mathrm{Eq}(\sqrt{2.3 .2})$ of MaxCut is represented according to formula $C(x)=\sum x_{u} \oplus x_{v}$ in the table 2.1 by a phase Hamiltonian

$$
\begin{equation*}
H_{P}=\sum_{\langle u, v\rangle} H_{p\langle u, v\rangle}=\sum_{\langle u, v\rangle} \frac{1}{2}\left(1-Z_{u} Z_{v}\right) . \tag{2.3.14}
\end{equation*}
$$

It should be mentioned that this form of Hamiltonian expressed using the Pauli operators is often referd to as Ising Hamiltonian 23 .

The expectation value of $\left\langle H_{P}\right\rangle$ is

$$
\begin{align*}
\left\langle H_{P}\right\rangle & =\sum_{\langle u, v\rangle}\langle\gamma, \beta| H_{p\langle u, v\rangle}|\gamma, \beta\rangle  \tag{2.3.15}\\
& =\sum_{\langle u, v\rangle}\langle s| U_{P}^{\dagger}\left(\gamma_{1}\right) \ldots U_{M}\left(\beta_{p}\right) H_{p\langle u, v\rangle} U_{M}\left(\beta_{p}\right) \ldots U_{P}\left(\gamma_{1}\right)|s\rangle .
\end{align*}
$$

To perform the classical optimization in QAOA the formula (2.3.15) needs to be simplified. The approach to simplification can be illustrated for $p=1$, in this case it can be seen that the mixing operators "partially commute" through the $H_{P\langle u, v\rangle}$ and cancel.

$$
\begin{align*}
& U_{P}^{\dagger}\left(\gamma_{1}\right) U_{M}^{\dagger}\left(\beta_{1}\right) H_{P\langle u, v\rangle} U_{M}\left(\beta_{1}\right) U_{P}\left(\gamma_{1}\right)= \\
& =U_{P}^{\dagger}\left(\gamma_{1}\right) \mathrm{e}^{\mathrm{i} \beta_{1}\left(X_{u}+X_{v}\right)} H_{P\langle u, v\rangle} \mathrm{e}^{-\mathrm{i} \beta_{1}\left(X_{u}+X_{v}\right)} U_{P}\left(\gamma_{1}\right) \tag{2.3.16}
\end{align*}
$$

This for arbitrary $p$ means that the operator involves only some edges, specifically the edges at most $p$ steps away from the inspected edge $\langle u, v\rangle$. This implies that only certain possible subgraphs, each containing number of qubits independent of $n$ because the degree is bounded, need to be analysed to evaluate $\left\langle H_{P}\right\rangle$. This reduction can be shown on input graphs of fixed degree 3 and $p=1$. In this case the possible subgraphs for edge $\langle u, v\rangle$ are in figure 2.3 . For the analysis of a subgraph $G$ we define

(a) : Subgraph type $G_{4}$

(b) : Subgraph type $G_{5}$

(c) : Subgraph type $G_{6}$, tree

Figure 2.3: Possible subgraphs for graph of fixed degree 3 and $p=1.16$

$$
\begin{aligned}
C_{G} & :=\sum_{\langle u, v\rangle \in G} C_{\langle u, v\rangle} & \\
H_{P G} & :=\sum_{\langle u, v\rangle \in G} H_{P\langle u, v\rangle} & U_{P G}(\gamma):=\exp \left\{-\mathrm{i} \gamma C_{G}\right\} \\
H_{M G} & :=\sum_{j \in G} X_{j} & U_{M G}(\beta):=\exp \left(-\mathrm{i} \beta H_{M G}\right) \\
\left|s_{G}\right\rangle & :=\prod_{j \in G}|+\rangle . &
\end{aligned}
$$

Contribution to $\left\langle H_{P}\right\rangle$ of an edge $\langle u, v\rangle$ considering the subgraph $G_{(u, v)}$ associated with it is

$$
\begin{align*}
& f_{g}(\vec{\gamma}, \vec{\beta})= \\
& \quad\left\langle s_{G_{(u, v)} \mid}\right| U_{P G_{(u, v)}}^{\dagger}\left(\gamma_{1}\right) \ldots U_{M G_{(u, v)}}^{\dagger}\left(\beta_{p}\right) H_{P\langle u, v\rangle} U_{M G_{(u, v)}}\left(\beta_{p}\right) \ldots U_{P G_{(u, v)}}\left(\gamma_{1}\right)\left|s_{G_{(u, v)}}\right\rangle . \tag{2.3.17}
\end{align*}
$$

Since all isomorphic subgraphs produce the same contributions, the number of occurrences of different subgraph types can be taken as a weight $w_{g}$ in sum over subgraph types $g$.

$$
\begin{equation*}
\left\langle H_{P}\right\rangle(\vec{\gamma}, \vec{\beta})=\sum_{g} w_{g} f_{g}(\vec{\gamma}, \vec{\beta}), \tag{2.3.18}
\end{equation*}
$$

where the weight $w_{g}$ denotes number of subgraphs of type $g$. The benefit of this method for the classical computation of $\left\langle H_{P}\right\rangle$ is that the function $f_{g}$ are independent of $m$ and $n$. It is useful to note that the upper bound for the number of qubits involved in subgraph contribution $\mathrm{Eq}(\sqrt{2.3 .17})$ is the number of qubits in tree type subgraph. In case of a graph with maximum degree $d$ this number is

$$
\begin{equation*}
N_{\text {tree }}=2 \cdot \frac{(d-1)^{p+1}-1}{(d-1)-1} \tag{2.3.19}
\end{equation*}
$$

showed in 16. Moreover, the number of types of subgraphs is finite for each $p$. The values of the $m$ and $n$ parameters affect only the $w_{g}$ can be found from the complete graph using little resources. From this follows that the evaluation of $\left\langle H_{P}\right\rangle$ using $\mathrm{Eq}(2.3 .18)$ does not require resources growing with $n$.

To evaluate the performance of the QAOA it is useful to focus of the "concentration of results" of algorithm. In order to make the proofs easier to read, the objective function $C$ will be considered to be an abstract equivalent of $H_{P}$, So these two symbols will be interchanges at appropriate places. The previously mentioned method can be also used to derive the upper bound for standard deviation using the formula for an observable $M$

$$
\begin{equation*}
[\Delta(M)]^{2}=\left\langle(M-\langle M\rangle)^{2}\right\rangle=\left\langle M^{2}\right\rangle-\langle M\rangle^{2}, \tag{2.3.20}
\end{equation*}
$$

proved in [4]. The standard deviation in the analysed case can be written as

$$
\begin{align*}
& {[\Delta(C)]^{2}=\langle\vec{\gamma}, \vec{\beta}| C^{2}|\vec{\gamma}, \vec{\beta}\rangle-\langle\vec{\gamma}, \vec{\beta}| C|\vec{\gamma}, \vec{\beta}\rangle^{2}=} \\
& \quad=\sum_{\quad \sum_{\langle u, v\rangle,\langle j, k\rangle \in E}\left[\langle s| U_{P}^{\dagger}\left(\gamma_{1}\right) \ldots U_{M}\left(\beta_{p}\right) H_{P\langle u, v\rangle} H_{P\langle j, k\rangle} U_{M}\left(\beta_{p}\right) \ldots U_{P}\left(\gamma_{1}\right)|s\rangle\right.} \quad \begin{array}{l}
\quad\langle s| U_{P}^{\dagger}\left(\gamma_{1}\right) \ldots U_{M}\left(\beta_{p}\right) H_{P\langle u, v\rangle} U_{M}\left(\beta_{p}\right) \ldots U_{P}\left(\gamma_{1}\right)|s\rangle \\
\\
\left.\quad \cdot\langle s| U_{P}^{\dagger}\left(\gamma_{1}\right) \ldots U_{M}\left(\beta_{p}\right) H_{P\langle j, k\rangle} U_{M}\left(\beta_{p}\right) \ldots U_{P}\left(\gamma_{1}\right)|s\rangle\right]
\end{array}
\end{align*}
$$

The terms in sum in Eq (2.3.21), where the subgraphs $G_{(u, v)}$ and $G_{(j, k)}$ do not share common qubits will vanish. This condition is fulfilled if there is no path connecting $G_{(u, v)}$ with $G_{(j, k)}$ of length $2 p+1$
or shorter. This implies that for each edge $\langle u, v\rangle$ the number of edges which can contribute to sum in Eq (2.3.21) is upper bound by $N_{\text {tree }}$ from Eq (2.3.19), where $p:=2 p+1$. The summands can be also estimated, they are at most 1 in norm. Thus, the standard deviation $[\Delta(C)]$ can be bound as

$$
\begin{equation*}
[\Delta(C)]^{2}=\langle\vec{\gamma}, \vec{\beta}| C^{2}|\vec{\gamma}, \vec{\beta}\rangle-\langle\vec{\gamma}, \vec{\beta}| C|\vec{\gamma}, \vec{\beta}\rangle^{2} \leq 2 \cdot \frac{(d-1)^{2 p+2}-1}{(d-1)-1} \cdot m \tag{2.3.22}
\end{equation*}
$$

where $d$ is the maximum degree of the graph and $|E|=m$. Thus, for fixed $v$ and $p$ the standard deviation $[\Delta(C)]$ is at most of the order $\sqrt{m}$. The interpretation of this result is that the sample mean calculated of order $m^{2}$ values of objective function $C(z)$ will be within 1 of $\left\langle H_{P}\right\rangle(\vec{\gamma}, \vec{\beta})$ with probability equal to $\left(1-m^{-1}\right)$. This generally means that there is only a small probability that we get an answer string $z$ with $C(z)$ much bigger than $\left\langle H_{p}\right\rangle$.

Another significant result that quantifies the performance of QAOA for a specific problem is the approximation ratio for MaxCut on 3-regular graphs, also known as cubic graphs, for $p=1$ which was shown in [16. The first step is to analyse the investigated graphs. A cubic graph with vertices $|V|=n$ has $|E|=\frac{3 n}{2}$ edges, because each vertice has three neighbours. Then the number of following subgraphs is read from the graph. Where the leaving edges in $G_{\triangle}$ end in distinct vertices and the two
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edges leaving $G_{\square}$ are not the same edge.

$$
\begin{align*}
& N_{\triangle}:=\#\left(G_{\triangle}\right)  \tag{2.3.23}\\
& N_{\square}:=\#\left(G_{\square}\right) \tag{2.3.24}
\end{align*}
$$

$G_{\triangle}$ and $G_{\square}$ do not have common vertices, this implies that $3 N_{\triangle}+4 N_{\square} \leq n$. Using the notation from figure 2.3 it can be seen that the $G_{\square}$ consists of 1 edge with $G_{4}$ type subgraph and 4 edges with $G_{5}$ type subgraph, while the $G_{\triangle}$ has 3 edges with $G_{5}$ type subgraph. Other $\left(\frac{3 n}{2}-5 N_{\square}-3 N_{\triangle}\right)$ edges there are $G_{6}$ type subgraph. Thus, $\left\langle H_{P}\right\rangle$ can be expressed as

$$
\begin{equation*}
\left\langle H_{P}\right\rangle=N_{\square} f_{G_{4}}(\gamma, \beta)+\left(4 N_{\square}+3 N_{\triangle}\right) f_{G_{5}}(\gamma, \beta)+\left(\frac{3 n}{2}-5 N_{\square}-3 N_{\triangle}\right) f_{G_{6}}(\gamma, \beta) . \tag{2.3.25}
\end{equation*}
$$

From the definition $\mathrm{Eq}(2.1 .11)$ now follows that $M_{1}$ is function only of $n, N_{\square}, N_{\triangle}$

$$
\begin{equation*}
M_{1}\left(n, N_{\square}, N_{\triangle}\right)=\max _{\gamma, \beta}\left\langle H_{P}\right\rangle(\gamma, \beta) . \tag{2.3.26}
\end{equation*}
$$

Last step is to give an upper bound for the number of satisfied edges. For both subgraphs $G_{\triangle}$ and $G_{\square}$ the best cut leaves 1 edge not crossed. This gives the upper bound $\left(\frac{3 n}{2}-N_{\square}-N_{\triangle}\right)$. Hence the ratio is

$$
\begin{equation*}
R \geq \frac{M_{1}\left(n, N_{\square}, N_{\triangle}\right)}{\left(\frac{3 n}{2}-N_{\square}-N_{\triangle}\right)}=\frac{M_{1}\left(1, n_{\square}, n_{\Delta}\right)}{\left(\frac{3 n}{2}-n_{\square}-n_{\Delta}\right)}, \tag{2.3.27}
\end{equation*}
$$

where $n_{\square}:=\frac{N_{\square}}{n}$ and $n_{\triangle}:=\frac{N_{\triangle}}{n}$. The last expression can be computed using classic computer. Using this method in publication ${ }^{n} 16$ it was shown that the minimum of $\mathrm{Eq}(2.3 .27)$ is reached for $n_{\square}=0$ and $n_{\Delta}=0$ and is equal to 0.6924 . In conclusion this means that the approximation ratio is

$$
\begin{equation*}
R \geq 0.6924 . \tag{2.3.28}
\end{equation*}
$$

### 2.3.2 Alternative approach to $\left\langle H_{P}\right\rangle$ simplification using Pauli Solver

The presented way of solving the problem of $\left\langle H_{P}\right\rangle$ simplification is naturally not the only possible. An interesting alternative, named Pauli Solver, to the first approach was presented in publication 19 . This approach is based on using more general properties of the objective function elements, so it can be applied to broader class of objective functions. Its basic principles make the Pauli Solver easier to implement on classic computer.
Definition 2.14 (Pauli Solver algorithm). Let $C(z)=\sum_{i=1}^{m} C_{i}(z)$ be the objective function with phase Hamiltonians $H_{P}$ and $H_{P i}$. For $p=1$ define $Q:=U_{M}(\beta) U_{P}(\gamma)$. The Pauli expansion of $Q^{\dagger} H_{P i} Q$ is

$$
\begin{equation*}
Q^{\dagger} H_{P i} Q=a_{0} I+\sum_{j=1}^{n} \sum_{\sigma \in\{X, Y, Z\}} a_{j \sigma} \sigma_{j}+\sum_{j \neq k} \sum_{\sigma, \lambda \in\{X . Y, Z\}} a_{j k \sigma \lambda} \sigma_{j} \lambda_{k}+\ldots, \tag{2.3.29}
\end{equation*}
$$

where $a_{\alpha} \in \mathbb{R}$. Now the following property of initial state is used

$$
\begin{align*}
\langle+| I|+\rangle & =1 & \langle+| Y|+\rangle & =0  \tag{2.3.30}\\
\langle+| X|+\rangle & =1 & & \langle+| Z|+\rangle=0
\end{align*}
$$

to write

$$
\begin{equation*}
\langle\gamma, \beta| H_{P i}|\gamma, \beta\rangle=\langle s| Q^{\dagger} H_{P i} Q|s\rangle=a_{0}+\sum_{j=1}^{n} a_{j X}+\sum_{j \neq k} a_{j k X X}+\ldots \tag{2.3.32}
\end{equation*}
$$

The following algorithm is applied to compute $\left\langle H_{P}\right\rangle$. This algorithm is then generalized for level $p \geq 1$

```
Algorithm 1: Pauli solver algorithm
    Data: Objective function \(C(z)\)
    Result: Expectation value \(\left\langle H_{P}\right\rangle\) formula
    begin
        Decompose \(C(z)\) to sum of \(C_{i}(z)\)
        for \(i\) in \([m]\) do
            Apply the Pauli expansion Eq (2.3.29) on \(Q^{\dagger} H_{P i} Q\)
            Keep only the terms containing \(X\) and \(I\) operators.
            Set \(\left\langle H_{P}\right\rangle\) to the sum of remainder according to Eq (2.3.32)
```

by using $Q_{p}=U_{M}\left(\beta_{p}\right) U_{P}\left(\gamma_{p}\right) \ldots U_{M}\left(\beta_{1}\right) U_{P}\left(\gamma_{1}\right)$

Apart from the obvious application of Pauli Solver to simplify expressions programmatically, e.g. using a Python program, the identities of the solver can be used to prove important closed form formulas for MaxCut problem (19).

Theorem 2.15 (QAOA for MaxCut). Let $|\gamma, \beta\rangle$ be a 1-level QAOA state on a graph $G$. Then for each edge $\langle u, v\rangle$ the expectation value $\langle\gamma, \beta| C_{u v}|\gamma, \beta\rangle$ is

$$
\begin{align*}
\left\langle C_{u v}\right\rangle(U, V, T): & =\langle\gamma, \beta| C_{u v}|\gamma, \beta\rangle \\
= & \frac{1}{2}+\frac{1}{4} \sin (4 \beta) \sin \gamma\left(\cos ^{U} \gamma+\cos ^{V} \gamma\right)  \tag{2.3.33}\\
& -\frac{1}{4} \sin ^{2}(2 \beta) \cos ^{U+V-2 T} \gamma\left(1-\cos ^{T}(2 \gamma)\right)
\end{align*}
$$

where $U=(\operatorname{deg} u-1), V=(\operatorname{deg} v-1) \quad{ }^{6}$ and $T$ represents the number of triangles in the graph containing the edge $\langle u, v\rangle^{7}$. Hence, the expectation value for whole graph $G$ is

$$
\begin{align*}
\langle C\rangle=\langle\gamma, \beta| C|\gamma, \beta\rangle & =\sum_{\langle u, v\rangle}\left\langle C_{u v}\right\rangle(U(u, v), V(u, v), T(u, v)) \\
& =\sum_{(U, V, T)}\left\langle C_{u v}\right\rangle(U, V, T) n(U, V, T) \tag{2.3.34}
\end{align*}
$$

where $n(U, V, T)$ is the number of edges with parameters $(U, V, T)$ in the whole graph $G$.

Proof. Let $Q=\mathrm{e}^{-\mathrm{i} \beta B}$ according to definition 2.14. Using the formula Eq (2.3.14) it can be seen that

$$
\begin{align*}
\langle C\rangle & =\langle s| Q^{\dagger} H_{P} Q|s\rangle \\
& =\langle s| Q^{\dagger}\left(\sum_{\langle u, v\rangle,|E|=m} \frac{1}{2}\left(I-Z_{u} Z_{v}\right)\right) Q|s\rangle  \tag{2.3.35}\\
& =\frac{m}{2}-\frac{1}{2} \sum_{\langle u, v\rangle}\langle s| Q^{\dagger} Z_{u} Z_{v} Q|s\rangle .
\end{align*}
$$

Hence, only the second term needs to be simplified further. As in Pauli Solver, commutation properties imply $\mathrm{e}^{\mathrm{i} \beta H_{M}} Z_{u} Z_{v} \mathrm{e}^{-\mathrm{i} \beta H_{M}}=\mathrm{e}^{2 \mathrm{i} \beta X_{u}} \mathrm{e}^{2 \mathrm{i} \beta X_{v}} Z_{u} Z_{v}$. Using the identities (4)

$$
\begin{equation*}
\mathrm{e}^{-\mathrm{i} \theta \sigma_{i}}=\cos (\theta) I-\mathrm{i} \sin (\theta) \sigma_{i} \tag{2.3.36}
\end{equation*}
$$

where $\theta$ is an angle in $[0,2 \pi]$ and $\sigma_{i}$ for $i \in\{0,1,2,3\}$ is a Pauli matrix, and

$$
\begin{equation*}
\mathrm{i} X_{i} Z_{i}=-Y_{i} \tag{2.3.37}
\end{equation*}
$$

and substitution $a=\cos (2 \beta), b:=\sin (2 \beta)$, we can see that

$$
\begin{align*}
\mathrm{e}^{\mathrm{i} \beta H_{M}} Z_{u} Z_{v} \mathrm{e}^{-\mathrm{i} \beta H_{M}}= & (\cos (2 \beta))^{2} Z_{u} Z_{v}+\sin (2 \beta) \cos (2 \beta)\left(Y_{u} Z_{v}+Z_{u} Y_{v}\right) \\
& +(\sin (2 \beta))^{2} Y_{u} Y_{v} a^{2} Z_{u} Z_{v}  \tag{2.3.38}\\
& +a b\left(Y_{u} Z_{v}+Z_{u} Y_{v}\right)+b^{2} Y_{u} Y_{v}
\end{align*}
$$

This expression can now be simplified term by term. Starting with first term, the commutation property of $Z_{u} Z_{v}$ with $\mathrm{e}^{ \pm H_{P}}$ along with identity $\mathrm{Eq}(\sqrt{2.3 .30})$ imply that its contribution will be zero. For the second term a procedure similar to $\mathrm{Eq}(2.3 .38)$ is used

$$
\begin{align*}
\langle s| \mathrm{e}^{\mathrm{i} \gamma H_{P}} Y_{u} Z_{v} \mathrm{e}^{-\mathrm{i} \gamma H_{P}}|s\rangle & =\langle s| \mathrm{e}^{2 \mathrm{i} \gamma C_{u v}} \mathrm{e}^{2 \mathrm{i} \gamma C_{u}} Y_{u} Z_{v}|s\rangle \\
& =\langle s| \mathrm{e}^{-\mathrm{i} \gamma Z_{u} Z_{v}} \mathrm{e}^{-\mathrm{i} \gamma \sum_{w \in W} Z_{u} Z_{w}} Y_{u} Z_{v}|s\rangle \\
& =[\text { Substitution: } c:=\cos \gamma, d=\sin \gamma]  \tag{2.3.39}\\
& =\langle s|\left(c I-\mathrm{i} d Z_{u} Z_{v}\right) \prod_{j=1}^{U}\left(c I-\mathrm{i} d Z_{u} Z_{w_{j}}\right) Y_{u} Z_{v}|s\rangle
\end{align*}
$$

[^7]where $C_{x}=\sum_{w \in W} C_{x w}$ and $W=\{w \in E \mid w$ is neighbour of $u\} \backslash\{v\}$. In the last result it can be seen that upon expanding the product the only term in resulting sum with non-zero contribution will be
\[

$$
\begin{align*}
\langle s| \mathrm{e}^{\mathrm{i} \gamma H_{P}} Y_{u} Z_{v} \mathrm{e}^{-\mathrm{i} \gamma H_{P}}|s\rangle & =\langle s|-\mathrm{i} d c^{U} Z_{u} Z_{v} I^{\otimes U} Y_{u} Z_{v}|s\rangle \\
& =\left[\operatorname{Using} \text { identity: } Z_{u} Z_{v} I^{\otimes U} Y_{u} Z_{v}=-\mathrm{i} X_{u}\right]  \tag{2.3.40}\\
& =\langle s|-\mathrm{i} d c^{U}\left(-\mathrm{i} X_{u}\right)|s\rangle \\
& =-\mathrm{i} d c^{U}
\end{align*}
$$
\]

Similarly for $\langle s| \mathrm{e}^{\mathrm{i} \gamma H_{P}} Z_{u} Y_{v} \mathrm{e}^{-\mathrm{i} \gamma H_{P}}|s\rangle=-d c^{V}$. The third term is simplified in following way

$$
\begin{align*}
\langle s| \mathrm{e}^{\mathrm{i} \gamma H_{P}} Y_{u} Y_{v} \mathrm{e}^{-\mathrm{i} \gamma H_{P}}|s\rangle & =\langle s| \mathrm{e}^{2 \mathrm{i} \gamma C_{u}} \mathrm{e}^{2 \mathrm{i} \gamma C_{v}} Y_{u} Z_{v}|s\rangle \\
& =\langle s| \prod_{j=1}^{U}\left(c I-\mathrm{i} d Z_{u} Z_{w_{j}}\right) \prod_{k=1}^{V}\left(c I-\mathrm{i} d Z_{u} Z_{w_{k}}\right) Y_{u} Y_{v}|s\rangle . \tag{2.3.41}
\end{align*}
$$

In the last expression the terms which contribute fall into several categories. The first category is

$$
\begin{equation*}
\left\langle c^{U+V-2} d^{2}\right|(c I)^{U+V-2}\left(-\mathrm{i} d Z_{u} Z_{w}\right)\left(-\mathrm{i} d Z_{v} Z_{w}\right) Y_{u} Y_{v}\left|c^{U+V-2} d^{2}\right\rangle \tag{2.3.42}
\end{equation*}
$$

where the contribution is implied by the procedure applied before for second term. This category appears in the sum $T$ times. If $T>2$ other categories need to be considered because $Z_{u} Z_{w_{i}} Z_{u} Z_{w_{i}}=I$. The next category contains three different pairs of $Z_{u} Z_{w_{i}}$ and $Z_{v} Z_{w_{i}}$. This implies the contributions will be proportional to $\left(d^{2}\right)^{3}=d^{6}$ and that this category contains $\binom{T}{3}$ terms. This observation can be generalized to formula

$$
\begin{align*}
\langle s| \mathrm{e}^{\mathrm{i} \gamma H_{P}} Y_{u} Y_{v} \mathrm{e}^{-\mathrm{i} \gamma H_{P}}|s\rangle & =\binom{T}{1}\left(c^{U+V-2} d^{2}\right)+\binom{T}{3}\left(c^{U+V-6} d^{6}\right)+\binom{T}{5}\left(c^{U+V-10} d^{10}\right)+\ldots \\
& =c^{U+V-2 T} \sum_{j=1,3,5 . .}^{T}\binom{T}{j} c^{2(T-j)} d^{2 j}  \tag{2.3.43}\\
& =[\text { Binomial theorem for } N \in \mathbb{N}, A, B \in \mathbb{R}] \\
& =c^{U+V-2 T} \frac{1}{2}\left(c^{2}+d^{2}\right)^{T}-\left(c^{2}+d^{2}\right)^{T} \\
& =\frac{1}{2} c^{U+V-2 T}\left(1-\cos ^{T}(2 \gamma)\right)
\end{align*}
$$

where the used binomial formula is $\sum_{i \in\{1,3,5, \ldots\}}^{N}\binom{N}{i} A^{N-i} B^{i}=\frac{1}{2}\left((A+B)^{N}-(A-B)^{N}\right)$. The sum of the found simplifications gives proof of equation $\mathrm{Eq}(2.3 .33)$ and sum over all edges $\langle u, v\rangle$ proofs Eq (2.3.34)

What is left is to show the following theorem for much simpler case of graph without triangles.
Theorem 2.16 (QAOA for MaxCut for graph without triangles). For QAOA on MaxCut applied to

1. a D-regular graph $G$ without triangles the expectation value can be computed as

$$
\begin{equation*}
\langle C\rangle=\frac{m}{2}+\frac{m}{2} \sin (4 \beta) \cos ^{D-1} \gamma . \tag{2.3.44}
\end{equation*}
$$

The maximum value of $\langle C\rangle$ is

$$
\begin{equation*}
\max _{\gamma, \beta}\langle C\rangle=\frac{m}{2}+\frac{m}{2} \frac{1}{\sqrt{D}}\left(\frac{D-1}{D}\right)^{\frac{D-1}{2}} \tag{2.3.45}
\end{equation*}
$$

This value will be noted as $C_{\max }^{\text {reg }}(D)=\max _{\gamma, \beta}\langle C\rangle$ For this case the approximation ratio 2.1 has lower bound

$$
\begin{equation*}
\max _{\gamma, \beta}\langle R\rangle>\frac{1}{2}+\frac{1}{1 \sqrt{\mathrm{e} D}}=\frac{1}{2}+\Omega\left(\frac{1}{\sqrt{D}}\right) \tag{2.3.46}
\end{equation*}
$$

2. an arbitrary graph $G$ without triangles with maximum degree $D_{G}$ with $N_{D}$ vertices of degree $D$, for $D \in\{2,3, \ldots\}$ the expectation value can be computed as

$$
\begin{equation*}
\langle C\rangle=\frac{m}{2}+\frac{1}{4} \sin (4 \beta) \sin \gamma \sum_{D \in\{2,3, \ldots\}} D \cos ^{D-1} \gamma \tag{2.3.47}
\end{equation*}
$$

The $\max _{\gamma, \beta}\langle C\rangle$ and $\max _{\gamma, \beta}\langle R\rangle$ are according to $\mathrm{Eq}(2.3 .45$ and $\mathrm{Eq}(2.3 .46$ respectively

$$
\begin{gather*}
\max _{\gamma, \beta}\langle C\rangle \geq C_{\max }^{\mathrm{reg}}\left(D_{G}\right)>\frac{1}{2}+\frac{m}{2 \sqrt{\mathrm{e} D_{G}}}  \tag{2.3.48}\\
\max _{\gamma, \beta}\langle R\rangle>\frac{1}{2}+\frac{1}{1 \sqrt{\mathrm{e} D_{G}}} \tag{2.3.49}
\end{gather*}
$$

Proof. The equation Eq (2.3.44) is given by the previous Theorem 2.15, the following Eq (2.3.45) is derived by plugging angles from the next Theorem 2.18 into Eq (2.3.44). To get the third equation $\mathrm{Eq}(2.3 .46)$ we use the approximations

$$
\begin{equation*}
\langle R\rangle \geq \frac{\langle C\rangle}{m} \tag{Eq}
\end{equation*}
$$

and $\left(\frac{k}{k+1}\right)^{k}>\frac{1}{\mathrm{e}}$, both of which follow from respective definitions.

The edges one edge $u$ of $\operatorname{deg}(u)=1$ can be always cut, thus the considered $D \in\{2,3, \ldots\}$. Hence, the $\mathrm{Eq}(2.3 .44)$ can be trivially modified to Eq (2.3.47).

This theorem gives many interesting results without need to perform simulations such as those in [16]. The equation Eq (2.3.45) gives

| $D$ | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| $\max _{\gamma, \beta}\langle R\rangle$ | 0.75 | 0.69245 | 0.66238 | 0.64310 |

Table 2.2: Numeric values of approximation ratio for various graph degrees

From the second part of Theorem 2.16 it can be seen that $\max _{\gamma, \beta}\langle C\rangle>\frac{m}{2}$, and the approximation $\mathrm{Eq}(2.3 .50$ implies that approximation ratio can always be made greater than 0.5 by setting $\gamma, \beta$ accordingly.

To get more valuable numeric results for graphs without triangles the following theorem is to be proved.

Definition 2.17 (Optimal angle). 19 The angles $(\tilde{\gamma}, \tilde{\beta})$ are optimal, when the lower bound of approximation ratio is maximal for $(\tilde{\gamma}, \tilde{\beta})$, i.e.

$$
\begin{equation*}
\langle R\rangle(\tilde{\gamma}, \tilde{\beta})=\max _{\gamma, \beta}\langle R\rangle \tag{2.3.51}
\end{equation*}
$$

This condition can be approximated by calling $(\tilde{\gamma}, \tilde{\beta})$ optimal angles, if they maximize $\frac{\langle C\rangle}{m}$ according to Eq (2.3.50).
Theorem 2.18 (Properties of optimal angles for graph without triangles). Consider 1-level QAOA applied to MaxCut problem on a graph $G$ without triangles.

1. If $G$ is a D-regular, then there is only one pair $(\tilde{\gamma}, \tilde{\beta})$

$$
\begin{equation*}
(\tilde{\gamma}, \tilde{\beta})=\left(\operatorname{arctg} \frac{1}{\sqrt{D-1}}, \frac{\pi}{8}\right) \tag{2.3.52}
\end{equation*}
$$

for $D \in\{2,3, \ldots\}$, such that all other optimal angles $\left(\tilde{\gamma}^{\prime}, \tilde{\beta}^{\prime}\right)$ satisfy $0 \leq \tilde{\gamma}<\tilde{\gamma}^{\prime}$ and $0 \leq \tilde{\beta}<\tilde{\beta}$ Larger optimal angles are characterized by $D$.

- For $D$ even all optimal angles have forms:

$$
\begin{array}{r}
\left(\tilde{\gamma}+k \pi, \tilde{\beta}+l \frac{\pi}{2}\right) \\
\left(-\tilde{\gamma}+m \pi,-\tilde{\beta}+n \frac{\pi}{2}\right) \tag{2.3.54}
\end{array}
$$

where $k, l, m, n \in \mathbb{Z}$

- For $D$ odd all optimal angles have forms:

$$
\begin{array}{r}
\left(\tilde{\gamma}+k 2 \pi, \tilde{\beta}+l \frac{\pi}{2}\right) \\
\left(-\tilde{\gamma}+k 2 \pi,-\tilde{\beta}+l \frac{\pi}{2}\right) \\
\left(-\tilde{\gamma}+(2 k+1) \pi, \tilde{\beta}+l \frac{\pi}{2}\right) \\
\left(\tilde{\gamma}+(2 k+1) \pi,-\tilde{\beta}+l \frac{\pi}{2}\right) \tag{2.3.58}
\end{array}
$$

where $k, l \in \mathbb{Z}$.
2. If $G$ is an arbitrary graph with maximum degree $D_{G}^{\max }$ and minimum degree $D_{G}^{\min }$, then there is only one pair $(\tilde{\gamma}, \tilde{\beta}) \in\left[0, \frac{\pi}{2}\right]^{\otimes 2}$

$$
\begin{equation*}
\operatorname{arctg} \frac{1}{\sqrt{D_{G}^{\max }-1}} \leq \tilde{\gamma} \leq \operatorname{arctg} \frac{1}{\sqrt{D_{G}^{\min }-1}} \tilde{\beta}=\frac{\pi}{8} \tag{2.3.60}
\end{equation*}
$$

Using this pair $(\tilde{\gamma}, \tilde{\beta})$, all optimal angles can be written as

$$
\begin{array}{r}
\left(\tilde{\gamma}+2 k \pi, \tilde{\beta}+l \frac{\pi}{2}\right) \\
\left(-\tilde{\gamma}+2 m \pi,-\tilde{\beta}+n \frac{\pi}{2}\right) \tag{2.3.62}
\end{array}
$$

where $k, l \in \mathbb{Z}$.

| $D$ | 2 | 3 |
| :---: | :---: | :---: |
| $(\tilde{\gamma}, \tilde{\beta})$ | $(\pi / 4, \pi / 8)$ | $(0.6155, p / 8)$ |

Table 2.3: Numeric values of optimal angles for various graph degrees

This theorem gives the values of optimal angles used in proof of 2.16.

Proof. To find the "smallest" optimal angles, the usual procedure for finding function extremes using partial derivatives is applied. The other optimal angles can be found by applying the following observations:

- The expectation value from equation $\mathrm{Eq}(2.3 .44)$ from theorem 2.16 can be written as

$$
\begin{equation*}
\langle C\rangle(\gamma, \beta)=\frac{m}{2}+f(\gamma) \cdot g(\beta) \tag{2.3.63}
\end{equation*}
$$

- $f(\gamma)$ and $g(\beta)$ are odd and periodic, i.e.

$$
\begin{array}{rr}
f(\gamma)=f(-\gamma) & g(\beta)=g(-\beta) \\
f(\gamma)=f(\gamma+\pi) & \text { For D odd } \\
f(\gamma)=f(\gamma+2 \pi) & \text { For D even } \\
g(\beta)=g\left(\beta+\frac{\pi}{2}\right) & \tag{2.3.67}
\end{array}
$$

- $\sum_{D} D N_{D}=2 m$, where $m=|E|$, and $D N_{D}>0, \forall D \in\{2,3, \ldots\}$. This means that Eq (2.3.44) can be viewed as a convex combination of $\mathrm{Eq}(2.3 .47)$. Hence, we get the third part of theorem.

It is now straightforward to generalize the results for optimal angles to get the approximations for $\max _{\gamma, \beta}\langle C\rangle$ and $\max _{\gamma, \beta}\langle R\rangle$.
Corollary 2.19. Consider QAOA applied to MaxCut problem on

1. a graph $G$, such that maximum degree is $D_{G}$ and containing $T$ triangles. Then

$$
\begin{equation*}
\max _{\gamma, \beta}\langle C\rangle \geq \max \left\{\frac{m}{2}+\frac{m}{2 \sqrt{\mathrm{e} D_{G}}}-O\left(\frac{T}{D_{G}}\right), \frac{m}{2}\right\} \tag{Eq}
\end{equation*}
$$

2. a graph $G$, with maximum degree $D_{G}=\mathcal{O}(1)$. Then

$$
\begin{equation*}
\max _{\gamma, \beta}\langle R\rangle \geq \frac{1}{2}+\frac{2}{2 \sqrt{\mathrm{e} D_{G}}}-O\left(\frac{1}{D_{G}}\right) \tag{2.3.69}
\end{equation*}
$$

Proof. The first statement is the result of plugging $\tilde{\gamma}=\operatorname{arctg} \frac{1}{\sqrt{D_{G}-1}}, \tilde{\beta}=\frac{\pi}{8}$ from equation $\operatorname{Eq}$ (2.3.60) into $\mathrm{Eq}(2.3 .44)$ and repeating selected of the approximation used to derive $\mathrm{Eq}(2.3 .45)$. The theorems

## 2. Quantum approximate optimization algorithm

for graph without triangles can be used because $\max _{\gamma, \beta}\langle C\rangle \geq\langle\tilde{\gamma}, \tilde{\beta}| C|\tilde{\gamma}, \tilde{\beta}\rangle$, where the term on right side is our approximation. For large $T$ the expression $\frac{m}{2}+\frac{m}{2 \sqrt{\mathrm{e} D_{G}}}-O\left(\frac{T}{D_{G}}\right)$ may become lower than $\frac{m}{2}$. In this case the trivial choice $\tilde{\gamma}=\tilde{\beta}=0$ gives the other approximation.

To derive the second statement from the first, the lower bound for approximation ration Eq (2.3.50) is used along with in terms of $m=|E|$ we have $D_{G}(m)=\mathcal{O}(1)$ and $T=\mathcal{O}(m)$.

The results from [19] were further developed and applied in 24 .

To put the results above into perspective, few notable results are listed bellow. The result above improves upon the previous results from 2015 technical report 25 where the number of cut edges, i.e. $\max _{\gamma, \beta}\langle C\rangle$, for D-regular graph was bound by

$$
\begin{equation*}
\left(\frac{1}{2}+\frac{\mathcal{O}(1)}{\sqrt{D} \ln (D)}\right) \tag{2.3.70}
\end{equation*}
$$

The approximation of $\langle C\rangle$ for D-regular triangle-free graphs is superior to best known classical alternative for $D>3$. However, for $D=3$, there is a classical algorithm with better result. [24]

| $D$ | Quantum $\langle C\rangle$ | Classical $\overline{C(z)}$ |
| :---: | :---: | :---: |
| $>3$ | $\left(\frac{1}{2}+\frac{0.3032}{\sqrt{D}}\right)$ | $\left(\frac{1}{2}+\frac{0.3032}{\sqrt{D}}\right)$ |

Table 2.4: Comparison of classical and quantum algorithms for MaxCut 24

### 2.4 Algorithms related to QAOA

Prior to discovery of the QAOA the Quantum Adiabatic Algorithm (QAA) was presented in [26]. As mentioned in 2.2 the QAA find an optimal solution unlike the QAOA, which find an approximate solution. However, the QAOA has several advantages over other algorithms. Firstly its low level variant has simpler implementation on quantum computers capable of working with arbitrary unitary gates. Secondly there are cases where the QAOA succeeds, whereas the QAA fails. An example was presented in publication [27]. It was shown that if the objective function is symmetric in all $n$ bits, i.e. it depends only on the Hamming weight ${ }^{8}$, the QAA produces false minimum for subexponential run time $T$. The properties of QAOA suggest that for large $n$ there are angles $\gamma$ and $\beta$ such that the final state is near true solution for $p$ as little as 1 . Finally, its approximation of solution improves with increasing $p$. On the other hand the success probability of the QAA depends on total run time $T$. This relation may not be monotonous and the necessary run time $T$ may grow exponentially with $n$. 16

Since the QAOA was first presented, new modifications were suggested. The Quantum Alternating Operator Ansatz may be considered as an extension of the QAOA specialized in problems with

[^8]constraints. The essence of the extension is usage of partial mixing operators. The mixing operators $U_{M}(\beta)$ are decomposed into multiple partial mixing operators $U_{M, j}(\beta)$. This approach allows more convenient mapping of general problems to quantum circuits. (13, 28


Figure 2.5: Schematic of a mixing operator decomposition into partial mixing operators 28

## Chapter 3

## Variational quantum eigensolver

A common problem in many fields of research is to find the eigenvalues of a given operator, i.e. the values $\lambda$ for a linear operator $T$ such that

$$
\begin{equation*}
T(\mathbf{v})=\lambda \mathbf{v} \tag{3.0.1}
\end{equation*}
$$

where $v$ an eigenvector. In the terminology of quantum physics the problem can be seen as finding the states of the quantum system. A particular interest is in finding the state with the lowest energy, i.e. the ground state. To solve the eigenvalue problem, number of specialized algorithms were developed, which are referred to as eigensolvers.
Definition 3.1 (Eigenvalue algorithm, Eigensolver). The group of algorithms used to find or estimate one or more eigenvalues of an operator, i.e. $\lambda$ from $\mathrm{Eq}(3.0 .1)$, is referred to as eigenvalue algorithms or eigensolvers. Some eigensolvers may also compute the eigenvectors of the operator. The eigenvalues can be than used to explore the spectrum of the studied operator. [20]

It needs to be emphasized that the algorithms for operators given by matrix with size larger than four are, except for special matrices, numeric. This means that their results are approximations of the eigenvalues. The numerous examples of classical eigensolvers includes Jacobi eigenvalue algorithm, power iteration algorithm and QR algorithm for Hessenberg matrices. But the broad definition 3.1 applies to both the classic and the quantum eigensolvers. In the case of quantum algorithms the problems are formulated in terms of eigenstates of Hamiltonians rather than general operators or matrices.

This brings us to the other algorithm covered in this project, that is the Variational Quantum Eigensolver (VQE). The VQE is an eigenvalue algorithm designed to find the upper bound for the ground-state of a given Hamiltonian. It was presented in 2015 article 29 along with practical a demonstration using photonic hybrid quantum computer and applied to problems of quantum chemistry. This result information from VQE can be then used to study properties of molecules, by the means of their electron structures 30 , and condensed-state matter 31]. This gives the VQE a wide range of application including quantum chemistry|13], material sciences [32], medicine [33] and nuclear physics [34]. The topic of applications for discussed algorithms is continued in Chapter 5. Although VQE is not a quantum simulation, which could directly profit from the fact that the resources necessary for

## 

simulating a quantum system grow exponentially for a conventional simulation and only linearly for quantum simulation, the VQE may still offer quantum advantage in comparison to classical eigenvalue algorithms.

As it was noted in the introductory chapter, VQE belongs to family of VQA algorithms which use an optimization loop and parametrized ansatz to reach the solution of the problem. The VQE is similar to QAOA described in chapter 2 in that it is based around applying a quantum circuit with parametrized Hamiltonian, that is initialized as an ansatz, on a quantum register in initial state $|0\rangle^{\otimes N}$, which is different from the initial state used in QAOA 2.5, and optimizing the parameters according to the result of measurement. This variational optimization of ansatz parameters is performed to minimize the trial energy ${ }^{1}$ while satisfying the constraint to stay higher than exact ground-state energy by means of variational principle [35, 36||37]. Before we can proceed to describe the algorithm in pseudocode manner in Section 3.1.1, the motivation and theory needs to be presented.

### 3.1 Description of VQE

The theoretical foundations of VQE from article [29] were later built upon in research [38], to extend the possibilities of the new algorithm. In order to give a consistent picture of the algorithm, the formalism used in more recent [38] will be employed.

To describe the VQE we will consider two quantum systems, a quantum computer $C$ consisting of $N$ qubits and target system $T$ with Hamiltonian $H$, which is the object of our study. The only requirement for $T$ is that, the Hamiltonian $H$ has to act on space of less than $N$ qubits. Considering an operator $O$ acting on system $T$, as a more general case instead of $H$. The second requirement is that $O$ needs to have a decomposition

$$
\begin{equation*}
O=\sum_{\alpha} w_{\alpha} O_{\alpha} \tag{Eq}
\end{equation*}
$$

where $O_{\alpha}$ are terms easily measurable in system $C$. This requirement is implied by the limitations of the computer $C$ to projective measurements. It is worth noting that the limitation can be solved by using the ancillary qubits, this allows the application of POVM measurements 4 .

As mentioned in the introduction of this chapter, the VQE is based on optimizing the lowest upper bound for the minimal expectation value of a given observable, in the studied case a Hamiltonian $H$, by finding the optimal parametrization of trial wave function $|\psi(\boldsymbol{\theta})\rangle$, where $\boldsymbol{\theta}$ represents a vector of parameters. This can be seen from the variational theorem of quantum mechanics, which gives the following inequality for $|\psi(\boldsymbol{\theta})\rangle$ of $C$ applied to Hamiltonian $H$ of $T$,

$$
\begin{equation*}
E_{0} \leq \frac{\langle\psi(\boldsymbol{\theta})| H|\psi(\boldsymbol{\theta})\rangle}{\langle\psi(\boldsymbol{\theta}) \mid \psi(\boldsymbol{\theta})\rangle} \tag{3.1.2}
\end{equation*}
$$

where $E_{0}$ is the ground-state for $H$, equivalent to the lowest eigenvalue, and $|\psi(\boldsymbol{\theta})\rangle$ is the trial wave function, which has the role of an approximation of an eigenvector. From Eq (3.1.2) follows the conclusion that by minimizing the right-hand side we can approximate the ground-state for $H$. The trial state $|\psi(\boldsymbol{\theta})\rangle$ is constructed according to the ansatz from the initial state $|\mathbf{0}\rangle:=|0\rangle^{\otimes N}$ using a unitary

[^9]operator $U(\theta)(U(\theta)$ represents the part of circuit, not a single gate), where $\boldsymbol{\theta}$ is the parameter vector. To keep the inequality simple we require $|\psi(\boldsymbol{\theta})\rangle$ to be normalized, i.e. $\langle\psi(\boldsymbol{\theta}) \mid \psi(\boldsymbol{\theta})\rangle=1$. The equation Eq (3.1.2) takes form $\langle H\rangle(\boldsymbol{\theta}):=\langle\psi(\boldsymbol{\theta})| H|\psi(\boldsymbol{\theta})\rangle \geq E_{0}$. This procedure ends with measurement of the trial energy, which is to be minimized
\[

$$
\begin{equation*}
E_{\mathrm{VQE}}=\min _{\theta}\langle\mathbf{0}| U^{\dagger}(\boldsymbol{\theta}) H U(\boldsymbol{\theta})|\mathbf{0}\rangle . \tag{3.1.3}
\end{equation*}
$$

\]

Appling the requirement $\mathrm{Eq}(3.1 .1)$ we conclude that in order to implement the Hamiltonian, it has to be first mapped to spin operators, which are converted to so-called Pauli strings, i.e. a tensor products of $N$ Pauli operators Eq (1.1.2), where $N$ stands for the number of qubits in the circuit. Hence, the desired Hamiltonian in matrix form can be rewritten in form a weighted sum of Pauli strings

$$
\begin{equation*}
H=\sum_{\alpha}^{N_{P}} w_{\alpha} P_{\alpha} \tag{3.1.4}
\end{equation*}
$$

where $N_{P} \in \mathbb{N}$ is the number of Pauli strings in the Hamiltonian, $w_{\alpha} \in \mathbb{R}$ are the weight coefficients and finally $P_{\alpha} \in\{I, X, Y, Z\}^{\otimes N}$. The decomposition of Hamitonian in Eq (3.1.4) is possible for the Ising Hamiltonins $2^{2}$ and more general Hamiltonian by virtue of encoding which is described for molecular Hamiltonians in Section 3.2.1. Thus, Eq (3.1.3) takes form

$$
\begin{equation*}
E_{\mathrm{VQE}}=\min _{\theta} \sum_{\alpha}^{N_{P}} w_{\alpha}\langle\mathbf{0}| U^{\dagger}(\theta) P_{\alpha} U(\theta)|\mathbf{0}\rangle \tag{3.1.5}
\end{equation*}
$$

This from clearly hints that a great advantage of VQE lies in parallelization. Each summand can be evaluated in parallel, leaving only summation and optimization to the conventional computer.

To see one of the advantages of VQE, we rewrite the trial function $|\psi(\boldsymbol{\theta})\rangle$ as a density matrix [4]

$$
\begin{equation*}
\rho(\boldsymbol{\theta})=|\psi(\boldsymbol{\theta})\rangle\langle\psi(\boldsymbol{\theta})| \tag{3.1.6}
\end{equation*}
$$

and write the expectation value formula

$$
\begin{equation*}
\langle H\rangle(\boldsymbol{\theta})=\operatorname{Tr}[\rho(\boldsymbol{\theta}) H] . \tag{3.1.7}
\end{equation*}
$$

The ground-state variational principle still holds for an arbitrary $\boldsymbol{\theta}$, so $\langle H\rangle(\boldsymbol{\theta})=\operatorname{Tr}[\rho(\boldsymbol{\theta}) H] \geq E_{0}$. The equation Eq (3.1.7) does not apply only to pure states as Eq (3.1.6), but also to cases where the density matrix represents ensemble influenced by environment. This fact implies that the optimization in VQE is capable of suppressing some errors and noise in form mixed states.

It is worth mentioning the fact that the objective of the described algorithm is to find the approximation of ground-state $E_{0}$ does not mean VQE cannot be used to find higher eigenstates representing excited states. This can be achieved by utilizing the folded spectrum method[38 by applying the VQE to modified Hamiltonian $\tilde{H}:=(H-\gamma I)^{2}$ where $\gamma \in \mathbb{R}$. This transformation ensures the ground-state of $\tilde{H}$ corresponds to the eigenvalue of $H$ closest to the parameter $\gamma$.

### 3.1.1 VQE steps outline

The equations $\mathrm{Eq}(3.1 .3)$ and $\mathrm{Eq}(3.1 .5)$ suggest the individual steps of the algorithm:

[^10]1. Choice of ansatz, trial wavefunction parametrization by $\boldsymbol{\theta}$
2. Preparation of $|\psi(\boldsymbol{\theta})\rangle$
3. Measurement of $\langle H\rangle(\boldsymbol{\theta})$ expectation value
4. Classical optimization to retrieve new parameter vector $\boldsymbol{\theta}$ that decreases the expectation value $\langle H\rangle(\boldsymbol{\theta})$
5. Iteration of the last four steps until $\langle H\rangle(\boldsymbol{\theta})$ converges
6. The final parameter vector $\boldsymbol{\theta}$ defines the eigenvector approximation $|\psi(\boldsymbol{\theta})\rangle$ while the final value of $\langle H\rangle(\boldsymbol{\theta})$ holds the upper bound approximation of the lowest eigenvalue

To explore the properties of VQE i greater detail, the next subsection describes the individual components of VQE implementation.

### 3.2 Components of VQE

The VQE as described in previous subsection can be broken down into multiple components. For some component there exist various possible renditions suitable for different implementations. Term VQE stack is used to refer to a such implementation composed of selected components, The information presented below is based on recent publication [6], which details current progress on different components of VQE.


Figure 3.1: Schematic of the general VQE stack, based on 6; The blocks with orange background ( ) represent the operations performed of a quantum computer, blocks with blue ( $\square$ ) background represent operations on classical computer, blue arrows represent transported classical information, orange arrows represent transported quantum information, blocks grouped into red ( $\square$ ) box can be performed in parallel and blocks grouped into cyan $\square$ box are performed in preparatory phase of the algorithm; examples are further described in the Subsection 3.2 .

### 3.2.1 Hamiltonian

Before any steps to prepare VQE can be taken, the studied system ${ }^{3}$ needs to be defined. Since VQE was developed for the application in quantum chemistry, the most explored system models are the $a b$ initio molecular, solid-state system or spin-lattice model 39 .

To illustrate the structure of Hamiltonian we use the ab initio molecular Hamiltonian as an example.

The ab initio molecular Hamiltonian plays role of an operator representation of total energy for a studied molecular system. The objective to find the total energy requires to determine the electronic wavefunction equivalent to the probability amplitudes for the electrons around the nuclei. The input data for this computation are the atomic composition of the system and the relative positions of the nuclei. Widely used approach for the non-relativistic case is the Born-Oppenheimer approximation, which simplifies the model by considering the nuclei static ${ }^{4}$. For this approximation the Hamiltonian can be set up to a constant as following.
Definition 3.2 (ab initio molecular Hamiltonian). Let $\boldsymbol{R}_{k}$ be the position and $Z_{k}$ be the atomic number of the nucleus $k, r_{i}$ be the $i$-th electron position, $M_{i}$ be the $i$-th electron mass, $e$ be the elementary charge, $\hbar$ be the reduced Planck constant and $\nabla_{i}^{2}$ be the $i$-th electron Laplace operator. Then we define the ab initio molecular Hamiltonian for Born Oppenheimer approximation as

$$
\begin{equation*}
H:=T_{\mathrm{e}}+V_{\mathrm{ne}}+V_{\mathrm{ee}}, \tag{3.2.1}
\end{equation*}
$$

where

$$
\begin{align*}
T_{\mathrm{e}} & :=-\sum_{i} \frac{\hbar^{2}}{2 M_{i}} \nabla_{i}^{2},  \tag{3.2.2}\\
V_{\mathrm{ne}} & :=-\sum_{i, k} \frac{e^{2}}{4 \pi \epsilon_{0}} \frac{Z_{k}}{\left|\boldsymbol{r}_{i}-\boldsymbol{R}_{k}\right|},  \tag{3.2.3}\\
V_{\mathrm{ee}} & :=\frac{1}{2} \sum_{i \neq j} \frac{e^{2}}{4 \pi \epsilon_{0}} \frac{1}{\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|} \tag{3.2.4}
\end{align*}
$$

It is worth noting that the formula $\mathrm{Eq}(3.2 .1)$ can be simplified by applying atomic units [39], which are derived from a dimensionless Schrödinger

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m_{e} \lambda^{2}} \nabla^{2}-\frac{e^{2}}{4 \pi \epsilon_{0} r}\right] \phi=\mathcal{E} \phi \rightarrow\left[-\frac{\hbar^{2}}{2 m_{e} \lambda^{2}} \nabla^{\prime 2}-\frac{e^{2}}{4 \pi \epsilon_{0} r^{\prime}}\right] \phi^{\prime}=\mathcal{E} \phi^{\prime} \tag{3.2.5}
\end{equation*}
$$

(where the substitution $x, y, z \longmapsto \lambda x, \lambda y, \lambda z$ ), which gives the natural requirement

$$
\begin{equation*}
\frac{\hbar^{2}}{m_{e} \lambda^{2}} \stackrel{!}{=} \frac{e^{2}}{4 \pi \epsilon_{0} \lambda}:=\mathcal{E}_{a} . \tag{3.2.6}
\end{equation*}
$$

The atomic unit of energy $\mathcal{E}_{a}$ from previous equation Eq (3.2.6) is referred to as Hartree. The unit of length $\lambda$ called Bohr is expressed from Eq (3.2.6) as

$$
\begin{equation*}
\lambda:=\frac{4 \pi \epsilon_{0} \hbar^{2}}{m_{e} e^{2}}=a_{0} \tag{3.2.7}
\end{equation*}
$$

[^11]where $a_{0}$ is the Bohr radius. In the atomic units the equation Eq (3.2.1) takes form
\[

$$
\begin{equation*}
H=-\sum_{i} \frac{1}{2} \nabla_{i}^{2}-\sum_{i, k} \frac{Z_{k}}{\left|\boldsymbol{r}_{i}-\boldsymbol{R}_{k}\right|}+\frac{1}{2} \sum_{i \neq j} \frac{1}{\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|} \tag{3.2.8}
\end{equation*}
$$

\]

Another step in the Hamiltonian construction is the so-called construction of the wavefunction. In this step the set of basis functions is defined, so that it can be used to represent the electronic wavefunction. The limitations of the real computer mean, we require the basis set to be compact and provide accurate description of the modelled system. It needs to be emphasized that the choice of basis has great impact of the overall performance of the VQE or any other used algorithm[6]. The size of the basis set also depends on the size of studied system, i.e. the number of qubits. An example of this step arises for the ab initio models. For these systems the atom-centred Gaussian orbitals are used as the basis set. Namely, for the VQE the most researched choice are Slater-Type Orbitals 40 . The functions from category of atomic orbitals are generally defined as weighted sums of Gaussian functions. This definition it ensures the expected radial distribution and long range behaviour are satisfied. The paper [6] gives an example of such function:
Example 3.3 (Minimal STO-3G basis). In the minimal STO-3G basis for each atom the atomic orbital function is given by the following formula:

$$
\begin{equation*}
\xi(r)=c_{1} \gamma_{1}(r)+c_{2} \gamma_{2}(r)+c_{3} \gamma_{3}(r) \tag{3.2.9}
\end{equation*}
$$

where $\gamma_{i}$ represent Gaussian functions, $r$ is the distance between electron and the nucleus of the atom and $c_{i}$ are the weight parameter, which are fitted for the studied case.

The word minimal used in this paragraph refers to fact that the basis is chosen to be the smallest necessary to describe the relevant orbitals. The minimal basis usually describes orbital for the valence shell of the atom. To enable representations of correlation and study of more complex phenomena, the basis is expanded to contain higher energy atomic orbitals 41 . A great obstacle in research of other possible bases, such as plane wave basis or grid of points in real space, on current NISQ devices is the large number of physical qubits required for their implementation 42 .

The process then continues by combination of the non-orthogonal atomic orbitals into orthogonal molecular orbital by the virtue of mean field theory such as Hartree-Fock theory 41. This theory also give us the means to transform (by rotation) the Hamiltonian matrix elements into new molecular orbital basis and calculate the energy for single-particle molecular orbital [43]. To give more detailed description of this procedure of transition from single-particle basis functions to many-body basis, consider non-interacting Hamiltonian. For this case the Hartree-Fock theory gives a single many-body basis function with optimized orbitals [6]. The wavefunction constructed from product of many-bodyfunctions describes the electrons in our model, thus it has to satisfy the Pauli exclusion principle. From this follows that it, as a function, has to be antisymmetric, if two electrons are exchanged. The antisymmetric property can be introduced into wavefunction in two fundamental ways, via the first or the second quantization formalism.

## - The first quantization

This formalism relies on the device of Slater determinants describing the many-body functions.

Definition 3.4 (Slater determinant). Let $\phi_{i}\left(\boldsymbol{x}_{\boldsymbol{i}}\right)$ stand for a spin-orbital (function) of the chosen basis, where the variable $\boldsymbol{x}_{i}:=\left(\boldsymbol{r}_{i}, \sigma_{i}\right)$ contains the spatial position and spin of the $i$-th electron. We define the Slater determinant as a representation of wavefunction of $n$ occupied orbitals by the following formula

$$
\Psi\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n},\right):=\frac{1}{\sqrt{n!}}\left|\begin{array}{cccc}
\phi_{1}\left(\boldsymbol{x}_{1}\right) & \phi_{2}\left(\boldsymbol{x}_{1}\right) & \cdots & \phi_{n}\left(\boldsymbol{x}_{1}\right)  \tag{3.2.10}\\
\phi_{1}\left(\boldsymbol{x}_{2}\right) & \phi_{2}\left(\boldsymbol{x}_{2}\right) & \cdots & \phi_{n}\left(\boldsymbol{x}_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{1}\left(\boldsymbol{x}_{n}\right) & \phi_{2}\left(\boldsymbol{x}_{n}\right) & \cdots & \phi_{n}\left(\boldsymbol{x}_{n}\right)
\end{array}\right|
$$

which denotes the many-body basis functions described above. With the Slater determinant we can introduce the Fock space, which is a abstract linear vector space with inner product. Thus, Fock space is a Hilbert space, consisting of so-called occupation number (ON) vectors representing the Slanter determinants through a map.

$$
|\boldsymbol{k}\rangle:=\left|k_{1}, k_{2}, \ldots, k_{n}\right\rangle, \quad k_{i}=\left\{\begin{array}{lll}
1 & \phi_{i}(\boldsymbol{x}) & \text { is occupied }  \tag{3.2.11}\\
0 & \phi_{i}(\boldsymbol{x}) & \text { is unoccupied }
\end{array}, \quad\langle\boldsymbol{k} \mid \boldsymbol{m}\rangle:=\prod_{P=1}^{n} \delta_{k_{P} m_{P}}\right.
$$

Note that for a system without electrons, the vacuum state is defined |vac $\rangle$. This map enables us to work with Slater determinant as with vectors. The vector representation has the advantage of being easy to realize on a quantum computer, e.g. the occupied spin-orbital can be denoted by an up-spin and similarly the unoccupied by a down-spin on a spin based quantum computer described in [4].

To keep the notation simple and more illustrative, we deviate from the traditional notation by setting

$$
\begin{equation*}
\left|\phi_{1}, \phi_{2}, \ldots, \phi_{n}\right\rangle:=\left|k_{1}, k_{2}, \ldots, k_{n}\right\rangle \tag{3.2.12}
\end{equation*}
$$

In order to preserve the antisymmetry of the Slater determinant in the occupation number representation by defining

$$
\begin{equation*}
\left|\sigma\left(\phi_{1}, \phi_{2}, \ldots, \phi_{n}\right)\right\rangle:=(-1)^{\pi(\sigma)}\left|\phi_{1}, \phi_{2}, \ldots, \phi_{n}\right\rangle \tag{Eq}
\end{equation*}
$$

where $\pi(\sigma)$ denotes parity of the permutation $\sigma$ of the basis functions. Hence, the antisymmetry is addressed in the wavefunction, this is the main difference from the second quantization. Finally, the Hamiltonian is constructed in terms of the wavefunctions by the means of projection. For one-electron the resulting formulas are

$$
\begin{align*}
h_{p q} & =\left\langle\phi_{p}\right| T_{\mathrm{e}}+V_{\mathrm{ne}}\left|\phi_{q}\right\rangle  \tag{3.2.14}\\
& =\int \mathrm{d} \boldsymbol{x} \phi_{p}^{*}(\boldsymbol{x})\left(-\frac{\hbar^{2}}{2 M_{i}} \nabla_{i}^{2}-\frac{e^{2}}{4 \pi \epsilon_{0}} \sum_{k} \frac{Z_{k}}{\left|\boldsymbol{r}-\boldsymbol{R}_{k}\right|}\right) \phi_{q}(\boldsymbol{x})  \tag{3.2.15}\\
h_{p q r s} & =\left\langle\phi_{p} \phi_{q}\right| V_{\mathrm{ee}}\left|\phi_{r} \phi_{s}\right\rangle  \tag{3.2.16}\\
& =\frac{e^{2}}{4 \pi \epsilon_{0}} \int \mathrm{~d} \boldsymbol{x}_{1} \mathrm{~d} \boldsymbol{x}_{2} \frac{\phi_{p}^{*}\left(\boldsymbol{x}_{1}\right) \phi_{q}^{*}\left(\boldsymbol{x}_{2}\right) \phi_{r}\left(\boldsymbol{x}_{2}\right) \phi_{s}\left(\boldsymbol{x}_{1}\right)}{\left|\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right|} \tag{3.2.17}
\end{align*}
$$

Hence, the Hamiltonian in the single-particle basis is expressed as

$$
\begin{equation*}
H=\sum_{i=1}^{m} \sum_{p, q=1}^{n} h_{p q}\left|\phi_{p}^{(i)}\right\rangle\left\langle\phi_{q}^{(i)}\right|+\frac{1}{2} \sum_{i \neq j}^{m} \sum_{p, q, r, s=1}^{n} h_{p q r s}\left|\phi_{p}^{(i)} \phi_{q}^{(j)}\right\rangle\left\langle\phi_{r}^{(i)} \phi_{s}^{(j)}\right| \tag{3.2.18}
\end{equation*}
$$

To summarize the paragraphs above, in the general case after choosing the model it is necessary to set the parameters of the model according to the chosen model and its geometry. In order to construct the Hamiltonian for $T$, we first need to find the set of basis functions for the relevant problem, which
represent individual degrees of freedom for single particles. The Hamiltonian is composed of specific operators and their weights found from the selected basis. The possibility of different constructions follows from the fact that single-particle unitary transformations applied to the chosen basis functions preserve the ground-state energy. This implies that the individual degrees of freedom can be rotated while keeping total energy unchanged.

Now the question of applying the results of the first quantization theory to quantum computer can be addressed by means of method from paper [44]. Let $n$ be the number of functions on the single-particle basis and $m$ denote the number of electrons in the modelled wavefunction. We assume that one electron can occupy at most one function from basis. Now we apply a map to represent basis functions with qubits:

$$
\begin{equation*}
\phi_{k}\left(\boldsymbol{x}_{k}\right) \longmapsto\left|\phi_{k}\right\rangle=\left|(k)_{2}\right\rangle, \quad \forall k \in\{1, \ldots, n\}, \tag{3.2.19}
\end{equation*}
$$

where $(k)_{2}$ is the big endian binary representation of the number $k$, e.g. $\phi_{0}\left(\boldsymbol{x}_{0}\right) \longmapsto\left|\phi_{0}\right\rangle=|00 \ldots 00\rangle$ and $\phi_{1}\left(\boldsymbol{x}_{1}\right) \longmapsto\left|\phi_{1}\right\rangle=|10 \ldots 00\rangle$. Thus, the basis function is represented by $\log _{2}(n)$ qubits. From this follows that the product state for $m$ electrons takes $N:=m \cdot \log _{2}(n)$ qubits. The paper [5] details the procedure to maintain the antisymmetry requirement for first quantization using $O\left(m \log _{2}(n)\right)$ ancillary qubits and circuit depth bound as $O\left(\log _{2}^{c}(m) \log _{2}\left(\log _{2}(n)\right)\right)$. The antisymmetrization algorithm can be summarized in the following way.
Example 3.5 (Antisymmetrization algorithm outline). [5] Consider a quantum computer with the following registers:

- T - standing for target, contains sorted repetition-free quantum array
- S - standing for seed, ancillary register, is prepared according to function $f$ defined bellow
- R - standing for record, ancillary register, initialization depends on the implementation details, e.g. $|\mathbf{0}\rangle$

Let $\eta$ denote the number of particles, $f: \mathbb{R} \mapsto \mathbb{R}$ be a function satisfying the relation $f(\eta) \geq \eta^{2}, \forall \eta$. The antisymmetrization algorithm outlined bellow performs the following transformation:

$$
\begin{equation*}
T: \quad\left|r_{1} \ldots r_{\eta}\right\rangle \longmapsto \sum_{\sigma \in S_{\eta}}(-1)^{\pi(\sigma)}\left|\sigma\left(r_{1}, \ldots, r_{\eta}\right)\right\rangle \tag{3.2.20}
\end{equation*}
$$

where $\pi(\sigma)$ denotes the parity of the permutation $\sigma$.

1. S is prepared in an even superposition of states corresponding to all strings of numbers from $\{0,1, \ldots, f(\eta)-1\}$ of length $\eta$. For $f(\eta):=2^{\eta}$ this is equivalent to applying Hadamard gate to every qubit.

$$
\begin{equation*}
S: \frac{1}{f(\eta)^{\eta / 2}} \sum_{l=\mathbf{0}}^{f(\eta)-1}\left|l_{0}, l_{2}, \ldots, l_{\eta-1}\right\rangle \tag{3.2.21}
\end{equation*}
$$

2. S is sorted using a reversible sorting network which is storing its comparator output to register R . Thus the state before the can be written as

$$
\begin{equation*}
\sum_{0 \leq l_{0} \leq \cdots \leq l_{\eta-1} \leq f(\eta)} \sum_{\sigma \in S_{\eta}}\left|\sigma\left(l_{0}, l_{2}, \ldots, l_{\eta-1}\right)\right\rangle_{S}|\iota\rangle_{R} \tag{3.2.22}
\end{equation*}
$$

where $\iota$ denotes the identity permutation. The state after the sorting network is applied is

$$
\begin{equation*}
\sum_{0 \leq l_{0} \leq \cdots \leq l_{\eta-1} \leq f(\eta)}\left|l_{0}, l_{2}, \ldots, l_{\eta-1}\right\rangle_{S} \sum_{\sigma \in S_{\eta}}\left|\sigma_{1}, \ldots, \sigma_{t}\right\rangle_{R} \tag{3.2.23}
\end{equation*}
$$

Thus the resulting state after sorting is a product state, the register $S$ can be discarded after the following step.
3. Collisions, i.e. strings with duplicate entries, are deleted from seed. This is performed via measurement of seed and accepting only the repetition free results.
4. Reverse sort is applied to T according to record in R. This step generates the desired antisymmetrized state.

The second step relies upon the theory of quantum sorting. There are various sorting algorithms, which can be implemented on quantum computers, for example heapsort or bubble sort have quantum versions. However, the complexity of the quantum is not the same as on conventional computer. The quantum heapsort needs $O\left(\eta^{2}\right)$ operations due to overhead of indexing elements, unlike the classical which has only $O(\eta)$ operations. The problems of quantum versions of classical algorithms lead to sorting networks being preferred. The sorting networks are a category of sorting algorithms which place comparisons and swaps on a set of fixed locations. An example of network sorting algorithms are bitonic sort algorithms, which exist for both classical and quantum computers. The sorting networks have a primary functional element, the comparator. The comparator component sorts two inputs like its classical analogy. For two numbers $x, y \in \mathbb{R}$ a classical comparator performs operation $(x, y) \mapsto(\min (x, y), \max (x, y))$. The quantum comparator is a reversible comparator operating on a quantum register, which records the result of comparison and performs conditional swap. The broad topic of sorting will not be further


Figure 3.2: Quantum reversible comparator, recording the result to ancillary qubit 5
discussed in this project.

In the following step the Hamiltonian is translated from $\left|\phi_{p}^{(i)}\right\rangle\left\langle\phi_{q}^{(i)}\right|$ to directly measurable operators by expressing the operators as tensor products of single qubits operators $|0\rangle\langle 0|,|0\rangle\langle 1|,|1\rangle\langle 0|,|1\rangle\langle 1|$, and mapping to Pauli operators using the identities from Eq (1.1.6) from Chapter 1. To quantify the performance of this approach we shall give an upper bound for the number of operators in Pauli strings expressing the Hamiltonian. The dominant part of the Hamiltonian are the two-body terms in the second sum. Their number in equation Eq (3.2.18) scales as $O\left(n^{4} m^{2}\right)$ (for the sum terms there are four spin-orbitals and two electrons). A representation of a spin-orbital takes $\log _{2}(n)$ qubits, so there are total of $2 \log _{2}(n)$ tensored qubit outer products, where each outer product is decomposed into a sum of two Pauli matrices. In total we get a sum of $2^{2 \log _{2}(n)}=n^{2}$ Pauli strings. Thus, the Pauli string s scale as $O\left(n^{6} m^{2}\right)$. To conclude the topic of first quantization formalism for VQE we discuss the

[^12]significance of the first quantization in context of the NISQ computers. The current research of this method shows [45 that while the first quantization has high resource demands for number of qubits including the ancillary qubits and requires computation of spatial integrals ( $\mathrm{Eq}(3.2 .14)$ ). However, the first quantization can offer advantage for special cases of models with large basis. This case appears for particular choice of basis functions in certain quantum chemistry problems explored in the article 42 .

## The second quantization

The second quantization approach to antisymmetry differs from first quantization in where the antisymmetry is encoded. The antisymmetry is enforced through the operators used to express the Hamiltonian and their properties. This formalism allows construction of all operators and states using the fermionic operators described in [41].
Definition 3.6 (Creation operators). Consider a Hilbert space (most notably the Fock space) with dimension $M$ containing occupation number vectors. Then $M$ elementary creation operators $a_{i}^{\dagger}$ are defined by their actions:

$$
\begin{align*}
a_{i}^{\dagger}\left|k_{1}, k_{2}, \ldots, 0_{i}, \ldots, k_{M}\right\rangle & =\Gamma_{i}^{k}\left|k_{1}, k_{2}, \ldots, 1_{i}, \ldots, k_{M}\right\rangle  \tag{3.2.24}\\
a_{i}^{\dagger}\left|k_{1}, k_{2}, \ldots, 1_{i}, \ldots, k_{M}\right\rangle & =0 \tag{3.2.25}
\end{align*}
$$

where symbol $\Gamma_{i}^{k}$ denotes

$$
\Gamma_{i}^{k}:=\prod_{j=i}^{i-1}(-1)^{k_{j}}, \quad \Gamma_{i}^{k}= \begin{cases}+1 & \text { if } \#(\text { electrons in spin-orbitals } j<i) \text { is even }  \tag{3.2.26}\\ -1 & \text { if } \#(\text { electrons in spin-orbitals } j<i) \text { is odd }\end{cases}
$$

It can be seen that the creation operator action is equivalent to adding an electron to an orbital specified by the creation operator indices. Thus, it has some properties of the Slater determinant, in terms of the antisymmetry and being zero, if an element is repeated. From the meaning of the operator follows a useful notation

$$
\begin{equation*}
|\boldsymbol{k}\rangle=\left[\prod_{i=1}^{M}\left(a_{i}^{\dagger}\right)^{k_{i}}\right]|\mathrm{vac}\rangle . \tag{3.2.27}
\end{equation*}
$$

The advantage of this notation becomes clear from formulas below, which follow from the definition 3.6.

$$
\begin{align*}
a_{i}^{\dagger}|\boldsymbol{k}\rangle & =\delta_{k_{i}} \Gamma_{i}^{k}\left|k_{1}, \ldots, 1_{i}, \ldots, k_{M}\right\rangle  \tag{3.2.28}\\
a_{i}^{\dagger} a_{i}^{\dagger}|\boldsymbol{k}\rangle & =a_{i}^{\dagger} \delta_{k_{i} 0} \Gamma_{i}^{k}\left|k_{1}, \ldots, 1_{i}, \ldots, k_{M}\right\rangle=0 \Longrightarrow a_{i}^{\dagger} a_{i}^{\dagger}=0  \tag{3.2.29}\\
a_{i}^{\dagger} a_{j}^{\dagger}\left|\ldots, k_{i}, \ldots, k_{j}, \ldots\right\rangle & =\delta_{k_{i} 0} \delta_{k_{j} 0} \Gamma_{i}^{k} \Gamma_{j}^{\boldsymbol{k}}\left|\ldots, k_{i}, \ldots, k_{j}, \ldots\right\rangle  \tag{3.2.30}\\
a_{j}^{\dagger} a_{i}^{\dagger}\left|\ldots, k_{i}, \ldots, k_{j}, \ldots\right\rangle & =\delta_{k_{i} 0} \delta_{k_{j} 0} \Gamma_{i}^{k}\left(-\Gamma_{j}^{k}\right)\left|\ldots, k_{i}, \ldots, k_{j}, \ldots\right\rangle \tag{3.2.31}
\end{align*}
$$

The summation of Eq (3.2.30) and Eq (3.2.31) gives

$$
\begin{equation*}
\left(a_{i}^{\dagger} a_{j}^{\dagger}+a_{j}^{\dagger} a_{i}^{\dagger}\right)|\boldsymbol{k}\rangle=0 \Longrightarrow\left\{a_{i}^{\dagger}, a_{j}^{\dagger}\right\}=0, \tag{3.2.32}
\end{equation*}
$$

where the implication follows from the fact that the first part hold even for $i>j$ from substitution of indices in $\mathrm{Eq}(3.2 .30)$ and $\mathrm{Eq}(3.2 .31)$. The other new operator is the conjugate of the creation operator, the annihilation operator. Its action and properties follow from the creation operator. Adjoining Eq (3.2.32) we get

$$
\begin{equation*}
a_{i} a_{j}+a_{j} a_{i}=0 \tag{3.2.33}
\end{equation*}
$$

To find the action the matrix element expressed

$$
\langle\boldsymbol{m}| a_{i}|\boldsymbol{k}\rangle=\langle\boldsymbol{k}| a_{i}^{\dagger}|\boldsymbol{m}\rangle= \begin{cases}\delta_{m_{i} 0} \Gamma_{i}^{m} & \text { for } k_{i}=m_{i}+\delta_{i j}  \tag{3.2.34}\\ 0 & \text { otherwise }\end{cases}
$$

which can be simplified by realizing that $\Gamma_{i}^{\boldsymbol{m}}=\Gamma_{i}^{\boldsymbol{k}},\langle\boldsymbol{m}| a_{i}|\boldsymbol{k}\rangle=\delta_{k_{i} 1} \Gamma_{i}^{\boldsymbol{k}}$, if $m_{i}=k_{i}-\delta_{j i}$ and 0 otherwise. Hence, by plugging in we get the definitional equation.
Definition 3.7 (Annihilation operators). Consider the same Hilbert space as in the definition of the creation operator 3.6. The annihilation operator $a_{i}$ is defined as a conjugate operator to the creation operator $a_{i}^{\dagger}$ with action

$$
\begin{equation*}
a_{i}|\boldsymbol{k}\rangle=\delta_{k_{i} 1} \Gamma_{i}^{\boldsymbol{k}}\left|k_{1}, \ldots, 0_{i}, \ldots, k_{M}\right\rangle \tag{3.2.35}
\end{equation*}
$$

From the definitions 3.6 and 3.7 follows the anticommutation relation

$$
\begin{equation*}
\left\{a_{i}, a_{j}^{\dagger}\right\}=\delta_{i j} \tag{3.2.36}
\end{equation*}
$$

Further on in this project the simplified notation utilizing the basis functions rather than the ON vectors, similar to the one used for the first quantization, will be used.

$$
\left.\begin{array}{rl}
a_{i}^{\dagger}|\phi\rangle & =a_{i}^{\dagger}\left|\phi_{1} \phi_{2} \ldots\right\rangle=\delta_{\phi_{i} 0} \Gamma_{i}\left|\phi_{1} \phi_{2} \ldots 1_{i} \ldots\right\rangle \\
a_{i}|\phi\rangle & =a_{i}\left|\phi_{1} \phi_{2} \ldots\right\rangle \tag{3.2.38}
\end{array}=\delta_{\phi_{i} 1} \Gamma_{i}\left|\phi_{1} \phi_{2} \ldots 0_{i} \ldots\right\rangle\right)
$$

Using this notation we rewrite the equation $\mathrm{Eq}(3.2 .18$ ) as

$$
\begin{equation*}
H=\sum_{p q} h_{p q} a_{p}^{\dagger} a_{q}+\frac{1}{2} \sum_{p q r s} h_{p q r s} a_{p}^{\dagger} a_{q}^{\dagger} a_{r} a_{s} . \tag{3.2.39}
\end{equation*}
$$

To implement the fermionic operators in a quantum computer they need to be encoded into the measurable Pauli operators or more precisely to Pauli strings. This topic, in its entirety, is extensive and not related to the problem of Hamiltonian, so it is considered a separate component of the VQE stack and is included in the section below.

### 3.2.2 Encoding of fermionic operators

As it was mentioned in the preceding section the creation and annihilation operator representation of the Hamiltonian has to be encoded into the Pauli strings. The transformation has to preserve the antisymmetry of the operators. The problem is much like the encoding for the first quantization. Because the second quantization approach is considered more perspective for the NISQ computers, currently there are more transformations than this project can explore. We restrict ourselves to the selected transformations relevant to general case and discussed implementations. The theory of the transformations of the fermionic space to spin space is given in greater detail in the publication [6].

The considered transformations are the maps $\mathcal{T}: \mathcal{F}_{n} \mapsto\left(\mathbb{C}^{2}\right)^{\otimes N}$, where $\mathcal{F}_{n}$ denotes the Fock states of $n$ orbitals, i.e. the ground states outlined in 3.2 .1 and studied in detail in 39 , and $\left(\mathbb{C}^{2}\right)^{\otimes N}$ stand for the Hilbert space of the operators acting on $N$ qubits. The transformations are usually divided into generalized and special. The former are concerned with transformations of the whole Fock space $\mathcal{F}_{n}$ and are significant for the $a b$ initio models. The latter are adjusted for special cases and their geometry. The special will not be discussed in this project as stated in the first paragraph. In [6] a set of three characteristics was suggested to compare the studied transformations.

- $N_{Q}$ - denotes the number of qubits used to represent the wavefunction; $N_{Q}$ depends on the number of modelled spin-orbitals; it is desirable to decrease $N_{Q}$ as much as possible by concentrating the contained information as suggested in 46
- $W_{P}$ - defined in 1.5 lower $W_{P}$ enables increased parallelization, increases the resilience to so-called barren plateau problem of the optimization algorithms and to some types of errors 12 , 47]; the effects of $W_{P}$ for different encodings were benchmarked in [23].
- $N_{P}$ — stands for the number of Pauli strings, in [6] it was shown that $N_{P}$ scales as $O\left(n^{4}\right)$ for the molecular Hamiltonian.

| Method | $W_{P}$ | Description |
| :--- | :---: | :--- |
| Jordan-Wigner | $O(n)$ | Most commonly used method. Encodes <br> orbital occupation directly and locally onto <br> qubits. |
| Parity | $O(n)$ | Encodes orbital parity directly and locally <br> onto qubits. |
| Bravyi-Kitaev | $O\left(\log _{2}(n)\right)$ | Minimizes $W_{P}$ by mixing occupation and <br> parity encodings. Usually gives lower cir- <br> cuit depth, but not higher noise resilience. |
| Optimal general encod- <br> ing on ternary trees | $O\left(\log _{3}(2 n)\right)$ | Reaches optimal $W_{P}$ asymptotically. Cur- <br> rently, not benchmarked. |

Table 3.1: Comparison of fermionic operator encoding methods, abbreviated from 6]

## Jordan-Wigner method

To encode the fermionic operators, so that $a_{j}^{\dagger}|0\rangle_{j}=|1\rangle_{j}$ and $a_{j}|1\rangle_{j}=|0\rangle_{j}$, a method inspired by the Jordan-Wigner transformation presented in 1928 may be applied. The Jordan-Wigner method maps the occupation number of $n$ spin-orbitals to qubits by setting $|0\rangle_{j}$, if $j$-th orbital $\left(\phi_{j}\right)$ is unoccupied, and $|1\rangle_{j}$ otherwise. The indexing $j$ merges the spatial and spin orbitals together. The original transformation was solving the opposite problem, so the Jordan-Wigner encoding is essentially inverse of this transformation. The basic ideal is to perform map

$$
a_{j}^{\dagger} \rightarrow|1\rangle\left\langle\left. 0\right|_{j}=\left(\begin{array}{ll}
0 & 0  \tag{3.2.40}\\
1 & 0
\end{array}\right)=\frac{X_{j}-\mathrm{i} Y_{j}}{2}, \quad a_{j} \rightarrow \mid 0\right\rangle\left\langle\left. 1\right|_{j}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)=\frac{X_{j}+\mathrm{i} Y_{j}}{2},\right.
$$

where the outer products are rewritten to Pauli operators according to Eq (1.1.6). This simple mapping has to be modified in order to reintroduce the antisymmetry. A string of tensor products $Z_{0} \otimes \cdots Z_{j-1}$ is added by a tensor product to the representation Eq (3.2.40). The added string has an eigenvalue +1 and -1 for even and odd number of occupied orbitals respectively. Thus, the fermionic sign prescription is present. The anticommutation relations $\mathrm{Eq}(\sqrt{3.2 .32)}$, $\mathrm{Eq}(\sqrt{3.2 .33)}$ and $\mathrm{Eq}(\overline{3.2 .36})$ follow from the antisymmetries $X Z=-Z X, Y Z=-Z Y$ and the definition

Definition 3.8 (Jordan-Wigner encoding for the fermionic operators). For the fermionic operator the

$$
\begin{align*}
& a_{1} / a_{1}^{\dagger}=\left(\frac{X \pm \mathrm{i} Y}{2}\right) \otimes I \otimes I \otimes I \cdots \otimes I  \tag{3.2.41}\\
& a_{2} / a_{2}^{\dagger}=Z \otimes\left(\frac{X \pm \mathrm{i} Y}{2}\right) \otimes I \otimes I \cdots \otimes I  \tag{3.2.42}\\
& a_{3} / a_{3}^{\dagger}=Z \otimes Z \otimes\left(\frac{X \pm \mathrm{i} Y}{2}\right) \otimes I \cdots \otimes I  \tag{3.2.43}\\
& a_{j} / a_{j}^{\dagger}=Z_{0} \otimes \cdots Z_{j-1} \otimes\left(\frac{X \pm \mathrm{i} Y}{2}\right) \tag{3.2.44}
\end{align*}
$$

Apart from the notation used in Eq (3.2.41), some literature[38 introduces more compact symbolism for the fermionic operators

$$
\begin{equation*}
a_{p}^{\dagger}=\left(\prod_{m<p} \sigma_{m}^{Z}\right) \sigma_{p}^{+}, \quad a_{p}=\left(\prod_{m<p} \sigma_{m}^{Z}\right) \sigma_{p}^{-}, \quad \sigma^{ \pm}:=\frac{\sigma^{X} \mp \mathrm{i} \sigma^{Y}}{2} \tag{3.2.45}
\end{equation*}
$$

The definition 3.8 directly gives the Pauli weight $W_{P}=O(N)$ as the result of adding the Z strings. The map creates two Pauli string for each fermionic operator and since the number of fermionic operators scales as $O\left(n^{4}\right)$, due to the two-body terms, we conclude that $N_{P}=O\left(N^{4}\right)$. There exist methods of lowering the $W_{P}$, such as the spin operator level parameters described in 48.

## Parity encoding

In parity encoding method, the meaning of the qubit register is different from that in section 3.2.2 The encoding principle is explained in the definition 3.9 below.
Definition 3.9 (Parity encoding of state). The states are encoded as
$|0\rangle_{j}$ - if the number of occupied orbitals with indices $\{0,1, \ldots, j\}$ is even,
$|1\rangle_{j}$ - if the number of occupied orbitals with indices $\{0,1, \ldots, j\}$ is odd.
This can be described for a fermionic state $\left|\phi_{0} \phi_{1} \ldots \phi_{n}\right\rangle$ and qubit register state $\left|p_{0} p_{1} \ldots p_{n}\right\rangle$ using modular summation

$$
\begin{equation*}
p_{i}=\sum_{j \leq i} \phi_{j} \quad(\bmod 2)=\sum_{j}\left[\pi_{n}\right]_{i j} \phi_{j} \quad(\bmod 2) \Longleftrightarrow|\boldsymbol{p}\rangle=\left|\pi_{n}(\boldsymbol{\phi})\right\rangle(\bmod 2), \tag{3.2.48}
\end{equation*}
$$

where $\left[\pi_{n}\right]_{i j}$ is an element of $n \times n$ matrix

$$
\pi_{n}=\left(\begin{array}{cccc}
1 & 0 & \cdots & 0  \tag{3.2.49}\\
1 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 1
\end{array}\right)
$$

From the definition follows that the occupation of orbital $j$ appears as parity change, i.e. $|0\rangle_{j-1} \rightarrow|1\rangle_{j}$ or $|1\rangle_{j-1} \rightarrow|0\rangle_{j}$. This simplifies the encoding of the fermionic operators. For an isolated fermionic
operator trivially follows the desired form of encoding.

$$
\begin{align*}
& a_{j}^{\dagger} \rightarrow|01\rangle\left\langle\left. 00\right|_{j-1, j}-\mid 10\right\rangle\left\langle\left. 11\right|_{j-1, j}=\frac{Z_{j-1} \otimes X_{j}-\mathrm{i} Y_{j}}{2},\right. \\
& a_{j} \rightarrow|00\rangle\left\langle\left. 01\right|_{j-1, j}-\mid 11\right\rangle\left\langle\left. 10\right|_{j-1, j}=\frac{Z_{j-1} \otimes X_{j}+\mathrm{i} Y_{j}}{2}\right. \tag{3.2.50}
\end{align*}
$$

For more qubits the idea has to be "fixed" by flipping the $|\boldsymbol{p}\rangle$ register accordingly by adding the $X$ string $X_{j+1} \otimes \cdots \otimes X_{n-1}$.
Definition 3.10 (Parity encoding of the fermionic operators). For the parity encoding method we define the fermionic operator representation as

$$
\begin{equation*}
a_{j} / a_{j}^{\dagger} \rightarrow \frac{Z_{j-1} \otimes X_{j} \pm \mathrm{i} Y_{j}}{2} \otimes X_{j+1} \otimes \cdots \otimes X_{n-1} \tag{3.2.51}
\end{equation*}
$$

The formulas Eq (3.2.51) lead to same results as for Jordan-Wigner mapping: $W_{P}=O(N), \quad N_{P}=$ $O\left(N^{4}\right)$.

## Bravyi-Kitaev encoding

The last method reviewed in this project was presented in [46] and was further describe for the relevant electron problem in [49]. The foundation of the transformation is the use of $\beta_{y}$ blocks with similar role to $\pi_{n}$ matrix $\mathrm{Eq}(3.2 .49)$. The indices $y=2^{x}$ and blocks have size of $\beta_{2^{x}}$ is $2^{x} \times 2^{x}$ and are defined recursively. Naturally the size of final block is $N \times N$. Thus, recursion stop when $x \geq \log _{2}(N)$ and the additional rows and columns can be discarded. The recursion ca be described as

$$
\begin{align*}
& \beta_{1}:=[1], \quad \beta_{2^{x}}:=\left(\begin{array}{cc}
\beta_{2^{x-1}} & \mathbb{O} \\
\mathbb{M} & \beta_{2^{x-1}}
\end{array}\right) \\
& \mathbb{O}:=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)_{2^{x-1} \times 2^{x-1}}, \quad \mathbb{M}:=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 1 & 1
\end{array}\right)_{2^{x-1} \times 2^{x-1}} \tag{3.2.52}
\end{align*}
$$

The resulting matrix for $x=3$ is

$$
\beta_{8}=\left(\begin{array}{cccc|cccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{3.2.53}\\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right)
$$

By comparison to the methods 3.2 .2 and 3.2 .2 it can be seen the $j$-th qubit in register can hold two types of information base on the index:

[^13]- for $j$ odd: occupancy and parity
and the parity information has two formats
- for $j \neq 2^{k}-1$ : parity of orbitals with indices $<j$ in the block
- for $j=2^{k}-1$ : parity of orbitals with indices $\leq j$ in the entire set.

Based on this the qubits in the register are divided into four sets, for each the fermionic operator are encoded differently. With this definition we can proceed to the fermionic operator mapping for

| Name of the set | Information | Indices/Set | Comment |
| :---: | :---: | :---: | :--- |
| Update $U(j)$ | Parity of orbital $j$ | Odd | Qubits that need to be up- <br> dated, corresponds to $j$ th col- <br> umn in $\beta_{y}$ excluding qubit $j$ |
| Parity $P(j)$ | Parity, fermionic sign | Even and Odd | Parity of orbitals with indices <br> in $<j$. |
| Flip $F(j)$ | $p_{j}$ is equal/opposite of $\phi_{j}$ | $F(j) \subset P(j)$ | $F(j)=\emptyset$, if $j$ is even. |
| Remainder $R(j)$ | Other | $R(j)=P(j) \backslash F(j)$ |  |

Table 3.2: Groups of qubits in Bravyi-Kitaev encoding, 6, 49
individual groups of qubits.

- Occupancy qubits ( $j$ is even): For this group of qubits the form of operators follows from the principles of Jordan-Wigner encoding. It can be seen that qubits with indices $>j$ which are affected, that is the $U(j)$ set, need to be flipped using $X$ gates. The sign is determined by the qubits with preceding indices, i.e. the $P(j)$ set, by $Z$ gates.

$$
\begin{array}{r}
a_{j}^{\dagger} \rightarrow Z_{P(j)} \otimes|1\rangle\left\langle\left. 0\right|_{j} \otimes X_{U(j)}=\frac{1}{2} Z_{P(j)} \otimes\left(X_{j}-\mathrm{i} Y_{j}\right) \otimes X_{U(j)}\right. \\
a_{j} \rightarrow Z_{P(j)} \otimes|0\rangle\left\langle\left. 1\right|_{j} \otimes X_{U(j)}=\frac{1}{2} Z_{P(j)} \otimes\left(X_{j}+\mathrm{i} Y_{j}\right) \otimes X_{U(j)}\right. \tag{3.2.55}
\end{array}
$$

- Parity qubit $\int^{6}$ ( $j$ is odd): The encoding of the operators has to account for the meaning of the qubits, e.g. a creation operator can change $|1\rangle$ to $|0\rangle$ depending on parity for indices $<j$. For example if parity 1 for indices $<j$ and qubits $j$ is $|0\rangle$, then orbital $j$ is occupied when parity flips. The two possible cases are
- number of $|1\rangle$ in $F(j)$ is even - qubits $j$ is equal to $j$ th orbital occupancy,
- number of $|1\rangle$ in $F(j)$ is odd - qubits $j$ is opposite to $j$ th orbital occupancy.

This problem is solved by defining two projectors onto both states of $F(j)$

$$
\begin{array}{ll}
E_{F(j)}=\frac{1}{2}\left(I^{\otimes N}+Z_{F(j)}\right) & \text { Projector onto even states of } F(j) \\
O_{F(j)}=\frac{1}{2}\left(I^{\otimes N}-Z_{F(j)}\right) & \text { Projector onto odd states of } F(j) \tag{3.2.57}
\end{array}
$$

[^14]Following the procedure described in [6] , for isolated qubits we get encoding

$$
\begin{align*}
& a_{j}^{\dagger} \rightarrow E_{F(j)} \otimes|1\rangle\left\langle\left. 0\right|_{j}+O_{F(j)} \otimes \mid 0\right\rangle\left\langle\left. 1\right|_{j}=\frac{X_{j}-\mathrm{i} Z_{F(j)} \otimes Y_{j}}{2}\right.  \tag{3.2.59}\\
& a_{j} \rightarrow E_{F(j)} \otimes|0\rangle\left\langle\left. 1\right|_{j}+O_{F(j)} \otimes \mid 1\right\rangle\left\langle\left. 0\right|_{j}=\frac{X_{j}+\mathrm{i} Z_{F(j)} \otimes Y_{j}}{2}\right. \tag{3.2.60}
\end{align*}
$$

The following correction by adding flips by $X$ and sign by $Z$ gates, is simplified by the trivial identity $Z^{2}=1$, from which follows that $Z_{F(j)} \otimes Z_{P(j)}=Z_{P(j) \backslash F(j)}=Z_{R(j)}$. Hence, we get the encoding

$$
\begin{align*}
a_{j}^{\dagger} & \rightarrow \frac{Z_{P(j)} \otimes X_{j} \otimes X_{U(j)}-\mathrm{i} Z_{R(j)} \otimes Y_{j} \otimes Z X_{U(j)}}{2}  \tag{3.2.61}\\
a_{j} & \rightarrow \frac{Z_{P(j)} \otimes X_{j} \otimes X_{U(j)}+\mathrm{i} Z_{R(j)} \otimes Y_{j} \otimes Z X_{U(j)}}{2} \tag{3.2.62}
\end{align*}
$$

To conclude the topic of Hamiltonian construction we add the following figure which summarizes the process.

3.3: Schematic of the process of VQE with green ( $\square$ ) background are common and the blocks inside cyan method and blocks inside red ( $\square$ ) region are the second quantization.

### 3.2.3 Measurement optimizations

The measurement in VQE can be performed in various ways, which influence overall performance of algorithm. The objective of decreasing the number of needed circuit repetition $\sqrt[7]{7}$ gives rise to so-called measurement strategies. The strategies lower the number of repetition by the following groups of methods [6]

1. Weighting of the number measurement for operators
2. Searching commuting groups of operators inside the Pauli string and finding measurement basis for simultaneous measurement of the groups, before the measurement the groups have to be rotated into the selected basis
3. Using interference
$\square$ Weighting methods

The principle of the method follows from observing, how number of shots scales. For a quantum circuit as a sampling experiment we have the standard error

$$
\begin{equation*}
\epsilon=\frac{\sigma}{\sqrt{S}} \tag{3.2.63}
\end{equation*}
$$

where $\sigma$ denotes the population standard deviation and $S$ stands for the sample size, i.e. number of shots. From this follows that in general case $O\left(1 / \epsilon^{2}\right)$ shots are required for precision of $\epsilon$ of expectation value of an operator. This simple case is modified for Pauli strings.

Now consider a system with $N_{P}$ Pauli strings, where the Pauli string $P_{a}$ has Pauli weight $w_{a}$ defined in 1.5. In 38 it was shown that the optimal distribution of measurements among Pauli strings satisfies

$$
\begin{equation*}
S \leq\left(\frac{\sum_{a}^{N_{P}} w_{a}}{\epsilon}\right), S=O\left(\frac{N^{4}}{\epsilon^{2}}\right) \tag{3.2.64}
\end{equation*}
$$

To derive the method, the formula for standard error is rewritten using variance for Pauli strings $P_{a}$. The variance for a Pauli string can be simplified, because for Pauli string $P_{a}$ we have $P_{a}^{2}=I$,

$$
\begin{equation*}
\operatorname{Var}\left(P_{a}\right)=\langle\Psi| P_{a}^{2}|\Psi\rangle-\langle\Psi| P_{a}|\Psi\rangle^{2}=1-\langle\Psi| P_{a}|\Psi\rangle^{2} \leq 1 \tag{3.2.65}
\end{equation*}
$$

Now we consider that we make a different number of measurements for individual Pauli strings. Thus, we have formula

$$
\begin{equation*}
\epsilon=\sqrt{\sum_{a=1}^{N_{P}} \frac{w_{a}^{2} \operatorname{Var}\left(P_{a}\right)}{S_{a}}}=\sqrt{\sum_{a}^{N_{P}} w_{a}^{2} \frac{1-\langle\Psi| P_{a}|\Psi\rangle^{2}}{S_{a}}} \tag{3.2.66}
\end{equation*}
$$

where $S_{a}$ is defined as the number of shots used for measurement expectation value of $P_{a}$. From this follows that $S=\sum_{a} S_{a}$. The formula can be simplified further for uniformly distributed measurements,

[^15]i.e. $S_{a}=S / N_{P}$.
\[

$$
\begin{equation*}
S=N_{p} \sum_{a=1}^{N_{p}} \frac{w_{a}^{2} \operatorname{Var}\left(P_{a}\right)}{\epsilon^{2}} \tag{3.2.67}
\end{equation*}
$$

\]

From this easily follows that for Pauli weights, such that $1 / w_{a}$ is proportional to $\sqrt{\operatorname{Var}\left(P_{a}\right)}$, we get the minimal number of shots $S$.

Instead of setting the same number of shots for all operators, the distribution of repetitions may favour the operators with greater impact on variance. In case the number of shots is not strictly limited we consider the number of repetitions proportional to the weight. From Eq (3.2.66) it can be seen that, if $\operatorname{Var}\left(P_{a}\right) \approx V, \forall a$ this setting decreases total variance. The optimal distributions of repetitions is $S_{a} \propto w_{a} \sqrt{\operatorname{Var}\left(P_{a}\right)}$ or in some case more simplistically $S_{a} \propto w_{a}$. For cases with highly limited number of shots, it is suggested to use random measurements with probabilities proportional to $w_{a} \sqrt{\operatorname{Var}\left(P_{a}\right)} \cdot \sqrt{6}$

## Truncation

Another method used to increase speed up calculations is the truncation of terms with the least impact on the result. Since the calculation is based on sum of weighted Pauli strings, it can be seen that in order to quantify the significance of terms of the sum, the following trivial inequality can be used

$$
\begin{equation*}
\left.\left|\langle\Psi| w_{a} P_{a}\right| \Psi\right\rangle \mid \leq w_{a} \tag{3.2.68}
\end{equation*}
$$

Next we define

$$
\begin{equation*}
s_{k}:=\sum_{a=1}^{k} w_{a}, \quad k \leq N_{P} ; \quad w_{a} \leq w_{a+1} \tag{3.2.69}
\end{equation*}
$$

Finally, by choosing a constant $C \in[0,1)$, we now omit terms with indices $>l$ in $\mathrm{Eq}(3.2 .67)$, where $l$ satisfies $s_{l}<C \cdot \epsilon$. For this method it was shown that the total number of shot is then

$$
\begin{equation*}
S=\left(N_{P}-l\right) \sum_{a=l+1}^{N_{P}} \frac{w_{a}^{2} \operatorname{Var}\left(P_{a}\right)}{\left(1-C^{2}\right) \epsilon^{2}} \tag{Eq}
\end{equation*}
$$

## Pauli string grouping

The theory of Pauli string grouping is extensive and in this project only its basics will be outlined. The basic idea of this method is the fact that by measuring a Pauli string

$$
\begin{equation*}
P_{a}=\sigma_{p(a, 1)} \otimes \sigma_{p(a, 2)} \otimes \ldots \sigma_{p(a, N-1)} \otimes \sigma_{p(a, N)} \otimes, \quad p(k, i) \in\{I, X, Y, Z\} \tag{3.2.71}
\end{equation*}
$$

we gain information about other string, e.g. $P_{b}$, which has some same elements, for example $p(a, j)=$ $p(b, j)$. These elements are referred to as overlapping Pauli elements. In order to use this overlap we must simultaneously diagonalize a set of Pauli strings, which forms an Abelian group, by unitary rotations of measurement basis. Thus, the number of terms that need to be measured is reduced through the joint measurement of the qubits register for the whole Abelian group. This joint measurement
gives information about multiple Pauli operators simultaneously. The general prescription from the method starts with finding the generators of the Abelian group, these we denote $\left\{\tau_{i}\right\}$ and follows by finding a unitary $U$ which satisfies

$$
\begin{equation*}
U \tau_{i} U^{\dagger}=Z_{q(i)} \tag{3.2.72}
\end{equation*}
$$

where $q(i)$ is a map from a generator index $i$ to a qubits in register ${ }^{[8}$. From the equation Eq (3.2.72) follows that the expectation value of $\tau_{i}$ can be found by measuring value for $Z_{q(i)}$. The same approach can be applied to the whole Abelian group, where $U$ is applied to the group and all generators are then measured by measuring $\sigma_{Z}$. One implementation is the Qubit-wise commutativity (QWC). We define as a set where the Pauli operators with same indices commute in all Pauli strings of the set. For example strings $X I, I Z$ and $X Z$ form a QWC. For the QWC implementation we have single qubit $U_{\mathrm{QWC}}:=U$

$$
\begin{equation*}
Z=R_{Y}\left(-\frac{\pi}{2}\right)^{\dagger} X R_{Y}\left(-\frac{\pi}{2}\right), \quad Z=R_{X}\left(\frac{\pi}{2}\right)^{\dagger} Y R_{X}\left(\frac{\pi}{2}\right) \tag{3.2.73}
\end{equation*}
$$

To conclude this section we mention there are more complex methods such as General Commutativity (GC), which have more complicated unitaries. Their advantage is greater reduction of the number of terms to measure, e.g. GC can for the ab initio molecular Hamiltonian reduce the number of terms from $O\left(N^{4}\right)$ to $O\left(N^{3}\right) \cdot 6$

### 3.2.4 Ansatz

The next essential part of a VQE is the ansatz. This term refers to the structure of the parametrized quantum circuit, which prepares the trial state, i.e. a model of the trial wavefunction. The prepared state is the used to measure the Hamiltonian as illustrated in diagram 3.1. During the VQE optimization loop the trial wavefunction takes form of the optimal wavefunction. There are a number of possible ansatze and the selection has to be made according to the solved problem. There exist metrics which are used to characterize the ansatz constructions. The most frequent are the expressibility and trainability. The former quantifies the uniformity of ansatz span across the unitary space. The rigorous definition uses the distance between the distribution of unitaries generated by ansatz and maximally uniform distribution, which is measured using the Haar measure. The latter stand for the quantified ability to find optimal parameter set to reach the optimal wavefunction through the iterative optimization with respect to expectation values of the problem Hamiltonian and the required time. 50

A typical problem of VQE which has to be addressed in the ansatz is the barren plateau problem. The term stands for the situation in which the gradient, used for the selection of new set of parameters for new iteration, is vanishing. In this situation the cost function is effectively constant. The barren plateau is usually restricted to cases, when the gradient vanishes exponentially, because this leads to exponential increase of needed time, e.g. polynomial time vanishing is still considered trainable. This problem is not limited to VQE, it is present for the whole VQA category of algorithms. The problem can be visualized using an equivalent problem of narrow gorges. The term narrow gorge refers to situation, when a local minimum contracts exponentially with growing number of qubits of the model.

For a single parameter model the narrow gorge problem is illustrated in the figure 3.4, the minimum is increasingly difficult to find as the graph "gorge" becomes increasingly narrow. More rigorously,
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Figure 3.4: Comparison of an example expectation value $\langle H\rangle(\theta)$ with one parameter $\theta$ for the cases when the barren plateau does not occur (subfigure on the left) and for baren plateau occuring (subfigure on the right), inspired by 51
consider VQE problem, for which the expectation value for problem Hamiltonian plays role of a cost function ${ }^{9}$

$$
\begin{equation*}
E(\boldsymbol{\theta})=\langle\Psi(\boldsymbol{\theta})| H|\Psi(\boldsymbol{\theta})\rangle, \tag{3.2.74}
\end{equation*}
$$

where $|\Psi(\boldsymbol{\theta})\rangle$ denotes the parametrized wave function. The barren plateau occurs for $E(\boldsymbol{\theta})$, if and only if

$$
\begin{equation*}
\forall \theta_{i} \in \boldsymbol{\theta}, \quad \forall \epsilon>0, \quad \exists b>1, \quad \operatorname{Prb}\left(\left|\partial_{\theta_{i}} E(\boldsymbol{\theta})\right| \geq \epsilon\right) \leq O\left(\frac{1}{b^{N}}\right) \tag{3.2.75}
\end{equation*}
$$

This equation $\mathrm{Eq}(3.2 .75)$ can be seen as a consequence of the Chebychev's inequality 4 .

There are many causes ${ }^{10}$ of the barren plateau problem. It can be shown that the problem occurs more often with increase of system size or growth of the expressibility of ansat2 ${ }^{11} 50$. The cost function also impacts the likelihood of barren plateau, specifically the locality of the cost function. More local cost functions, based on local observables are more resilient to the problem 51 . Other major factors which play role in the barren plateau are the noise and the degree of trial function entanglement $\sqrt{6}$. From the barren plateau problem causes which are listed above follows that some of the most accessible means to avoid it are the use of less expressive ansatze and use of local encoding with lower Pauli weights.

## Hardware-efficient ansatz

In order to give a complete picture of the ansatz topic in VQE, we give examples of some important classes of ansatze. First example of a VQE ansatz is the hardware-efficient ansatz (HEA), a type of fixed structure ansatz. The significance of HEA lies in its simplicity, which enables HEA to be modified for the particular quantum computer.

Definition 3.11 (Hardware efficient ansatz (HEA)). [6] We define the HEA ansatz as fixed structure ansatz constructed by repeating blocks of interweaved single qubit rotations gates controlled by

[^17]parameters and "ladders" of entangling gates. Hence the trial state can be represented as
$$
|\Psi(\theta)\rangle=\left(\prod_{i=1}^{d}\left(U_{\mathrm{ROT}}\left(\theta_{i}\right) \times U_{\mathrm{ENT}}\right)\right) \times U_{\mathrm{ROT}}\left(\theta_{d+1}\right)\left|\Psi_{\mathrm{INIT}}\right\rangle, \quad U_{\mathrm{ROT}}\left(\theta_{i}\right):=\prod_{q, p}^{N, P} R_{p}^{q}\left(\theta_{i}^{p q}\right), \quad \mathrm{Eq}(3.2 .76)
$$
where $q \in\{0,1, \ldots, N\}$ indices are the qubit addresses in the register and $p \in\{x, y, z\}$ set the axis of rotation ${ }^{12}$. A basic example of a HEA block with $R_{x}$ and $R_{y}$ rotations and $U_{\mathrm{ENT}}=\mathrm{CNOT}$ for $N=2$ can be seen on figure 3.5 .


Figure 3.5: A basic example of a HEA block with $R_{x}$ and $R_{y}$ rotations and $U_{\mathrm{ENT}}=\operatorname{CNOT}$ for $N=2$, i.e. for three qubits, inspired by 6

From the definition follows that the HEA is organized into $L$ layers. Hence, the circuit depth is $O(L)$ and the number of parameters is $O(N \cdot L)$. The problem of HEA in order to guarantee success, it has to span over large part of the studied Hilbert space. In the worst case the number of layers $L$ scales exponentially to cover the entire Hilbert space. From this follows that HEA is prone to barren plateaus. (6]

## Unitary Coupled Cluster Ansatz (UCC)

The Unitary Coupled Cluster ansatz originates from quantum chemistry and nuclear physics. Partially thanks to the initial article describing VQE[29], where this ansatz was applied, the development of UCC for VQE lead to this ansatz being the currently most widely researched ansatz for the VQE and related algorithms. Since its formulation the method was developed further into multiple extensions for different problems. The unitary form of UCC suitable form quantum computation was derived from the Coupled Cluster ansatz used in classical quantum chemistry. 38

To introduce the working of the ansatz, consider a reference state of an $N$ qubit system $\left|\Psi_{\text {REF }}\right\rangle$, for example $\left|\Psi_{\text {REF }}\right\rangle=|\mathbf{0}\rangle=|0 \ldots 0\rangle$. This state plays role of a starting point from which the Hilbert space is gradually explored via change of parameters. The set of states which are explored is limited in sense of Hamming distance (defined in 1.4) reachable through "bit flips". This related method is referred to as configuration interaction and may be written as

$$
\begin{equation*}
\left|\Psi_{\mathrm{CI}}(\boldsymbol{\theta})\right\rangle=\sum_{p} \theta_{p} \sigma_{p}^{+}\left|\Psi_{\mathrm{REF}}\right\rangle, \quad \theta_{p} \in \mathbb{C}, \tag{3.2.77}
\end{equation*}
$$

where $\sigma_{p}^{+}$were defined in $\mathrm{Eq}(3.2 .45)$. The concept of configuration interaction is extended by the coupled cluster, where the spin-flip serves as a generator used to explore the Hilbert space from well

[^18]defines state with all spins aligned $-\left|\Psi_{\text {REF }}\right\rangle=|\mathbf{0}\rangle$. For example the restriction to a space of single spin-flip states can be expressed as
\[

$$
\begin{equation*}
\left|\Psi_{\mathrm{CC} 1}(\boldsymbol{\theta})\right\rangle=\exp \left(\sum_{p} \theta_{p}\left(\sigma_{p}^{+}-\sigma_{p}^{-}\right)\right)\left|\Psi_{\mathrm{REF}}\right\rangle . \tag{3.2.78}
\end{equation*}
$$

\]

The portion of explorable space is increased by introducing more bit flips. The pitfall of this approach are the situations when the reference state $\left|\Psi_{\mathrm{REF}}\right\rangle$ is result of some procedure, which may give a state such as $\Psi_{\text {REF }}=|+\cdots+\rangle,|+\rangle=(|0\rangle+|1\rangle) / \sqrt{2}$. For such reference state the flipping leads only to the same state. The main problem of coupled cluster follows from its description in fermionic operators

$$
\begin{align*}
T(\boldsymbol{t}) & :=\sum_{i=1}^{k} T_{i}(\boldsymbol{t}),  \tag{3.2.79}\\
T_{1}(\boldsymbol{t}) & :=\sum_{i, a} t_{i}^{a} a_{a}^{\dagger} a_{i},  \tag{3.2.80}\\
T_{2}(\boldsymbol{t}) & :=\sum_{i, j, a, b} t_{i j}^{a b} a_{a}^{\dagger} a_{b}^{\dagger} a_{j} a_{i} \tag{3.2.81}
\end{align*}
$$

For the fermionic operator notation the coupled cluster takes form

$$
\begin{equation*}
\left|\Psi_{\mathrm{CC}}\right\rangle=\exp (T)\left|\Psi_{\mathrm{REF}}\right\rangle, \tag{3.2.82}
\end{equation*}
$$

from which it can be seen that the issue of coupled cluster is that the $\exp (T)$ operator is not unitary, thus it can hardly be implemented on a quantum computer. A solution of this issue follows from the fact that $T$ is antihermitean $\left(T^{\dagger}=-T\right)$, thus its exponential is unitary $\left(\exp (T) \exp \left(T^{\dagger}\right)=\exp (T) \exp (-T)=I\right)$. The UCC replaces the operator $\exp (T)$ with a unitary operator $\exp \left(T-T^{\dagger}\right)$, because $T-T^{\dagger}$ is, again, antihermitean. First we will return to the original notation. Using the fact that $\sigma^{+}, \sigma^{-}, \sigma^{Z}, I$ can serve as a base from which the Pauli operator can be expressed, we may move onto more general unitary coupled cluster ansatz.

$$
\begin{align*}
\mathrm{i}\left(\sigma_{p}^{+}+\sigma_{p}^{-}\right)= & \mathrm{i} \sigma_{p}^{x}\left(\begin{array}{cc}
0 & \mathrm{i} \\
\mathrm{i} & 0
\end{array}\right)_{p}=\mathrm{i} \sigma_{p}^{1}  \tag{3.2.83}\\
\left(\sigma_{p}^{+}-\sigma_{p}^{-}\right)= & \mathrm{i} \sigma_{p}^{y}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)_{p}=\mathrm{i} \sigma_{p}^{2}  \tag{3.2.84}\\
& \mathrm{i} \sigma_{p}^{z}\left(\begin{array}{cc}
\mathrm{i} & 0 \\
0 & \mathrm{i}
\end{array}\right)_{p}=\mathrm{i} \sigma_{p}^{3} \tag{3.2.85}
\end{align*}
$$

The UCC builds upon the idea of cluster operators, which serve as generators.
Definition 3.12 (unitary Coupled Cluster operator). [38, 52, 6] For the UCC we define the cluster operator as a generator used for the exploration of Hilbert space starting from the reference state A first order cluster operator may be written as

$$
\begin{equation*}
T_{1}(\boldsymbol{\theta})=\mathrm{i} \sum_{p, \alpha} \theta_{p}^{\alpha} \sigma_{p}^{\alpha}, \tag{3.2.86}
\end{equation*}
$$

where $\theta_{p}^{\alpha} \in \mathbb{R}$ and $p$ are qubit addresses and $\alpha \in\{X, Y, Z\}$. The general cluster operator then takes form

$$
\begin{equation*}
T_{k}(\boldsymbol{\theta})=\mathrm{i} \sum_{p, \boldsymbol{\alpha}} \theta_{p}^{\alpha} \sigma_{p}^{\alpha} \tag{3.2.87}
\end{equation*}
$$

where $\sigma_{p}^{\alpha}$ denotes $\sigma_{p_{1}}^{\alpha_{1}} \sigma_{p_{2}}^{\alpha_{2}} \ldots \sigma_{p_{k}}^{\alpha_{k}}$ and $\theta_{p}^{\alpha}$ stand for the tensor that holds the variational parameters. Thus, a full cluster operator up to order $k$ is defined by formula

$$
\begin{equation*}
T^{(k)}(\boldsymbol{\theta})=\sum_{i=1}^{k} T_{i}(\boldsymbol{\theta}) \tag{3.2.88}
\end{equation*}
$$

From the general coupled cluster operator and the reference (state) $\left|\Psi_{\text {REF }}\right\rangle$ arises the UCC state of order $k$.

$$
\begin{equation*}
\left|\Psi_{\mathrm{CC}}^{(k)}\right\rangle=\exp \left(T^{(k)}(\boldsymbol{\theta})\right)\left|\Psi_{\mathrm{REF}}\right\rangle \tag{3.2.89}
\end{equation*}
$$

The set of possible actions which can be performed using Eq (3.2.89) are all unitary transformations on $k$ qubits which preserve the global phase, i.e. $\mathrm{SU}\left(2^{k}\right)$. This representation has a total of $O\left((3 N)^{k}\right)$ real parameters.

A common setting of $k$ is $k=2$, as for such value the number of parameters grows only quadratically with number of qubits. The implementation of the $\exp \left(T^{(k)}(\boldsymbol{\theta})\right)$, uses the technique of Trotterization ${ }^{13}$, Using the first order in a Trotter factorization for $k=2$ with Trotter number $N$ we get

$$
\begin{equation*}
\left|\Psi_{\mathrm{cc}}(\boldsymbol{\theta})\right\rangle=\left(\prod_{p_{1}, p_{2}, \alpha_{1}, \alpha_{2}} \exp \left(\mathrm{i} \frac{\theta_{p_{1}}^{\alpha_{1} \alpha_{2}}}{N} \sigma_{p_{1} p_{2}}^{\alpha_{1} \alpha_{2}}\right)\right)^{N}\left|\Psi_{\mathrm{REF}}\right\rangle . \tag{3.2.90}
\end{equation*}
$$

Firstly, from the Trotterization Eq (3.2.90) follows that $k=2$ is enough to perform arbitrary 1 or 2 qubits gates. Secondly, it is worth noting that the approximative formula $\mathrm{Eq}(3.2 .90$ ) may also be considered an alternative definition of UCC 3.12.

To see how the UCC can be implemented for the problems related to quantum chemistry such as work with electronic orbitals, it is necessary to rewrite the UCC formalism again into the notation of fermionic operators. For the coupled cluster we have

$$
\begin{align*}
\left|\Psi_{\mathrm{REF}}\right\rangle & =\prod_{i} a_{i}^{\dagger}|\mathrm{vac}\rangle  \tag{3.2.91}\\
|\Psi\rangle & =\exp \left(t-t^{\dagger}\right)\left|\Psi_{\mathrm{REF}}\right\rangle  \tag{3.2.92}\\
T^{(1)}(\boldsymbol{t}) & =\sum_{i_{1}, p_{1}} t_{i_{1} p_{1}}\left(a_{i_{1}}^{\dagger} a_{p_{1}}-a_{p_{1}}^{\dagger} a_{i_{1}}\right)  \tag{3.2.93}\\
T^{(2)}(\boldsymbol{t}) & =\sum_{i_{1}, i_{2}, p_{1}, p_{2}} t_{i_{1} i_{2} p_{1} p_{2}}\left(a_{i_{1}}^{\dagger} a_{p_{1}} a_{i_{2}}^{\dagger} a_{p_{2}}-a_{p_{2}}^{\dagger} a_{i_{2}} a_{p_{1}}^{\dagger} a_{i_{1}}\right) \tag{3.2.94}
\end{align*}
$$

From the fermionic UCC we can get the formulas similar to $\mathrm{Eq}(3.2 .78)$ and even $\mathrm{Eq}(3.2 .90)$ via grouping of the excitation terms in $T$ with their conjugated counterparts from $T^{\dagger}$ into $\tau$.

$$
\begin{align*}
U(\boldsymbol{t}) & :=\exp \left(\sum_{j} t_{j}\left(\tau_{j}-\tau_{j}^{\dagger}\right)\right)  \tag{3.2.95}\\
U(\boldsymbol{t}) & \approx U_{\text {Trotter }}(\boldsymbol{t})=\left(\prod_{j} \exp \left(\frac{t_{j}}{N}\left(\tau_{j}-\tau_{j}^{\dagger}\right)\right)\right)^{N}  \tag{3.2.96}\\
\left(\tau_{j}-\tau_{j}^{\dagger}\right) & \stackrel{\text { Encoding }}{=}{ }_{\mathrm{i}} \sum_{k} P_{k, j} \tag{3.2.97}
\end{align*}
$$

Where using $N=1$ in Trotterization we get more general form the original formula Eq (3.2.89): $U_{1}(\boldsymbol{t})=\prod_{j, k} \exp \left(\mathrm{it}_{j} P_{j, k}\right)$.

Comparing the UCC and HEA ansatze, we can see the obvious advantage of UCC in the number of parameters $O\left(N^{3}\right)^{14}$, whereas HEA has $O(N \cdot L)$ parameters. From this follows that UCC has
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better control over the ansatz span on the Hilbert space. UCC can also provide parametrization of an arbitrary electronic wavefunction. It can also be shown that it is more efficient than HEA for certain tasks. The main issue of UCC follows from the overhead of exponential operator implementation, only the number of CNOT gates used in exponential of Pauli strings for double excitation has scaling of $O\left(\left(2 N^{4}\right) \cdot(q-1)\right)$, where $q$ denotes the average Pauli weight of a string. This of course leads to large circuit depth, which is even bigger isssue for the NISQ devices. [6]

### 3.2.5 Optimization of the ansatz parameters

As it was mentioned in the Section 3.1.1, before the loop 3.1 starts anew, the parameters of the ansatz defining the trial functions need to be updated. For each optimization loop, several measurements of the Hamiltonian expectation value need to be made. That is the computation of the update consists of two steps, computation of gradient for current iteration and optimization itself. The choice of the optimization method influences the number of such measurements as well as the number of iterations the VQE stack needs before converging and lastly it has impact on the resilience of VQE stack to problem specific issues such as the already mentioned barren plateau problem 3.2.4. In contrast to classic optimization the optimization in context of VQA has to overcome the noise present on NISQ devices, which can act against convergence of optimization, as well as precision limited by the number of shots performed between iterations and finally problematic landscape of expectation value, e.g. barren plateau.

To introduce the methods of optimization used for VQAs it is suitable to start with notation which extends the notation used in chapter 2 with reference to publication [6]. The vector $\boldsymbol{O}(\boldsymbol{\theta})=$ $\left(O_{1}\left(\boldsymbol{\theta}^{(1)}\right), O_{2}\left(\boldsymbol{\theta}^{(2)}\right), \ldots, O_{a}\left(\boldsymbol{\theta}^{(a)}\right)\right)$ stand for the set of observables from which the objective function is composed of, $a \in \mathbb{N}$ is the number of these observables. Next we define $C$, a function mapping the observables to the objective function, for this section, it can be thought as

$$
\begin{equation*}
C(\boldsymbol{X})=\sum_{i} c_{i} X_{i} ; \quad c_{i} \in \mathbb{R}, \forall i \tag{3.2.99}
\end{equation*}
$$

The parametric objective function $F(\boldsymbol{\theta})$ is then given as the expectation value of $C(\boldsymbol{O})$. For the observables we have expectation values defined as

$$
\begin{equation*}
\left\langle O_{k}\left(\boldsymbol{\theta}^{(k)}\right)\right\rangle=\left\langle\Psi_{0}\right| U^{(k) \dagger}\left(\boldsymbol{\theta}^{(k)}\right) M^{(k)} U^{(k)}\left(\boldsymbol{\theta}^{(k)}\right)\left|\Psi_{0}\right\rangle, \tag{3.2.100}
\end{equation*}
$$

where $\left|\Psi_{0}\right\rangle$ is the initial state, $M^{(k)}$ represents a Hermitian measurement operator, and finally $U^{(k)}\left(\boldsymbol{\theta}^{(k)}\right)$ is the chosen variational ansatz with parameters $\boldsymbol{\theta}^{(k)}$

$$
\begin{equation*}
U^{(k)}\left(\boldsymbol{\theta}^{(k)}\right)=\prod_{j} U_{j}^{(k)}\left(\theta_{j}^{(k)}\right), \quad U_{j}^{(k)}=\exp \left(\mathrm{i} \theta_{j}^{(k)}\right) P_{j}^{(k)} \tag{3.2.101}
\end{equation*}
$$

were $P_{j}^{(k)}$ is Hermitian, e.g. tensor product of Pauli matrices.

## Finding the gradient

In order to find the value of gradient multiple method can be applied. The first is the Finite Difference Stochastic Approximation(FDSA), which uses difference between two function points to approximate
the gradient. This method can be described by formula

$$
\begin{equation*}
\left(g\left(\boldsymbol{\theta}_{t}\right)\right)_{j}:=\frac{F\left(\boldsymbol{\theta}+c_{t} \mathbf{e}_{j}\right)-F\left(\boldsymbol{\theta}-c_{t} \mathbf{e}_{j}\right)}{2 c_{t}} \tag{3.2.102}
\end{equation*}
$$

where $\left(g\left(\boldsymbol{\theta}_{t}\right)\right)_{j}$ represents $j$-th component of gradient (approximation) at $\boldsymbol{\theta}_{t}$ and $\mathbf{e}_{j}$ denotes a basis unit vector of the unit and $c_{j}$ is the constant that scales the step ${ }^{15}$. This method needs only one measurement. Another method that can be used is the Simultaneous Perturbation Stochastic Approximation(SPSA) ${ }^{16}$, which differs from FDSA by allowing different from unitary basis vector steps:

$$
\begin{equation*}
\left(g\left(\boldsymbol{\theta}_{t}\right)\right)_{t}:=\frac{F\left(\boldsymbol{\theta}+c_{t} \boldsymbol{\Delta}_{t}\right)-F\left(\boldsymbol{\theta}-c_{t} \boldsymbol{\Delta}_{j}\right)}{2 c_{t}\left(\boldsymbol{\Delta}_{t}\right)_{j}} \tag{3.2.103}
\end{equation*}
$$

where $\boldsymbol{\Delta}_{t}$ denotes a random perturbation.

Alternatively to the stochastic approximation methods, there exist means of calculation the gradient of measurement of observables using the quantum resources directly 53 . Using the slightly simplified notation from preceding paragraphs 3.2.5.

$$
\begin{align*}
\frac{\partial\left\langle O_{k}(\boldsymbol{\theta})\right\rangle}{\partial \theta_{j}} & =2 \operatorname{Im}\left(\left\langle\Psi_{0}\right| V_{k}^{j \dagger}(\boldsymbol{\theta}) M^{(k)} U(\boldsymbol{\theta})\left|\Psi_{0}\right\rangle\right)  \tag{3.2.104}\\
V_{k}^{j}(\boldsymbol{\theta}) & =\exp \left(\mathrm{i} \theta_{N_{k}} P_{k}^{N_{k}}\right) \ldots \exp \left(\mathrm{i} \theta_{j} P_{k}^{j}\right) P_{k}^{j} \exp \left(\mathrm{i} \theta_{j-1} P_{k}^{j-1}\right) \ldots \exp \left(\mathrm{i} \theta_{1} P_{k}^{1}\right) \tag{3.2.105}
\end{align*}
$$

The simplest way to implement $V_{k}^{j \dagger}(\boldsymbol{\theta}) M^{(k)} U(\boldsymbol{\theta})$ is the use of an ancillary qubit ${ }^{177}$. 53 The ancillary qubit is prepared into $|+\rangle=(|0\rangle+|1\rangle) / \sqrt{2}$ giving state

$$
\begin{equation*}
|\Psi\rangle=\frac{|0\rangle+|1\rangle}{\sqrt{2}} \otimes\left|\Psi_{0}\right\rangle \tag{3.2.106}
\end{equation*}
$$

Next the controlled $P_{j}$ gate is applied with control ancillary qubit (controlled 1) and the rest of unitary is applied with control 0 . In the following step the measurement operator is applied again with control on ancillary qubit (control 1 ). The resulting state is

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle \otimes U(\boldsymbol{\theta})\left|\Psi_{0}\right\rangle+|1\rangle \otimes M^{(k)} V_{k}^{j}\left|\Psi_{0}\right\rangle\right) \tag{3.2.107}
\end{equation*}
$$

Last step before measurement, of course in the appropriate basis, is the application of second Hadamard gate. Hence, $\operatorname{Im}\left(\left\langle\Psi_{0}\right| V_{k}^{j \dagger}(\boldsymbol{\theta}) M^{(k)} U(\boldsymbol{\theta})\left|\Psi_{0}\right\rangle\right)$ is now in the ancillary qubits encoded in Y basis and can be measured using appropriate basis change. The process can be summarized into a fairly simple circuit, as seen on figure.

## Gradient based optimization methods

The gradient calculation methods are key component in the optimization methods, so-called optimizers used to update the parameters between iterations. The optimizers can be divided into first order and

[^20]

Figure 3.6: Circuit encoding the $\operatorname{Im}\left(\left\langle\Psi_{0}\right| V_{k}^{j \dagger}(\boldsymbol{\theta}) M^{(k)} U(\boldsymbol{\theta})\left|\Psi_{0}\right\rangle\right)$, for the direct analytical gradient measurement, inspired by 6]
second order optimizers. The former use only the first partial derivatives, whereas the latter utilize the second derivatives as well. The optimizer algorithms can be described using the same steps as the classical optimizers used for the deep learning purposes. [6, 54] An example of first order optimizers is the simple gradient descent, based on the gradient descent method, which dates to 19th century and is associated with mathematician Augustin-Louis Cauchy. Its basic idea is as simple as always taking a step in the opposite direction of the gradient with the step size determined by the absolute value of gradient and a preset constant parameter $\eta$, which is called learning rate. Thus, using the classic pseudocode notation ${ }^{18}$, we have There are numerous stochastic optimization algorithms which improve

```
Algorithm 2: Simple gradient descent, inspired by [54]
    Data: learning rate \(\eta \in \mathbb{R}\), objective function \(F\), point \(\boldsymbol{\theta}_{\boldsymbol{t}}\)
    Result: Optimimal parameter set \(\boldsymbol{\theta}_{o}\)
    begin
        while Not converged do
            \(g_{t} \leftarrow g\left(\boldsymbol{\theta}_{t}\right) \quad / *\) Evaluate gradient \(* /\)
            \(\boldsymbol{\theta}_{t+1} \leftarrow \boldsymbol{\theta}_{t}-\eta \cdot g_{t}\)
```

upon the basic gradient descent idea. Some of the more significant and recent are the RMSProp and the Adam optimizer [55]. The former modifies the gradient by division by square root of moving average as can be seen from algorithm below. Note that the $\epsilon$ constant prevents the division by zero,

```
Algorithm 3: RMSProp optimizer method, inspired by [55]
    Data: learning rate \(\eta \in \mathbb{R}\), moving average paramater \(\gamma \in(0 ; 1)\), small constant \(\epsilon \in(0 ; 1)\),
            bjective function \(F\), point \(\boldsymbol{\theta}_{\boldsymbol{t}}\)
    Result: Optimimal parameter set \(\boldsymbol{\theta}_{o}\)
    begin
        while Not converged do
            \(g_{t} \leftarrow g\left(\boldsymbol{\theta}_{t}\right) \quad\) /* Evaluate gradient */
            \(E\left[g^{2}\right]_{t} \leftarrow \gamma E\left[g^{2}\right]_{t-1}+(1-\gamma) g_{t}^{2}\)
            \(\boldsymbol{\theta}_{t+1} \leftarrow \boldsymbol{\theta}_{t}-\frac{\eta}{\sqrt{E_{t}}+\epsilon} g_{t}\)
```

its value can be as small as $10^{-8}$. The latter extends the RMSProp optimizer further by use of the moving square on both the gradient and its square. This approach requires a bias correction. In the introduction of this section we have mentioned the second order optimizers. A good example of a such method is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm Below is a schematic description of the algorithm, its components such as the line search and matrix equation solution are out of the project scope. The algorithm is based on the approximation of the objective function Hessian, so new variables need to be defined. To conclude this section we mention there are also analytical method

[^21]```
Algorithm 4: Adam optimizer method, inspired by [55]
    Data: Learning rate \(\eta \in \mathbb{R}\), moving average parameter for gradients \(\beta_{1} \in(0 ; 1)\), moving average
                parameter for squared gradients \(\beta_{2} \in(0 ; 1)\), small constant \(\epsilon \in(0 ; 1)\), objective function
                \(F\), point \(\boldsymbol{\theta}_{\boldsymbol{t}}\)
    Result: Optimal parameter set \(\boldsymbol{\theta}_{o}\)
    begin
        while Not converged do
            \(g_{t} \leftarrow g\left(\boldsymbol{\theta}_{t}\right) \quad / *\) Evaluate gradient */
            \(m_{t} \leftarrow \beta_{1} m_{t-1}+\left(1-\beta_{1}\right) g_{t}\)
            \(v_{t} \leftarrow \beta_{2} v_{t-1}+(1-\gamma) g_{t}^{2}\)
            \(m_{t}^{\prime} \leftarrow \frac{m_{t}}{1-\left(\beta_{1}\right)^{t}}\)
            \(v_{t}^{\prime} \leftarrow \frac{v_{t}}{1-\left(\beta_{2}\right)^{t}}\)
            \(\boldsymbol{\theta}_{t+1} \leftarrow \boldsymbol{\theta}_{t}-\frac{\eta}{\sqrt{v_{t}^{\prime}}+\epsilon} m_{t}^{\prime}\)
```

```
Algorithm 5: BFGS second order optimizer, [6]
    Data: Initial parameters \(\boldsymbol{\theta}_{0}\), initial Hessian approximate \(B_{0}\), objective function \(F(\boldsymbol{\theta})\)
    Result: Optimal parameter set \(\boldsymbol{\theta}_{o}\)
    begin
        if \(B_{0}\) not set then
            Calculate \(B_{0}\) from \(\boldsymbol{\theta}_{0}\)
        while Not converged do
            \(\boldsymbol{p}_{k} \leftarrow \operatorname{Solve}\left(B_{k} \boldsymbol{p}_{k}=-\nabla F\left(\boldsymbol{\theta}_{k}\right)\right) \quad / *\) Find the descent direction \(* /\)
            \(\alpha_{k} \leftarrow \operatorname{argmin}\left(F\left(\boldsymbol{\theta}_{k}+\alpha_{k-1} \boldsymbol{p}_{k}\right)\right) \quad / *\) Perform line search */
            \(\boldsymbol{s}_{k} \leftarrow \alpha_{k} \boldsymbol{p}_{k}\)
            \(\boldsymbol{\theta}_{k+1} \leftarrow+\boldsymbol{s}_{k} \quad\) /* Parameter update */
            \(\boldsymbol{y}_{k} \leftarrow \nabla F\left(\boldsymbol{\theta}_{k+1}\right)-\nabla F\left(\boldsymbol{\theta}_{k}\right)\)
            \(B_{k+1} \leftarrow B_{k}+\frac{\boldsymbol{y}_{k} \boldsymbol{y}_{k}^{T}}{\boldsymbol{y}_{k}^{T} \boldsymbol{s}_{k}}-\frac{B_{k} \boldsymbol{s}_{k} s_{k}^{T} B_{k}^{T}}{\boldsymbol{s}_{k}^{T} B_{k} \boldsymbol{s}_{k}}\)
```

of optimization available. Example of such methods is the Jaccobi diagonalization and Anderson acceleration $[56]$. This type of method has the advantage of lower dependence on the gradient, giving them resilience to barren plateau problem, while creating greater computational overhead.

### 3.2.6 Suppression of errors and noise

An important topic for the VQAs applied on NISQ devices is the reduction of impact of present noise and overall error mitigation. This broad topic is completely out of the project scope, so we will restrict ourselves to reference to literature, which discusses the problem in greater depth. The problem of error mitigation is discussed in general in [4. A recent example of a publication exploring this problem is the tech report [6].

## Chapter 4

## Quantum programming tools

While the quantum computers of current NISQ era are in general far from being practical in terms of general problem-solving, the development of quantum computers working with dozens of physical qubits and the rise in quantum algorithm research in recent years led to great demand for tools that could be used to program and simulate such a computer $[7]$. The set of tasks that need top be addressed can be formulated in the following way:

- High level programming language: To describe the quantum programs, there first needs to be a programming language, capable of modelling the qubits, quantum operations, measurements etc. The creation of such language is preceded by choice of the programming paradigm and the other parameters for such language. The high level language takes advantage of the simpler notation of more complex operations. The code programmed in the high level language may need to be first translated into low level language to be executed on quantum hardware ${ }^{1}$
- Low level language: The low level language is not an indispensable thing in quantum computation, because the high level language could be implemented directly. Nevertheless, in the current quantum technologies it plays essential role of intermediate representation of the quantum instructions, that are to be executed on the quantum hardware.
- Quantum simulator: During the development of quantum programs and algorithms testing it preferable to have access to means of experimenting without need for real quantum hardware. A quantum simulator offers numerical simulation facilities which serve this exact purpose.
- Quantum algorithms: For classical programming it is essential to have means of compiling algorithms and more complicated programs into packages or libraries, which can be further distributed, so they might be reused. The same problem should be addressed for quantum computing likewise.

In this chapter we provide a brief review of the tools that are currently available to perform the tasks listed above.
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### 4.1 Early quantum programming

In the 1990s the situation in quantum programming was in similar to early classical programming. The studied programs were mostly described using the pseudocode, i.e. a human-readable of lists of instructions for abstract hardware, that cannot be directly executed on any real hardware. The quantum pseudocode was formalized for the first time by a convention in 1996 57. The imperative pseudocode with its formalism for describing low level operations and QRAM ${ }^{2}$ became an inspiration for the class of imperative quantum programming languages. In the same year 1996 another approach quantum programming was presented in the publication [59]. The alternative to the imperative pseudocode is the functional lambda calculus. The quantum lambda calculus continues its development to this day and although it remains a description of quantum programs, rather than being used as a programming language, although there exists implementation in Scheme language. The lambada calculus in context of both classic and quantum computing can be considered a basis for the functional programming languages.

### 4.2 Quantum programming languages and SDKs

In the last twenty years the number of quantum computing languages raised significantly ${ }^{3}$. It should be mentioned that most of the quantum programming tools today are developed as open source software and proprietary components remain mostly in the domain of hardware specific software and components. In this section only the most significant projects will be listed. 60, 61

### 4.2.1 Quantum instruction sets

The instructions sets are used in order to translate the high level algorithms often written using high level (quantum) programming languages. The instruction have the role of low level programming languages and are often hardware-specific. Some of the more widely known are

- cQASM: Common QASM is a quantum assembly language, which is hardware-agnostic, i.e. it offers possibility of information exchange between quantum compilation tools and the simulator software.
- Quil: Quil is a instruction set architecture with shared memory architecture, where the memory is accessible to quantum and classical component. Associated with Common Lisp.

[^23]- OpenQASM: OpenQASM is part of Qiskit, it is based on circuit representation of programs. Its design is based on conventional hardware description languages. It was first described in 2017 paper (62).


### 4.2.2 Quantum programming languages

Apart from low level programming languages, which are used to run software "close" to the actual quantum hardware, there exist high level quantum programming languages, in this context they will be referred to only as quantum programming languages. These languages can also be regarded as meta-programming languages because they are not executed on the quantum hardware itself. The following subsections present a short list of major quantum programming languages sorted by their programming paradigm.

## Imperative languages

In this list of imperative quantum programming languages we have excluded the low level languages, pseudocode and the quantum programming languages, that have form a library for a conventional programming language.

- QCL: Quantum Computation Language can be considered as one of the first implemented languages. It was introduced in 2017 paper. It is conceptually based on C programming language.
- Q\#: Q Sharp is a full-stack programming language for the Quantum Development Kit created by Microsoft. It has syntax inspired by C Sharp.
- Q language: Historically the Q language was the second implemented quantum programming language. It is implemented as and extension of $\mathrm{C}++$ programming language.
- Silq: Silq is one of the most recent languages, it was introduced in 2020. It is written as a high-level programming languages with complex features such as automatic uncomputation.


## - Functional languages

The functional languages are often praised for their closeness to lambda calculus concepts, which makes them more suitable for study of programming concepts in both conventional and quantum programming. The list below does not include the quantum lambda calculus and its various implementations to avoid confusion with separate programming languages based on more traditional approaches to functional programming.

- QML: QML stands for Quantum Meta Language ${ }^{4}$. It is heavily inspired by Haskell conventional programming language. The semantics of the language is based on quantum circuit representation of quantum programs.
- LIQUi $\mid \gg^{5}$. This language is built as an extension of the $\mathrm{F} \#$ conventional language and offers facilities such as simulators and variety of algorithms.
- Quipper: Quipper language is an extension of the conventional Haskell. Some of its functionality, e.g. simulators, are implemented as Haskell libraries.


### 4.2.3 Quantum SDKs by developer

The situation with quantum programming languages, in which the programming languages depend on multitude of tools, for example simulator, quantum hardware interfaces and libraries of quantum algorithms and functions, led to the creation of Software Development Kits (SDK), i.e. collections of tools related to quantum programming. The development of a quantum programming SDK or its analogy is a complex and expensive enterprise, so it is not surprising the most advanced projects are developed by large IT companies and quantum computing firms.

| Developer | Project | Comment |
| :--- | :---: | :--- |
| IBM | Qiskit | Python library, based on OpenQASM circuit <br> representation, offers simulators and hard- <br> ware (local or cloud) |
| Microsoft | Quantum Development Kit | full-stack Q\# language, part of .NET <br> framework, only simulations available |
| Google | Cirq | Python cirq libraries, simulators and <br> hardware internally at Google |
| Riggeti <br> Computing | Forest | Python pyquil library translated to quil <br> instructions, Grove library for optimiza- <br> tion tasks |
| D-Wave | Ocean | tools for D-Wave hardware programming, <br> Ising model and QUBO problems, QMASM <br> low level language |
| Xanadu <br> Quantum | Strawberry Fields | Python library and simulators, used for <br> Xanadu's quantum photonic hardware, <br> Blackbird instructions set |
| Xanadu <br> Quantum | Pennylane | Python library and simulators, used for <br> quantum devices by other developers |
| Budapest <br> Quantum <br> Computing <br> Group | Piquasso | Programmed as a Python library, includes <br> multiple simulators, specialised in photonic <br> quantum computing |

Table 4.1: Major quantum SDKs and their developers. Information taken from documentation of respective SDKs $63,64,65,66,67,68,69,70$

[^24]The quantum SDKs by IBM and Google deserve special attention, as they are associated with most advanced quantum hardware, and they are also involved in quantum programming education.

### 4.2.4 Qiskit

Qiskit, is an acronym for Quantum Information Science Kit, referring to a quantum SDK developed by IBM, namely the IBM Research department, under open source MIT licence. It was initially released in 2017 along with the OpenQASM instruction set mentioned in Section 4.2.1. The Qiskit is often regarded as the most full-featured quantum SDK today. $63,71,72$

The SDK includes tools for creation of quantum programs, which are represented by quantum circuits, simulation of quantum circuits and tools for quantum program execution on local or remote quantum hardware. The remote hardware is primarily accessed through IBM cloud computing service named IBM Quantum Experience, which gives user possibility to send the quantum programs for execution to multiple quantum devices across the globe. It should be emphasized that although the Qiskit is hardware-agnostic in concept ${ }^{6}$, it currently supports only the devices based on superconducting qubits and trapped ions.

To run the quantum programs on hardware the programs are first translated from Python to the machine code level OpenQASM, which is then executed. The SDK allows user to work with OpenQASM directly, making the Qiskit suitable for low level programming. The OpenQASM is used not only for physical devices, in Qiskit it also plays role of programming language for the simulators.

Qiskit is built upon conventional Python3 language using libraries of the same name, which are loaded as necessary. The Python base gives Qiskit advantage of readable and easy to understand syntax, that is familiar to many programmers and also gives access to numerous data science and computer science tools that are available for Python, for example we mention NumPy, Pandas, Matplotlib. The Python integration is especially significant in context of interaction of user with Qiskit and installation. The official documentation suggests installation using the Anaconda Python distribution into an environment that is separated from the rest of operating system programs and libraries. This ensures the compatibility of all Python packages which are involved in work with Qiskit. Although the Qiskit code can be executed as an ordinary Python code, it is recommended to use the Jupyter Notebook. Jupyter Notebook ${ }^{7}$ is a software used to work with interactive notebook documents can contain executable code, formatted Markdown and HTML text and images. The Notebook enables interactive work with code in Python and other computing languages similar to REPL functionality. The Jupyter Notebooks are used in the official Qiskit tutorials and in various educational programs associated with quantum computing and Qiskit, such as the courses and workshops by the QWorld organization.

The Qiskit is organized into multiple components which are listed below along with their functions to give a better idea about the structure of the software.

[^25]- Qiskit Terra: Contains the basic components, which create the quantum circuits and also performs the construction of the quantum gates of the circuits. Other components provide optimization and execution of code locally or remotely.
- Qiskit Aer: Provides quantum computing simulators and their infrastructure. Also contains realistic noise models.
- Qiskit Ignis: Now deprecated component for work with noise and error correction. Superseded by Qiskit Experiments.
- Qiskit Aqua: Now also deprecated component consisting of diverse tools and algorithms. Now replaced with Qiskit Optimization, Qiskit Finance, Qiskit Machine Learning and Qiskit Nature

In context of the two algorithms discussed in this project, it should be mentioned that thanks to the schematic nature of VQE and QAOA, both algorithms were implemented in the libraries of Qiskit. These implementations can be though of as basis which needs to be equipped with an optimizer and a quantum circuit defining the ansatz. Such classes can save time in certain situations, however use of such preprogrammed construct obscures the working of the algorithm and makes unsuitable for low-level research and education purposes.

To conclude the subsection about the Qiskit SDK we give a simple example of a quantum circuit, which performs the superdense coding with Qiskit code that performs the circuit and draws the image of circuit on figure.

Listing 4.1: Superdense coding algorithm circuit in Qiskit

```
from qiskit import QuantumRegister, ClassicalRegister, QuantumCircuit, execute,
    Aer
# Alice has bits to be encoded:
AbitA=False
AbitB=True
# Bob reads the measurement output
# initialise circuit and registers
q = QuantumRegister(2,"qr")
c = ClassicalRegister(2,"cr")
qc = QuantumCircuit(q,c)
# Actual circuit
qc.h(q[0])
qc.cx(q[0],q[1])
#qc.z(q[0])
#qc.x(q[1])
# Use of Python conditionals
if AbitA:
    qc.x(q[0])
if AbitB:
    qc.z(q[0])
#qc.z(q[0])
#qc.x(q[1])
qc.cx(q[0],q[1])
```

```
qc.h(q[0])
# Measurements
qc.measure(0,0)
qc.measure(1,1)
# Execution of the circuit on simulator and output
job = execute(qc,Aer.get_backend('qasm_simulator'),shots=1024)
counts = job.result().get_counts(qc)
tmp=tuple(list(counts.items()) [0] [0])
print(counts)
# Drawing the circuit using Mathplotlib library
qc.draw(output='mpl')
```



Figure 4.1: A quantum circuit diagram generated from qiskit code using matplotlib from code in listing 4.1

## Projects associated with Qiskit

The information on the Qiskit SDK would not be complete without mentioning some of the projects which are closely linked with the SDK. The Qiskit has the advantage of the possibility of accessing the physical quantum hardware in the IBM Quantum project via the IBM Cloud. This way the code produced using the Qiskit can be tested with real noise and real limitations of currect NISQ quantum computers, e.g. limited set of quantum gates or virtual gates.

Another project worth mentioning is the currently developed Qiskit Metal, which is a software that can be used for quantum hardware prototyping and simulations. The software is meant to be compatible with the Qiskit SDK, so the developed circuits can be tested on the modeled hardware.

### 4.2.5 Cirq

Another quantum SDK which gained popularity in the recent years is the Cirq SDK developed by Google AI Quantum Team. Cirq, similarly to Qiskit, is constructed as a Python library, so the code can use the features of a modern programming language. Cirq SDK offers most of the features that

Qiskit has, such as work with quantum circuits, quantum gates and simulations. Currently the SDK does not have the functionality that would enable access to public physical quantum computers.

To give a better illustration of the Cirq SDK and the syntax of programming using its library, a code in Cirq analogical in terms of functionality to 4.1 is listed below.

Listing 4.2: Superdense coding algorithm circuit in Cirq

```
import cirq
from cirq import H, X, Y, Z, CX, measure
# Alice has bits to be encoded:
AbitA=False
AbitB=True
# Bob reads the measurement output
# initialise circuit and registers
q = cirq.LineQubit.range(2)
qc = cirq.Circuit()
# Actual circuit
qc.append(H(q[0]))
qc.append(CX(q[0], q[1]))
# Use of Python conditionals
if AbitA:
    qc.append(X(q[0]))
if AbitB:
    qc.append(Z(q[0]))
qc.append(CX(q[0], q[1]))
qc.append(H(q[0]))
# Measurements
qc.append(measure(*q, key='result'))
# Execution of the circuit on simulator and output
s = cirq.Simulator()
samples=s.run(qc, repetitions=1024)
print(qc)
print(samples.histogram(key='result',fold_func=bitstring))
```


## Chapter 5

## Algorithm implementation and application

This chapter is dedicated to the practical implementation of the QAOA and VQE algorithms. The necessary theory of quantum circuits and the studied algorithms were introduced in the first three chapters (1, 2, 3). The implementations presented here will be restricted to the Qiskit SDK and associated tool which were listed in the Chapter 4. Below are given multiple examples, which illustrate both simple and more complex implementations. Finally, few observations are made about the behaviour of the algorithms for different settings of the implemented circuits. Complete source code of the implementations is available on the Gitlab repository of the project ${ }^{11}$. It should be noted that all implementations utilize the noisy qasm_simulator from Qiskit SDK. The complete tabular data can be found on the project Gitlab repository.

### 5.1 Basic implementations

This section is dedicated to presenting the algorithms applied to rather simple problems. Although the algorithms for such settings do not have much practical use, nor they can reach quantum advantage, the examples are useful illustration of the algorithms and the used programming tools.

### 5.1.1 QAOA: Basic implementation

As we have shown in the Section [2.3, the QAOA can be easily implemented for objective functions based on boolean functions 2.1. The first problem that will be demonstrated with QAOA is the MaxCut, that was discussed in Section 2.3.1. To keep the problem easy to imagine, the partitioned graph is a simple four vertex graph displayed on figure 5.1. For this problem we have already derived the objective function $\mathrm{Eq}(2.3 .13)$ and the problem Hamiltonian $\mathrm{Eq}(2.3 .14)$ which follows from it. The problem unitary has form $\exp \left(-\mathrm{i} \gamma H_{P}\right)$, which can be simplified ignoring the global phase introduces

[^26]

Figure 5.1: A simple graph with four vertices, on which the QAOA for MaxCut is demonstrated below.
by the identity matrices and only considering the effect of $Z_{u} Z_{v}$ terms. This leads to the question of implementing the unitary $\exp \left(-\mathrm{i} \gamma Z_{u} Z_{v}\right)$, which is refered to as RZZ gate. A simple matrix calculation can prove that the RZZ gate can be decomposed according to the following figure 5.2. Thus, we can


Figure 5.2: Circuit realizing the $R Z Z$ gate using one $R_{z}$ gate and two CNOT gates
write the circuit for depth $(p=1)$ as depicted in figure $5.3{ }^{2}$. An important component of QAOA


Figure 5.3: Depth 1 QAOA circuit for MaxCut
algorithm cannot be seen on the circuit diagram 5.3, the optimizer. In the Chapter 3, namely in Section 3.2.5, we have outlined the principles of multiple optimizers. For such a simple graph we can safely assume the gradient base optimizers can be applied. In order to make the examples more illustrative, the first order optimizers for simple gradient descent, gradient descent with scheduled learning rat $\varrho^{3}$ and RMSProp were implied from without use of dedicated package. The excerpts from the source code illustrating the optimizers are listed below. All the mentioned optimizers rely on gradient computation to make the implementation as simple as possible, the FDSA algorithms for gradient computation was chosen and implemented from scratch.

[^27]Listing 5.1: Basic implementation of Simple Gradient Descent optimizer described in 2

```
def gradient_descent(GRADIENT_FUN, INITIAL, ETA, MAX_ITER=100, EPSILON=1e-03):
    vector = np.array(INITIAL)
    learning_rate = ETA
    step = 0.1
    loops = 0
    for i in range(0, MAX_ITER):
        GRAD = GRADIENT_FUN(vector, step)
        diff = - learning_rate * np.array(GRAD)
        if np.all(np.abs(diff) <= EPSILON):
            break
        vector += diff
        for index in range(0, len(vector)):
            if np.abs(vector[index]) > 3.15/2:
                vector[index] /= 2
            step /= 1.02
        loops += 1
    return vector.tolist(), loops
```

Listing 5.2: Basic implementation of Scheduled Gradient Descent optimizer used in this project def gradient_descent_scheduled(GRADIENT_FUN,INITIAL,ETA, MAX_ITER=100,EPSILON=1e-03)
:
vector = np.array(INITIAL)
learning_rate = ETA
step $=0.2$
loops $=0$
for $i$ in range( 0, MAX_ITER):
GRAD = GRADIENT_FUN (vector, step=step)
diff = - learning_rate * np.array (GRAD)
if np.all(np.abs(diff) <= EPSILON):
break
vector += diff
for index in range(0, len(vector)):
if $\mathrm{np} . a b s(v e c t o r[$ index]) $>3.15 / 2$ :
vector[index] /= 2
step $=2 /($ step +10$)$
learning_rate = 1/(learning_rate+20)
loops += 1
return vector.tolist(), loops

Listing 5.3: Basic implementation of RMSProp optimizer discussed in 3
def RMSProp(GRADIENT_FUN, INITIAL, ETA, GAM, MAX_ITER=100, EPSILON=1e-03):
vector = np.array(INITIAL)
learning_rate = ETA
avg_par = GAM
step $=0.1$
loops = 0
e_small = 0.001
LEN = len(INITIAL)
E = []
for $j$ in range ( 0, LEN) :

```
    E.append(0)
for i in range(0, MAX_ITER):
    GRAD = GRADIENT_FUN(vector, step)
    diff = []
    for j in range(0, LEN):
        E[j] = avg_par * E[j] + (1-avg_par)*(GRAD[j]**2)
        diff.append(- (learning_rate/(np.sqrt(E[j])+e_small)) * GRAD[j])
    if np.all(np.abs(diff) <= EPSILON):
        break
        vector += diff
    for index in range(0, len(vector)):
        if np.abs(vector[index]) > 3.15/2:
            vector[index] /= 2
        step = (np.array(diff).sum()/LEN)/2
        loops += 1
return vector.tolist(), loops
```

Listing 5.4: Basic implementation of FDSA finite difference gradient method from Eq (3.2.102)

```
def gradient(point, step, obj_fun):
    grad = []
    for j in range(0,len(point)):
        point_plus = point
        point_minus = point
        point_plus[j] += step
        point_minus[j] -= step
        plus = (obj_fun(point_plus))
        minus = (obj_fun(point_minus))
        grad.append((plus-minus)/(2*step))
    return grad
```

Recall that for the simple gradient computation FDSA depends on the prescription of the step which is taken during computation in the cardinal directions. The application of gradient descent, even for such a simple problem, showed clearly the problems of the most basic method. The simple gradient descent is highly sensitive to the setting of the parameters, for our implementation that is the learning rate $\eta$ and the prescription of the step decrease.

During the test the circuit was first optimized using the selected optimizer and then circuit was measured with parameters $(\beta, \gamma)$ set to the optimizer result for the solution readout. All optimizers have eventually reached correct solution. The experiments with the number of shots used to compute the gradient have shown that the gradient descent methods are more susceptible to low precision of the gradient, because for a hundred shots, the method often did not converge at all. In that case the optimizers were stopped by the set maximum number of iterations (set to 100) rather that the convergence. Even in these cases the optimizers have reached results good enough for reading the solution, although it is obvious that for a more complex task the solution would be lost. The RMSProp optimizer, which utilizes concept of momentum, that is used to scale the gradient before calculating new position, has proven itself more resilient to gradient errors and reached the correct result for a hundred shots.

In order to give a different perspective of the problem solution, a gradient-free optimizer was also
tested for the problem. The chosen optimizer is the COBYLA method implemented in the scipy package as a minimization method. This optimizer obviously does not rely on the use of the gradient computation function, but its performance was measured via the number of iterations it needed to converge, i.e. effectively the number of circuit executions. COBYLA, thanks to its implementation is the most resilient method in terms of parameter changes, but the number of runs it needs to reach solution may be comparable to gradient method. It is also worth noting that this method is based on linear approximations, so it may fail for some problems with complicated parameter landscape. To


Figure 5.4: The histograms of measurement result of the depth 1 QAOA for MaxCut for optimizers (ordered from left to right): Simple Gradient Descent, Scheduled Gradient Descent, RMSProp, COBYLA


Figure 5.5: The partitions of the simple graph, that solve the MaxCut problem, coloured according to the solution bitstrings produced by the algorithm
analyse the performance of the optimizers of this example problem one hundred repeated runs of the optimizers with required high precision were performed and logged the number of cycles necessary to converge with set precision. In order to perform comparison of the selected methods the number of
shots was set to 300 equally. The average number of iterations are listed in the following table 5.1 .

| Method | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Simple GD | 27.05 | 19.55 | 17.05 | 11.20 | 10.00 |
| Scheduled GD | 16.95 | 12.60 | 8.50 | 7.85 | 7.60 |
| COBYLA | 18.30 | 17.05 | 14.55 | 14.20 | 13.95 |
| RMSProp | 17.80 | 11.20 | 10.75 | 9.70 | 6.15 |

Table 5.1: Average number of iterations needed to reach convergence with tolerance set to value in top row using 300 shots for the chosen optimizers listed in the first column

### 5.1.2 VQE: Basic implementation

The application of VQE in quantum chemistry context is beyond the scope of basic examples. For this reason we will consider the problem of finding the eigenvalue of chosen matrix.

$$
M=\left(\begin{array}{ccc}
0 & 0 & -0.5  \tag{Eq}\\
0 & 0.75 & -0.5 \\
-0.5 & -0.5 & -0.25
\end{array}\right), \quad \lambda_{1}=-0.75, \quad \lambda_{2}=0.25, \quad \lambda_{3}=1
$$

To solve this problem, the simplified VQE was used, by this it is meant that for this problem there is no need for complicated choice of base or encoding. Nevertheless, all basic components are present and the principle of VQE can be easily seen in action. To link this demonstration to previously explained theory, we emphasize that this implementation relies upon the HEA ansatz, which was introduced in definition 3.11 , and the RMSProp optimizer ${ }^{4}$, presented in 3. For comparison we have included a non-gradient optimizer, the COBYLA method from the scipy python package. This problem also illustrates one complicated aspect of VQE, in order to work with the given Hamiltonian, e.g. matrix M from Eq (5.1.1), it first needs to be converted into a sum of Pauli strings which can then be implemented on the circuit. This conversion process for studied settings was already outlined in Chapter 3. For an "random" matrix such as M this process can be difficult. Another problem is linked with the form of Hamiltonian. The sum of Pauli strings contains coefficients for all summands and as such they cannot be implemented directly in the circuit, because the gates would lose the unitarity. Computation of the overall expectation value accounting for all coefficients is done through circuit analysis and weighting of the results, which follows from the rules of tensor product and the description of measurement in quantum physics. A sufficiently general implementation of an algorithm is beyond the scope of this project. For these reasons the following implementations use the tools that are provided by the Qiskit.

With this knowledge we can now proceed to present the details of the implementation. The new functions are the HEA block constructing function, which adds a simple HEA block to the circuit of arbitrary size upon call. The next new function is the VQE running function which is called to perform whole quantum routine of VQE with set parameters and return the computer expectation value. The computation of expectation value is based on successive repetitions of the circuit and measurement. This means that one call of VQE running functions is equivalent to number of circuit executions set by the parameter shots. To illustrate the working of our algorithm implementation we include the following excerpts from the source code.

[^28]Listing 5.5: The function constructing the HEA ansatz in the circuit, based on figure 3.5

```
def add_HEA(parameters, circuit):
    p = int(len(parameters)/2)
    beta = parameters[:p]
    gamma = parameters[p:]
    for it in range(0,len(beta)):
        circuit.rx(beta[it], it)
    for it in range(0,len(gamma)):
        circuit.ry(gamma[it], it)
    for i in range(0,len(beta)-1):
        circuit.cx(i, i+1)
```

Listing 5.6: The function used to perform a VQE circuit for a given Hamiltonian

```
def run_vqe(parameters, layers, hamiltonian_op, shots):
    NQUBITS = int(len(parameters)/2)
    # Create quantum circuit
    QC = QuantumCircuit(NQUBITS)
    add_HEA(parameters,QC)
    backend=Aer.get_backend('aer_simulator', device='gpu')
    exp_converter = ExpectationFactory.build(hamiltonian_op, backend)
    measurable_expression = ~StateFn(hamiltonian_op) @ StateFn(QC)
    expect_op = exp_converter.convert(measurable_expression)
    sampled_op = CircuitSampler(backend).convert(expect_op)
    expectation_value = sampled_op.eval().real
    return expectation_value
```

Listing 5.7: Example of the use of RMSProp optimizer to find eigenvalues using VQE

```
GRAD = get_gradient_vqe(1, H_op, 300)
result3, num_loops = RMSProp(GRAD, [1.0,1.0,1.0,1.0], 0.29, 0.2 , 200, EPSILON=0.1)
print('Result_parameters', result3)
```




The results for the RMSProp and COBYLA optimizers are summarized in the following figures.


Figure 5.6: The figure on the left shows the graph of the approximations of eigenvalue found using the RMSProp optimizer. The figure on the right gives the respective number of iterations needed for convergence


Figure 5.7: The figure on the left shows the graph of the approximations of eigenvalue found using the COBYLA optimizer. The figure on the right gives the respective number of iterations needed for convergence

## Qiskit built-in implementations

Both QAOA and VQE have since their discovery reached recognition as perspective quantum algorithms that may even reach quantum supremacy in certain situations 73,74 . It is not surprising that an extensive SDK such as Qiskit includes its own implementation of the algorithms. The implementations QAOA and VQE are a part of qiskit. algorithms module, and they represent an algorithms template, which is completed by adding an ansatz and an optimizer ${ }^{5}$. Such implementations have the advantage of using complex Python code create robust algorithm, which does not suffer many problems, which are present in our simple implementation, such as initial point handling. The main disadvantages of the built-in algorithms are the extensive code, which obscures the inner working of the algorithm, and the dependency on optimizers, which need to fullfill strict requirements, making it unnecessarily demanding to experiment with new optimizer code or use code from external library. The optimizers offered by Qiskit include the GradientDescent ${ }^{6}$, SPSA and COBYLA. An example of use of built-in VQE with the HEA block used in our VQE example can be found below.

Listing 5.8: Example of use of Qiskit built-in implementation of VQE (using SPSA optimizer) with the detailed HEA block construction
p = ParameterVector ('p', 4)

[^29]```
hamiltonian_op = H_op
shots = 300
NQUBITS = 2
# Create quantum circuit
QC = QuantumCircuit(NQUBITS)
for it in range(0,2):
    QC.rx(p[it], it)
for it in range(0,2):
    QC.ry(p[it+2], it)
QC.cx(0, 1)
QC.draw()
qinstance = QuantumInstance(backend, shots = 400, seed_simulator=2)
vqe = VQE(ansatz=QC, initial_point = [1.0, 1.0, 1.0, 1.0], optimizer=SPSA(),\
    quantum_instance=qinstance)
result = vqe.compute_minimum_eigenvalue(H_op)
print(result)
```

For more detailed examples of use of built-in VQE in context of the problems above refer to the project Jupyter notebooks ${ }^{7}$.

### 5.2 Applications

In this final section of the work we present a practical non-trivial problem for each studied algorithm and present its solution along with analysis of the implementation and its performance. The problem were chosen to be related to previously mentioned topics, so the these implementations can be considered to be their direct extension. The code from the previous section 5.1, will be partially reused, in to avoid repetition of essentially same code, only the relevant code excerpt will be referenced.

### 5.2.1 QAOA application

- Relevant problem

The QAOA is as a combinatorial algorithm has a wide range of potential application. Only for the MaxCut combinatorial problem, which we have already mentioned, exist a variety of problems that can be mapped to it, including machine scheduling, QUBO problems, image recognition, etc.[75]. One such problems is the clustering method for unsupervised machine learning ${ }^{8}$

[^30]Definition 5.1. The term clustering, sometimes referred to as cluster analysis, stands for the task of grouping the elements of a (training) set into groups, so that object which share a group are similar to each other. 76]

The notion of similarity here may refer to various characteristics. In this project we will consider sets of $k$-dimesional vectors (points), for this reason the only considered characteristic is the relative distance of the elements in space. This application is heavily inspired by the paper [23], where the idea of using QAOA for clustering. To be specific in this section, similarly to the paper we will consider only bi-clustering, i.e. the elements will be categorized into only two groups. The following algorithm puts the clustering into context of MaxCut Now we can address the question, how much does the previously

```
Algorithm 6: MaxCut bi-clustering algorithm, inspired by 75
    Data: Dataset \(S \subset \mathbb{R}^{\ltimes}=\left\{p_{i} \mid i \in \hat{N}\right\}\), metric \(\rho(\cdot, \cdot)\)
    Result: Grouping of elements of \(S\) into \(S_{1}\) and \(S_{2}\)
    begin
        for \((i, j)\) in \(\hat{N} \otimes \hat{N}\) do
            \(C_{i j} \leftarrow \rho()\)
        \(H_{P} \leftarrow\) Encode(Objectivefunction, weightmatrixC)
        bitstring \(\leftarrow\) QAOA \(\left(H_{P}\right)\)
        for \(i \boldsymbol{i n} \hat{N}\) do
            if bitstring \([i]==1\) then
                \(S_{1} \cdot \operatorname{append}\left(p_{i}\right)\)
            else
                    \(S_{2} \cdot \operatorname{append}\left(p_{i}\right)\)
```

implemented MaxCut on graph and bi-clustering have in common. The answer follows from observing the differences of the problems. The main differences are the presence of imaginary line connecting every point, now taken as a vertex, with every other point, and the fact that the lines have various lengths. The problem can be seen as 2 MaxCut on graph with weighted edges, where weight stands for the distance. The first difference can be implemented easily. The second difference means that the objective value calculator and in consequence the expectation value calculator need to be modified. Weighting also affects the problem Hamiltonian which now takes form

$$
\begin{equation*}
H_{P}=\sum_{\langle u, v\rangle} w_{\langle u, v\rangle} \frac{1}{2}\left(1-Z_{u} Z_{v}\right), \tag{5.2.1}
\end{equation*}
$$

where $w_{\langle u, v\rangle}$ represents the weight. This change does not have a large impact on the implementation, since the effect of identities is ignored and the multiplication of $Z_{u} Z_{v}$ by weight only changes the values of the optimal parameters.

Before the algorithms can be applied, the dataset is randomly generated. This work only studies the problem for $S \in \mathbb{R}^{2}$. The figure below shows the used dataset. In order to check the QAOA result we also generate the correct solution using brute force approach.


Figure 5.8: Randomly generated dataset, that is to be grouped by bi-clustering through QAOA

## - Applications of algorithm

To implement the algorithm, the code for simple QAOA was adapted to be in order with the algorithm on figure 6, by changing the expectation value calculation and the QAOA constructing function. For this problem the depth 2 QAOA was used, this means that the used circuit has two layers and four parameters instead of two. The main reason for this was the need for high precision of parameters for the depth one QAOA, which lead to unnecessary amount of shots needed for solution. The first step is to compute the weight matrix, containing the distances between points, which is then used by the expectation value calculator ${ }^{9}$. The rest of the code, apart from addition of result string picker, remains the same.

Analysis of application

In this subsection we briefly review our results of the implementation of QAOA for bi-clustering of dataset. First let us emphasize that by setting the parameters of the optimizers accordingly, the correct result was reached for both project original RMSProp optimizer and for the scipy package COBYLA optimizer. To study the behaviour of problem solution, the solving procedure was repeated for various number of shots, as this parameter together with the number of algorithms iterations is key for the need resource of the algorithms.

[^31]

Figure 5.9: The figure on the left shows the chart of expectation value approximation found using the COBYLA optimizer. The figure on the right gives the respective number of iterations needed for convergence


Figure 5.10: The figure on the left shows the chart of expectation value approximation found using the RMSProp optimizer. The figure on the right gives the respective number of iterations needed for convergence

## Chapter 6

## Conclusion

This project aims to give a comprehensive and complete overview of the topic of elementary programming of quantum computers and recent quantum algorithms. Particularly this work focuses on the Quantum Approximate Optimization Algorithm (QAOA) and the Variational Quantum Eigensolver (VQE).

The first chapter gives a transparent introduction to the topic of quantum algorithms by explaining the basic terminology, theoretical concepts and methods. In this chapter are also summarized few identities important in context of quantum programming. The quantum circuit formalism is illustrated using a short list of most important quantum gates, including the multiqubit gates. The matrix forms of gates are also given in this chapter. The last part of the chapter opens the topic of quantum algorithms, by explaining their importance and the outlining the characteristics of the studied algorithms.

The following chapter is completely dedicated to QAOA algorithm. The beginning introduces the combinatorial problems and approximations linked to QAOA. The first section gives an extensive list of definitions of terms that are linked to QAOA and finally giving the rigorous definition of the algorithms itself. The definitions are complemented by schematics of the algorithms and a number of equations. The properties of QAOA are studied in the next sections. Basic data are given on the general QAOA, and more extensive overview of properties is given for fixed depth QAOA. Particularly the fixed depth QAOA is studied in context of the MaxCut problem, which is defined and explained in depth in this chapter, and the problems which can be described by a Boolean objective functions. Few theorems for these objective functions and their representation by a problem Hamiltonian are presented and proven. The properties of fixed depth QAOA are shown and proven for graphs of bound degree and using the technique of Pauli Solver. The chapter ends with a short overview of algorithms related to QAOA.

In the third chapter the VQE is presented. The terms defining the problem are given in the beginning along with a brief description of the algorithm and its steps. The second more extensive section describes the individual components of VQE. First the preparatory steps, such as the choice of basis according to application, needed to build a working VQE implementation are explained. Next the Hamiltonian and its construction are shown in detail. The following section present the problems of operator encoding and multiple solutions, methods of VQE optimization and the question of ansatz choice and parametrization. The chapter is closed by an overview of optimization methods that can be used in the optimization parameters during the algorithms loop.

The fourth chapter reviews the currently available quantum programming tools, including the low level quantum instruction sets, quantum programming languages and finally the quantum software development kits (SDK). The SDKs are compared in a transparent table listing their features. The focus is on the Python based Qiskit SDK by IBM Research which is one of the most feature-complete SDKs available. Next the components of Qiskit are explained. The chapter ends with an example of a Qiskit code and the quantum circuit generated using the code.

The final fifth chapter deals with implementation of the algorithms, first on two basic problems and two more practical problems. The solutions of the problems are reached using the simple implementations of the algorithms written for the project and also for comparison are included solutions using the Qiskit built-in implementations. The implementations rely on the optimizers which are coded according to their respective definitions in the third chapter. The project original code is available for review on the project online repository linke in the appendix.

## Appendix A

## Additional information

## A. 1 Acronyms

This part of appendix contains comprehensive list of acronyms used in the project and their meaning.

| QAOA | Quantum Approximate Optimization Algorithm |
| :---: | :--- |
| or Quantum Alternating Operator Ansatz |  |
| VQA | Variationa Quantum Algorithm |
| VQE | Variationa Quantum Eigensolver |
| CC | Coupled Cluster |
| UCC | Unitary Coupled Cluster |
| HEA | Hardware Efficient Ansatz |
| QAA | Quantum Adiabatic Algorithm |
| NISQ | Noisy Intermediate-Scale Quantum (devices) |
| SPSA | Simultaneous Perturbation Stochastic Approxi- |
|  | mation |
| FDSA | Finite Difference Stochastic Approximation |
| RMSProp | Root Mean Square Propagation |
| Adam | Adaptive Moment Estimation (stochastic approx- |
|  | imation method) |
| BFGS | Broyden-Fletcher--Goldfarb-Shanno (algorithm) |
| QRAM | Quantum Random Access Memory |
| QUBO | Quadratic unconstrained binary optimization |
| QASM | Quantum Assembly Language |
| QML | Quantum Meta Language |
| SDK | Software Development Kit |
| REPL | Read-eval-print loop |



## Source code

Due to the extent of used code in this project, a decision was made to omit the full source code from the text of the work. In order to keep the code available, it was uploaded to Gitlab repository. Below a hyperlink and a QR code is presented which lead to the this repository.
Link to project repository: https://gitlab.com/fjfi_studies/bc_project


Figure A.1: QR code leading to the project repository

## Appendix B
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[^0]:    ${ }^{1}$ The Pauli matrices bear the name of Wolfgang Pauli, Austrian physicist and a pioneer of quantum physics.

[^1]:    ${ }^{2}$ Sometimes referred to as ancilla for short.
    ${ }^{3}$ Some literature the "quantum advantage" and "quantum supremacy" are treated as synonyms. In this project the "quantum advantage" will be considered as a reference to an instance of "quantum supremacy" and a property of having an advantage over classical alternative in a tangible application. This approach is also used in 6

[^2]:    ${ }^{1}$ Is it worth mentioning that the objective function for maximalization is, by analogy to cost function for minimization, called a profit function.

[^3]:    ${ }^{2}$ The initial state of this form is the equal superpositon state, which can be prepared by applying hadamard transformation to a register initialised to $|0\rangle^{\otimes N}$ state.

[^4]:    ${ }^{3}$ From the perpective of profit function, each edge cut gives the same profit.

[^5]:    ${ }^{4}$ To improve legibility the Pauli gates will be noted in the following way for the rest of this section: $\sigma_{i}^{x}=X_{i}, \sigma_{i}^{y}=$ $Y_{i}, \sigma_{i}^{z}=Z_{i}$.

[^6]:    ${ }^{5}(\forall k \in \mathbb{N})([k]:=1,2, \ldots, k)$

[^7]:    ${ }^{6}$ deg is the degree of a vertex, i.e. the number of its neighbours
    ${ }^{7}$ The case of a graph with no triangles is covered in Theorem 2.16

[^8]:    ${ }^{8}$ The distance from all zero string, equal to number of ones in string. 4

[^9]:    ${ }^{1}$ Energy in the meaning of expectation value for hamiltonian with set trial parameters

[^10]:    ${ }^{2}$ The Ising Hamitonians can also be product of encoding of a boolean function as it was shown in Eq (2.3.3).

[^11]:    ${ }^{3}$ The system named $T$ in 3.1 .1
    ${ }^{4}$ The movement of nuclei may be computed after the electronic wavefunction is found.

[^12]:    ${ }^{5}$ The R register holds the encoded record of performed permutations. Thus identity permutation is the initial value representing that no sorting was performed.

[^13]:    - for $j$ even: occupancy

[^14]:    ${ }^{6}$ This name of group does not refer to parity set $P(j)$ form table 3.2

[^15]:    ${ }^{7}$ Sometimes referred to as shots 6

[^16]:    ${ }^{8} Z$ was used to represent the operator $\sigma_{Z}$ to avoid confusing indices

[^17]:    ${ }^{9}$ Thus, it is to be minimized.
    ${ }^{10}$ The causes are in some literature referred to as drivers of the problem.
    ${ }^{11}$ The trainability and expressibility properties of the ansatz are related inversely 50 .

[^18]:    ${ }^{12}$ The $\times$ symbol here stands for the successively applied gates not the thezor product $\otimes$

[^19]:    ${ }^{13}$ To be specific, the Suzuki trotter factorization is used for the exponential. 52
    ${ }^{14}$ The number of parameters varies between UCC and its modifications, some of them have only $O\left(k N^{2}\right)$ parameters. 6

[^20]:    ${ }^{15}$ Hence, it has to decrease among iterations
    ${ }^{16}$ The term Simultaneous Perturbation Stochastic Approximation also refers to a an optimization method which is based on the same random perturbations as this methos of gradient calculation. This method later mentioned in the Chapter 5
    ${ }^{17}$ This approach is in some literature referred to as direct analytical gradient measurement

[^21]:    ${ }^{18}$ Unlike in equations in the algorithms, the convention of variable being set value is denoted as variable $\leftarrow$ value.

[^22]:    ${ }^{1}$ This is the case of the Qiskit library mentioned later in this chapter.

[^23]:    ${ }^{2}$ It needs to be emaphsized that the QRAM is rather a model of quantum computation rather than a quantum Random Access Memory, as the term could suggest. This concept is based on a quantum register of qubits on which gates are applied similarly to the circuit model, but the QRAM model explicitly accounts for the classical computer which is controling the quantum apparatus. 58
    ${ }^{3}$ At the time of writing there is no comprehensive list of quantum programming languages. Nonetheless, there are fourteen major languages listed on the relevant Wikipedia page 60, excluding the low level instruction sets and quantum SDKs.

[^24]:    ${ }^{4}$ Not to be confused with Qt Modelling language and Quantum Machine Learning which share common abbreviation QML.
    ${ }^{5}$ The name of language is pronounced as liquid.

[^25]:    ${ }^{6}$ Thanks to the universal quantum computation model of quantum circuits.
    ${ }^{7}$ Jupyter Notebook is built upon more extensive Jupyter project, which is a collection of standards, services and tools for interactive computing.

[^26]:    ${ }^{1}$ A link to the repository can be found in the Appendix

[^27]:    ${ }^{2}$ The circuit for this implementation was programmed in Qiskit, so in order to keep the description of circuit concise, we have used the convention of measurement depiction used by Qiskit in the diagram above 5.3 As can be easily seen this way of depicting the sequential measurements is ill-suited for printed publication with limited horizontal space, for this reason in the following circuit the measurements will be symbolized by an indexed meter as in the previous chapters.
    ${ }^{3}$ The learning rate is unlike for simple gradient descent decreased between the iterations in order to avoid "stepping" over the minimum.

[^28]:    ${ }^{4}$ Other optimizers and their results can be reviewed in the Jupyter notebooks which can be found on the project Gitlab repository.

[^29]:    ${ }^{5}$ In case of VQE is it important to choose the expectation value convertor, as this choice impacts the presence of noise in the calculation.
    ${ }^{6}$ It is worh noting that this gradient descent does not keep the learning rate $\eta$ constant. This maked this optimizer similar to scheduled gradient descent with multiple improvements, which may not be desired by the user.

[^30]:    ${ }^{7}$ Which can be found at the project repository linked in the Appendix.
    ${ }^{8}$ The term is in detail explained in 76

[^31]:    ${ }^{9}$ Note that for this implementation, the classical expectation value calculation is not used, instead a "calculator" function is used, which returns a value that can be used to approximate the expectation value

