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Abstrakt
Tématem této práce je testování fázové stability a výpočet fázové rovnováhy vícesložkových směsí.
Hlavním cílem je představit jednotnou formulaci těchto problémů, numerické algoritmy (založené
na Newtonově–Raphsonově metodě) pro řešení těchto problémů a ukázat výkon algoritmů na
příkladech různé složitosti. Kromě hlavního cíle je v práci uveden rozsáhlý přehled rovnovážné
termodynamiky. Dále jsou představeny alternativní výpočetní algoritmy. V úloze testování fázové
stability jsou diskutovány přístupy založené na technikách globální optimalizace (deterministické
nebo heuristické). Nakonec je uvedeno efektivní řešení systému lineárních rovnic vznikajících z
linearizace úlohy fázové stability. Pro výpočet fázové rovnováhy je odvozena numerická metoda
založená na eliminaci omezujících podmínek a Newtonově–Raphsonově metodě. Nakonec tato
práce představuje aplikaci výpočtu fázové rovnováhy v proudění tekutin v porézním prostředí.
Je uveden matematický model a numerické řešení kompozičního vícefázového stlačitelného
izotermického Darcyho proudění pro vícesložkové směsi. Tato práce obsahuje výsledky mnoha
testů všech výše uvedených numerických algoritmů.

Abstract
The main topics of this thesis are the phase stability testing and the phase equilibrium computation
of multi-component mixtures. The main goal is to present a unified formulation of these problems,
numerical algorithms (based on the Newton–Raphson method) for solving these problems, and
the performance of the algorithms on examples of various complexity. Besides the main goal, an
extensive overview of the equilibrium thermodynamics is given. Moreover, alternative algorithms
to the main algorithms are presented. In the phase stability testing problem, approaches based
on the global optimization techniques (deterministic or heuristical) are discussed. Lastly, an
efficient solution of the system of linear equations arising from the linearization of the phase
stability problem is given. In the phase equilibrium computation, a numerical method based
on the elimination of the constraints and the Newton–Raphson method is presented. Finally,
this thesis presents an application of the phase equilibrium computation in the fluid flow in the
porous medium. The mathematical model and the numerical solution for the compositional
multi-phase compressible isothermal Darcy’s flow for multi-component mixtures are presented.
This thesis contains the results of various tests of all the above numerical algorithms.
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Introduction 1
The main topics of our research are the phase stability testing, phase equilibrium computation,
and the multi-phase compositional simulations. We are mainly interested in numerical methods
for solving the phase equilibrium computation and its consequent application in the compositional
simulations of a multi-component, compressible Darcy’s flow in a porous medium.

Consider a multi-component mixture at given physical conditions, e.g., the pressure, tem-
perature, and mole numbers of the mixture are given. Our focus is to predict whether this
mixture remains in one phase (liquid or gas), or the splitting occurs, and the mixture exists
in two (or more) phases. This problem is known as the phase stability testing problem. Using
the laws of thermodynamics, a mathematical formulation of the phase stability testing problem
and, consequently, the criterion of stability can be derived. However, the phase stability testing
only decides whether the given mixture remains in one phase. If the mixture is in two (or more)
phases, the result of the phase stability testing does not say anything about the composition and
amounts of the individual phases. If we need to know the composition and amounts of the phases
(i.e., the equilibrium state of the mixture), the problem known as phase equilibrium computation
has to be solved. The phase equilibrium computation is a more complicated task than the phase
stability testing; however, using the laws of thermodynamics, a mathematical formulation and
the phase equilibrium conditions can still be derived. Using the phase stability testing and
phase equilibrium computation, multi-phase compositional fluid flows can be modeled. In these
simulations, the composition and the number of phases of the fluid are studied. With the help of
the phase equilibrium computation, the individual phases can be modeled as fully miscible, and
according to the physical conditions the phases can appear and disappear during the simulations.

These models have broad usage in various areas. Our main focus is in the chemical engineering,
e.g., for the CO2 sequestration (Firoozabadi and Myint (2010); Zhang et al. (2020)) or the
enhanced oil recovery (Olajire (2014)). However, we can mention other areas of the research
where compositional simulations take place: medicine (Chernyavsky et al. (2010)), agriculture
(Dayyani et al. (2010)), or hydrology (Trévisan and Periáñez (2016)). Moreover, this topic
includes several branches of mathematics (e.g., mathematical modelling of fluid flow in porous
media, optimization or numerical analysis) and combines it with branches of physics (mainly
equilibrium thermodynamics).

1.1 Content of this thesis

This thesis is structured in the following way:

1. Chapter 1 introduces the field of the phase equilibrium computation and the compositional
simulations. Furthermore, it contains a discussion of our research goals. Finally, it provides

1



2 1. Introduction

the notation which is used in this thesis.

2. Chapter 2 presents the equilibrium thermodynamics. The thermodynamical postulates
are introduced, and the essential equations and potentials are derived. Equations of
state used in this thesis are presented. Moreover, individual forms of the most needed
thermodynamical functions are presented.

3. Chapter 3 defines the phase stability testing problem. First, the unified formulation is
presented. Second, various numerical algorithms for solving the phase stability testing
problem are given. Examples showing the performance of the numerical algorithms are
given.

4. Chapter 4 defines the phase equilibrium computation problem. The unified formulation
is presented, and a numerical strategy for solving the phase equilibrium computation is
proposed. A comparison of the individual phase equilibrium specifications is carried out.
Examples showing the performance of the numerical algorithms are given.

5. Chapter 5 presents compositional simulation. A multi-phase iso-thermal model with phase
equilibrium computation is presented. Conservation laws describing the physical model are
given, and the numerical solution is derived. Examples showing the performance of the
numerical algorithms are given.

6. Chapter 6 discusses the results of this thesis. Some conclusions are drawn.

This thesis was processed by the author using LATEX. Technical drawings in this thesis were
created using Inkscape (inkscape.org) and Lucidchart (lucidchart.com). For the visualisation of
our numerical results, we use Matlab (mathworks.com) and Paraview (paraview.org) software.

1.2 Phase equilibrium computation — state of the art
The phase stability testing and the phase equilibrium computation are two of the basic problems
of the chemical engineering and are closely related together.

The traditional formulation of these problems uses pressure P ˚, temperature T ˚, and mole
numbers N˚1 , . . . , N˚n (or mole fractions x˚1 , . . . , x˚n) as specification variables – this is the case of
the so-called PTN -stability and PTN -flash equilibrium computation. Problems of PTN -flash
and PTN -stability were investigated by many authors building mainly on the the classical works
of Michelsen. Michelsen (1982a) defined the tangent plane function (TPD) and presented the
criterion of phase stability. This criterion leads to an optimization task with the TPD function.
Lastly, Michelsen (1982a) proposed a numerical optimization method based on direct substitution.
Michelsen (1993, 1982b) described possible algorithms for the computation of the multi-phase
equilibrium. One is direct substitution which leads to the well-known Rachford–Rice equation
(see Rachford and Rice (1952)). The other proposed algorithm is based on the Newton–Raphson
method with a modification of the Hessian matrix to ensure the descent of the objective function.
Michelsen (1986a) presented a simplified phase equilibrium computation for an arbitrary cubic
equation of state. Baker et al. (1982) presented a geometrical interpretation of the phase stability
testing problem. Later, research focused on the development of faster and more robust algorithms.
One direction of the research were reduction methods. The idea behind these methods is to
exploit the structure of the problem to reduce the number of independent variables. This allows
reducing the problem to a lower-dimensional space. As a result of the reduction, the size of the
resulting systems of linear algebraic equations, which need to be solved, is substantially reduced.
The first reduction method was proposed by Michelsen (1986b), where the binary interaction

https://inkscape.org/
https://www.lucidchart.com/
https://www.mathworks.com/products/matlab.html
https://www.paraview.org/


1.2. Phase equilibrium computation — state of the art 3

coefficient in the equation of state had to be zero. In this case, the number of independent
variables can be reduced to three. Jensen and Fredenslund (1987) extended the phase equilibrium
computation to one non-zero interaction coefficient. Later, different PTN -phase equilibrium
computation reduction methods were presented by Nichita et al. (2006a); Pan and Firoozabadi
(2003); Petitfrere and Nichita (2015a,b). A critical comparison has been presented by Haugen and
Beckner (2013) or Gorucu and Johns (2014). Michelsen et al. (2013) gave a comparative study
of reduction methods. The solution of the PTN -phase stability using the reduction algorithms
were presented by Firoozabadi and Pan (2002); Hoteit and Firoozabadi (2006b); Nichita and
Petitfrere (2013). Global optimization methods have been also investigated. Nichita et al.
(2002) used a tunnelling method to find a global minimum. Souza et al. (2006) investigated
a global optimization method using interval analysis. Another stability analysis based on the
interval methods can be found in Stadtherr et al. (2007), where the PTN specification was used.
Solving PTN -specification phase stability using a topographical global optimization method
was investigated by Henderson et al. (2015). Zhang et al. (2011) presented a comparison of
various approaches for the global optimization methods. Pan and Firoozabadi (1998) presented
a solution of phase equilibrium computation based on the simulated annealing. More than two
phase splits were investigated by Haugen et al. (2010). They proposed to use a two-dimensional
bisection method to provide good initial guesses for the Newton–Raphson algorithm used to
solve the three-phase Rachford–Rice equations. With the rise of new formulations, volume-based
formulation of the PTN -specification has been investigated in Nichita (2018b,c).

Compared to PTN -stability and PTN -flash, other variables specifications are less common.
One of the notable specifications uses volume V ˚, temperature T ˚ and mole numbers N˚1 , . . . , N˚n
as specification variables (the so called V TN -stability and V TN -flash). First, Mikyška and
Firoozabadi (2012) investigated the V TN -stability and derived a criterion for V TN -stability.
Jindrová and Mikyška (2013) presented a numerical algorithm of the two-phase V TN -flash
computation. Finally, Jindrová and Mikyška (2015) presented a general algorithm of an arbitrary
Π-phase split computation and a general strategy for solving the phase equilibrium computations
with an a priori unknown number of phases. A global approach using a Lagrangian function and
solving the dual problem was presented by Pereira et al. (2010). Castier (2014) presented and
compared PTN and V TN phase stability testing. Their approach uses molar volume and mole
fractions of n ´ 1 components as primary variables or alternatively natural logarithms of the
mole fractions. This approach can be advantageous since a lot of thermodynamical models work
with these variables. Various work in the V TN -specification was presented by Nichita, e.g., see
Nichita (2017, 2018a); Nichita et al. (2009).

Another notable formulation uses the internal energy U˚, volume V ˚, and mole numbers
N˚1 , . . . , N

˚
n as its specification variables (the so-called UV N -stability and UV N -flash). The

UV N -flash specification is useful in non-isothermal problems, e.g., in the dynamic simulation of
separation vessels (Castier (2010); Qiu et al. (2014)) or dynamic filling of a process vessel (Saha
and Carroll (1997)). There are only few papers concerning the UV N -flash. First, Michelsen
(1999a) has proposed a general framework for other variables specifications, including the UV N -
specification. His approach used the PTN -flash in the inner loop while pressure and temperature
are iterated in an outer loop with the goal of fulfilling the pertinent variable(s) specification(s).
The second paper devoted to the UV N -flash equilibrium calculation is the paper Saha and
Carroll (1997). Here, a sophisticated heuristics was developed to estimate the pressure and
temperature corresponding to the given internal energy, volume, and moles. Initial K-values are
estimated using the Wilson correlation and the estimated values of pressure and temperature.
The solution method proposed by Saha and Carroll (1997) is not directly applicable to a system
consisting from a single component. Therefore, the authors propose a special procedure for a
single-component systems. Then, Castier (2009) presented a general strategy for calculating
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phase equilibrium at given UV N with an a priori unknown number of phases. In this strategy,
to get a good initial phase split, one has to use estimates of pressure P and temperature T . In
case of numerical difficulties, the algorithm is based on nested loops using the PTN -flash in
the inner loop, while pressure and temperature are iterated in the outer loop with the goal of
matching the remaining variables specification. Recently, Bi et al. (2020a,b) presented numerical
solutions of the UV N -stability and flash based on the successive substitution method.

1.3 Application of the phase equilibrium computation in the
multi-phase fluid flow in porous medium — state of the art

One of the possible applications of the phase equilibrium computation are the numerical sim-
ulations of a multi-phase flow in porous medium. However, there exist various formulations
of the problem. First, the phases are assumed to be immiscible, and the composition of the
phases is not studied. This problem in the literature is known as immiscible two-phase flow.
In this situation, the phases are fully described by their pressures and saturations (volume
fractions). For a homogeneous porous medium with neglected gravitational effects, McWhorter
and Sunada (1990) derived exact (semi-analytical) solutions in 1D and 2D. Recently, Fučík et al.
(2016) showed that the semi-analytical solution can also be obtained for the three-dimensional
case. Another analytical solution exists for the two-phase flow without the capillarity effects
(known as Buckley-Leverett equation), see Buckley and Leverett (1942); van Duijn et al. (2007).
A large number of numerical methods based on finite differences (e.g., Jim Douglas (1983)),
finite volumes (e.g., Durlofsky et al. (2007), or finite elements (e.g., Efendiev et al. (2006)) were
proposed to solve the immiscible two-phase flow problems. However, the presented methods
suffered from a low level of accuracy. Therefore, higher order methods were developed. Nayagum
et al. (2004) used an approach based on the mixed-hybrid finite element method. A combination
of the mixed-hybrid finite element method with discontinuous Galerkin method was proposed by
Fučík et al. (2019); Fučík and Mikyška (2011) or Hoteit and Firoozabadi (2005, 2008).

Second, in contrast to the immiscible two-phase flow, we are interested in the composition of
the phases. This problem is known as compositional simulation. Here, the mixture is generally
a multi-component fluid, and the conservation of mass is described by the transport equation
for each component of the mixture. In case the mixture is assumed to be in a single phase, the
problem was studied extensively. Traditionally, fully implicit methods or sequential methods
are used, see, e.g., Chen (2006) or Ewing (1983). Alternatively, the IMPEC approach can
be used, see, e.g., Huyakorn (1983) or Acs et al. (1985). In this approach, the equations are
solved in two steps. First, the pressure equation is solved implicitly to get the pressure field.
Then, the concentrations of the first n´ 1 components are updated explicitly using the pressure
from the previous step. The concentration of the last component is updated using the previous
ones, the total concentration, and the equation of state. The conservation of mass holds for
the n ´ 1 components. However, for the last n-th component, the conservation of mass does
not hold. Polívka and Mikyška (2011) presented an approach based on a combination of the
mixed-hybrid finite element method and the finite volume method which leads to a system of
linear algebraic equations. Recently, Chen et al. (2019) presented a novel iterative IMPEC scheme
where the conservation of mass of all components is guaranteed. In contrast to the single-phase
compositional simulations, multi-phase fluids can be studied as well. However, a thermodynamical
model has to be included to determine the composition and amount of each phase. The numerical
solution of this multi-phase problem followed a similar path as the single-phase simulations.
Coats (1980) presented a scheme based on the finite difference method. However, the large
numerical diffusion requires using fine meshes. Hoteit and Firoozabadi (2006a) presented a
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solution based on the mixed-hybrid finite element method and the discontinuous Galerkin method.
The compositions of individual phases are computed using the PTN -specification. Moortgat
et al. (2011) extended the numerical solution up to three phases using the unified approach
of volume balance of Acs et al. (1985). The PTN -specification approach is the most used in
literature. Sun et al. (2012) proposed single-domain and two-domain methods based on the
mixed finite element method. Zidane and Firoozabadi (2019, 2020) presented a higher-order
numerical model for two-phase compositional flow in fractured media. Specifications other than
PTN are less common. Polívka and Mikyška (2014) used the V TN -specification and a fully
implicit scheme, which gives the pressure field directly. However, this approach is computationally
expensive. Later, Polívka and Mikyška (2015) improved their method with a semi-implicit time
discretisation. In contrast to the fully implicit schemes, the size of the linear system does not
depend on the number of mixture components.

1.4 Research goals

Based on the lists of scientific results in Sections 1.2 and 1.3, we formulated the following goals
of our research. To the best of our knowledge, none of these goals has been achieved before.

1. Present the UV N -based phase stability testing problem.

2. Develop a unified framework for phase stability testing and phase equilibrium computation
problems.

3. Develop a global optimization method based on the Branch and Bound strategy for solving
the V TN -phase stability testing problem.

4. Develop a multi-phase compositional model for porous media with the V TN -flash compu-
tation and the iterative IMPEC scheme.

1.5 Achieved results

The thesis presents the following results that — to the best of our knowledge — have not been
achieved before.

1. A fast and robust algorithm for the general multi-phase equilibrium computa-
tion at constant internal energy, volume, and moles (specification UV N). Unlike
the previously published formulations, our method uses results of the UV N -phase stabil-
ity testing for initialization of the UV N -flash computation. Compared to the previous
works, the computational algorithm is simplified, treats both single-component and multi-
component mixtures in the same way, and can be performed in real arithmetic only. The
numerical difficulties mentioned by Castier (2009), which required some parts of the algo-
rithm to be performed in the complex arithmetic, are thus avoided. We have published our
findings in Smejkal and Mikyška (2017).

2. A unified formulation of the phase-equilibrium and phase-stability problems for
multi-component mixtures. Furthermore, we develop a numerical method for solving
the unified formulation of the phase-equilibrium problems. In contrast to other unified
solver presented by Paterson et al. (2018), linearisation of the constraints and possibly
some approximations as mentioned by Paterson et al. (2018) are not performed. In our
formulation, in which we transform the equilibrium computation to a general optimization
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problem with quadratic constraints, the solver remains the same for all possible variables
specifications. We have published our findings in Smejkal and Mikyška (2018).

3. A global optimization algorithm for the phase stability testing at constant
temperature, volume, and moles (specification V TN). The algorithm is based on
the convex-concave splitting of the Helmholtz free energy density function and the Branch
and Bound strategy. In one example, we managed to find a solution that previously used
locally convergent algorithms have not detected. However, the computation times are
higher than the times with a stand-alone gradient method, so the usability in large scale
algorithms is only possible for mixtures with a small number of components. We have
published our findings in Smejkal and Mikyška (2020).

4. A simple procedure for solving systems of linear equations arising from the
linearisation of the V TN-phase stability problem. Using the structure of the Hessian
matrix, the solution is obtained by sequential usage of the Sherman-Morrison formula. The
great advantage of the method is that the system of equations can be solved without even
assembling the system. The numerical experiments showed that the new algorithm was
able to reduce the computation times if the number of components was at least 10. For
smaller mixtures, the classical algorithm is preferred. We have published our findings in
Smejkal and Mikyška (2021).

5. The performance on solving the V TN-phase stability testing problem of five
chosen heuristical algorithms: Differential Evolution, Cuckoo Search, Harmony
Search, CMA-ES, and Elephant Herding Optimization. For the comparison of the
evolution strategies, we use the Wilcoxon signed-rank test. Moreover, we presented the
expanded mirroring technique, which mirrors the computed solution into a given simplex.
Based on the numerical experiments, the Differential Evolution and CMA-ES algorithm
had the best performance. However, none of the evolution strategies found the solution
in all cases. Therefore, the usage of these algorithms in the area of chemical engineering
is limited. Even more, in comparison with the classical Newton–Raphson method with
line-search, the computation times of the evolution strategies were significantly higher. We
have published our findings in Smejkal et al. (2021).

6. A numerical solution of a multi-phase compressible Darcy’s flow of a multi-
component mixture in a porous medium. The mathematical model consists of mass
conservation equation of each component, extended Darcy’s law for each phase, and an
appropriate set of the initial and boundary conditions. The phase split is computed using
the phase equilibrium computation in the V TN -specification (known as V TN -flash). The
transport equations are solved numerically using the mixed-hybrid finite element method
and a novel iterative IMPEC scheme developed by Chen et al. (2019). We have published
our findings in Smejkal and Mikyška (2021).

1.6 Challenges for the future

In the course of our research, we encountered other interesting problems that can be investigated
in the future. Here, we mention few of them.

1. Give rigorous mathematically correct proofs of the equivalents principles to the maximum
entropy principle. To the best of our knowledge, no rigorous proof has been published in
the literature.
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2. Implement and test other specifications of the phase equilibrium computation such as HPN
or SV N . The HPN -specification can be used in the simulations of the Steam-assisted
gravity drainage (SAGD), which is an important application of steam injection for recovery
of extra-heavy oil and bitumen. See Zhu and Okuno (2016) and Butler (1991) for details.

3. Implement and test more complex equations of state such as PC-SAFT (Chapman et al.
(1989)) or e-CPA (Kontogeorgis (2010)). The PC-SAFT equation of state can be applied to
pure components and mixtures of non-associating and weakly polar components. According
to Gross and Sadowski (2001), the PC-SAFT equation of state has a good agreement with
experimental liquid-liquid data of a polyethylene-pentane mixture. The e-CPA equation
of state is used to model the saline water. One of the applications is the modelling of
the solubilities of the carbon dioxide in the aqueous solutions of inorganic salts, which is
important for carbon storage, gas hydrate formation, and seawater desalination. See Sun
et al. (2019) or Li et al. (2020) for details.

4. Extend the mathematical model and numerical solution of the multi-phase compositional
flow to the non-isothermal problems. The compositional simulations without constant
temperature can be carried out using the conservation of energy and the HPN - or UV N -
specification of the phase equilibrium computation.

1.7 System of notation
Vectors and matrices are printed in the bold font, and their components are in the non-bold font,
i.e., v “ pv1, . . . , vdq

T P Rd, where T denotes the transpose. Occasionally, the components of a
vector v and a matrix M will be also denoted by rvsi and rMsi,j , respectively. The Euclidean
scalar product is denoted by ¨, i.e.,

v1 ¨ v2 “
d
ÿ

i“1
rv1si rv2si ,

where v1,v2 P Rd. The open intervals are printed using round brackets. Closed intervals using
the square bracket, i.e.,

pa, bq “ tx P R; a ă x ă bu

ra, bs “ tx P R; a ď x ď bu .

Set of positive integers not exceeding n is denoted by pn, i.e.,

pn “ t1, 2, . . . , nu .

Random variable X that follows some distribution D is expressed by X „ D. Unless said
otherwise, all physical quantities that are used in this thesis are considered to be in the units
stated in the Section Nomenclature.





Equilibrium thermodynamics 2
Thermodynamics is described by Callen (1985) as the study of the restrictions on the possible
properties of matter that follow from the symmetry properties of the fundamental laws of physics.
A more pleasant description is that thermodynamics is a branch of physics that deals with heat
and processes related to it. The basic question of thermodynamics is why is something observed
in nature. Thermodynamics is trying to give mathematical answers (theory) to these questions.
The two main branches of thermodynamics are

• statistical,

• classical.

The statistical thermodynamics takes into account the individual particles and the interactions
between them. The main object of this branch is to give the molecular theory of equilibrium
properties of macroscopic systems (see Hill (1986)). On the other hand, the classical ther-
modynamics is trying to give answers without the knowledge of the molecular interactions.
There exist other divisions of thermodynamics, e.g., equilibrium vs non-equilibrium (see Demirel
(2014)) or the Gibbsian vs the Clausius–Kelvin. According to Tisza (1966), the Clausius–Kelvin
thermodynamics considers a physical system as a black-box, and all information about the system
is computed using the work done on the system and the change in the internal energy. On the
other hand, in the Gibbsian thermodynamics the details of the black-box are known (i.e., the
entropy function of the system, which will be defined later). In this work, we are interested in
the classical Gibbsian equilibrium thermodynamics.

In this chapter, we review the basic principles of the equilibrium thermodynamics. We
start with the principles of thermodynamics, which are basic for all derivations. Then, we
present necessary equilibrium conditions for different physical systems. The thermodynamical
potentials such as Helmholtz free energy or Gibbs free energy will be derived using the Legendre
transformation. One of the most important statements is the entropy maximization principle,
which describes the behaviour of the thermodynamical systems. In this chapter, we give equivalent
principles such as the minimum energy principle or minimum Helmholtz free energy principle.
Moreover, using properties of the thermodynamical potentials, constitutive equations such as the
Gibbs–Duhem equation will be derived. These constitutive equations will be advantageous in
later chapters, where the phase stability testing of the mixtures will be studied. This chapter will
end with a presentation of the most needed constitutive relations for computational algorithms.

First, we will define terms used in this thesis. These terms are mainly adopted from
Firoozabadi (2016).
Mole number Number of molecules divided by Avogadro’s number, NA “ 6.02219ˆ 1023. The
mole number of component i is denoted by Ni.

9
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Mole fraction Mole number of species divided by the total number of moles, Ni
N , where N is

total number of moles. The mole fraction of component i is denoted by xi or zi.

Critical temperature The maximum temperature at which a gas can be liquefied by pressure.
Above this temperature, the substance cannot be liquefied, no matter how much pressure is
applied. The critical temperature of the substance i is denoted by Tc,i.

Critical pressure The critical pressure of a substance is the pressure required to liquefy a gas
at its critical temperature. The critical pressure of the substance i is denoted by Pc,i.

Saturation Pressure At a given temperature, saturation pressure is the pressure at which a
given liquid and its vapour can co-exist in equilibrium. The saturation pressure of the substance
i at temperature T is denoted by P (sat)

i pT q.

Wall A physical system idealized as a surface forming the common boundary of two different
systems. The walls that completely enclose a system are called enclosures. Walls separating the
subsystems of a composite system are called partitions.

Closed system A system with a wall that is restrictive to the flow of matter.

Extensive variables Variables that depend on the total quantity of matter in the system or
subsystem. Examples are volume and mole numbers.

Intensive variables Variables that have point values and are independent of the size of the
system or subsystem. Examples are temperature and pressure.

Phase A region of space in which all physical properties are uniform. Examples are liquid phase
and gas phase.

Internal energy Sum of the kinetic energy of the atoms and molecules in the system and the
potential energy of the mutual interactions between the atoms and molecules. The internal
energy is denoted by U .

Equilibrium state The state in which the properties are determined by intrinsic properties
that are time-independent. A more precise definition will be presented later.

Next, we present the postulates of thermodynamics. These postulates are the basis of
thermodynamics and can be stated in different but equivalent ways. Here, we present the
formulations from Callen (1985). They are not definitions and cannot be proven. They exist
based on the absence of an experience that disproves them.

Postulate 0 The heat flux to a system in any process (at constant mole numbers) is simply the
difference in internal energy between the final and initial states, diminished by the work done in
that process.

Writing the zeroth postulate mathematically, in an infinitesimal quasi-static process at
constant mole numbers, the quasi-static heat δQ is defined by

δQ “ dU ´ δW, (2.1)
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where U is the internal energy. The previous equation is known as the first law of thermodynamics.
The quasi-static work δW is associated with a change in volume and is given by

δW “ ´PdV, (2.2)

where P is the pressure and V is the volume.

Postulate I There exist particular states (called equilibrium states) of systems that are charac-
terized completely by the internal energy U , the volume V , and the mole numbers N1, . . . , Nn of
the chemical components.

Postulate II There exists an additive function S (called the entropy) of the extensive parameters
with the following property: the values assumed by the extensive parameters in the absence of
an internal constraint are those that maximize the entropy over the manifold of constrained
equilibrium states.

Mathematically, the additive property of S can be written as

SΠ “
Π
ÿ

α“1
Spαq “

Π
ÿ

α“1
Spαq

´

U pαq, V pαq, N
pαq
1 , . . . , N pαqn

¯

, (2.3)

where Spαq is the entropy of subsystem α. Combining Postulates I and II, we can derive that
at equilibrium, the entropy SpΠq of the system is at maximum with respect to energies U pαq,
volumes V pαq, and mole numbers N pαq1 , . . . , N

pαq
n , for α “ 1, . . . ,Π, such that

U˚ “
Π
ÿ

α“1
U pαq, (2.4)

V ˚ “
Π
ÿ

α“1
V pαq, (2.5)

N˚i “
Π
ÿ

α“1
N
pαq
i , i P pn, (2.6)

where the symbol pn represents a set of positive integers not exceeding n. We will refer to this
property as the maximum entropy principle. In Section 2.1, we derive the necessary condition of
equilibrium for a simple system with Π “ 2. In Section 2.3, we will show equivalent principles
based on other thermodynamical functions.

Postulate III The entropy is continuous, differentiable, and monotonically increasing function
of the internal energy such that

BS

BU
pU, V,N1, . . . , Nnq ą 0. (2.7)

Using the previous equation, a positive quantity called temperature

T pU, V,N1, . . . , Nnq “
1

BS
BU pU, V,N1, . . . , Nnq

(2.8)

can be defined. Lastly, the continuity, differentiability, and monotonic property imply that the
entropy function can be inverted with respect to the internal energy. Therefore, the internal
energy function

U “ U pS, V,N1, . . . , Nnq (2.9)
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can be uniquely defined. Now, we rewrite the first law of thermodynamics (2.1) to include the
entropy function. The second law of thermodynamics states that for a quasi-static irreversible
process, the change of heat δQ can be expressed as

δQ “ TdS. (2.10)

This law can be derived from postulates I–III (see Callen (1985)). Therefore, combining equations
(2.1) and (2.10) results in

dU “ TdS ´ PdV. (2.11)

Recall that the previous equation holds only for a system with constant mole numbers of all
chemical components. To include cases where the chemical composition is not constant, the
chemical potential of the i-th component µi is defined as

µipS, V,N1, . . . , Nnq “
BU

BNi
pS, V,N1, . . . , Nnq . (2.12)

In other words, the value of the chemical potential µi represents a change of the internal energy
if we include a small amount of the i-th substance to the system without changing the entropy
and volume of the system. The concept of chemical potentials was introduced by Gibbs (1876),
see the collected work Gibbs (1948). Combining equations (2.11) and (2.12) gives

dU “ TdS ´ PdV `
n
ÿ

i“1
µidNi (2.13)

The previous equation fully describes the conservation of energy and will be the basis of all of
our derivations. Moreover, we have

T pS, V,N1, . . . , Nnq “
BU

BS
pS, V,N1, . . . , Nnq , (2.14)

´P pS, V,N1, . . . , Nnq “
BU

BV
pS, V,N1, . . . , Nnq , (2.15)

µipS, V,N1, . . . , Nnq “
BU

BNi
pS, V,N1, . . . , Nnq , i P pn. (2.16)

Since the function S pU, V,N1, . . . , Nnq and consequently UpS, V,N1, . . . , Nnq have additive prop-
erty, they have to be homogeneous of the first-order, i.e.,

U pλS, λV, λN1, . . . , λNnq “ λU pS, V,N1, . . . , Nnq , @λ ą 0. (2.17)

Differentiating the previous equation with respect to λ and setting λ “ 1 results in

U pS, V,N1, . . . , Nnq “ TS ´ PV `
n
ÿ

i“1
µiNi. (2.18)

Postulate IV The entropy of any system vanishes in the state for which

BU

BS
pS, V,N1, . . . , Nnq “ 0 (2.19)

that is at zero temperature.

The most important consequence is that entropy S has a uniquely defined zero value. This is
not the case of internal energy U .
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2.1 Necessary equilibrium conditions
In this section, we will present necessary equilibrium conditions for different systems. These
conditions are direct consequences of Postulates II and III. In this section, for the sake of clarity,
we will assume only a simple system consisting of two subsystems. However, using the additive
property of the entropy function, generalization to an arbitrary system is straightforward. In
each case, the system with internal energy U˚, mole numbers N˚1 , . . . , N˚n occupying volume V ˚
will be studied. The two subsystems will be separated by a wall with different properties. The
subsystems can be viewed as individual phases of the system, e.g., the gas and liquid phase.

2.1.1 Thermal equilibrium

First, we consider a closed system separated by a rigid diathermic wall. The system is depicted
in Figure 2.1. In this situation, the volumes and mole numbers of both subsystems are constant,
and the internal energies obey

U˚ “ U p1q ` U p2q. (2.20)

Therefore, the first law of thermodynamics (2.13) reduces to

dSpiq “ dU piq

T piq
(2.21)

for both subsystems i “ 1, 2. Using the additive property of the entropy function, the entropy of
the system reads as

SΠ “ Sp1q ` Sp2q “ S
´

U p1q
¯

` S
´

U p2q
¯

“ S
´

U p1q
¯

` S
´

U˚ ´ U p1q
¯

, (2.22)

where we used equation (2.20). Therefore, SΠ “ SΠpU p1qq, and the necessary condition for
equilibrium arising from the maximum entropy principle is

0 “ BSΠ

BU p1q
. (2.23)

Using equations (2.21) and (2.22), the previous condition reads as

0 “ 1
T p1q

´
1
T p2q

, (2.24)

which is equivalent to the condition

T p1q “ T p2q. (2.25)

Therefore, at thermal equilibrium, the temperatures of the two subsystems are equal.

2.1.2 Mechanical equilibrium

Now, we consider a closed system consisting of two subsystems separated by a movable diathermic
wall. Therefore, the only difference from Section 2.1.1 is that the volumes of the subsystems are
not constant. The system is depicted in Figure 2.2. The first law of thermodynamics (2.13) in
this case is

dSpiq “ dU piq

T piq
`
P piqdV piq

T piq
, (2.26)



14 2. Equilibrium thermodynamics

rigid diathermal wall

Figure 2.1: Thermal equilibrium scheme. The volumes and mole numbers of both subsystems
are constant. The internal energies U piq satisfy equation (2.20).

for both subsystems i “ 1, 2. The internal energy and volume of the system are given by

U˚ “ U p1q ` U p2q, (2.27)
V ˚ “ V p1q ` V p2q. (2.28)

Using a similar approach as in the previous section, the entropy of the system can be expressed
as

SΠ “ Sp1q ` Sp2q “ S
´

U p1q, V p1q
¯

` S
´

U˚ ´ U p1q, V ˚ ´ V p1q
¯

. (2.29)

Therefore, SΠ “ SΠ `

U p1q, V p1q
˘

, and the necessary conditions for equilibrium are

0 “ BSΠ

BU p1q
, (2.30)

0 “ BSΠ

BV p1q
. (2.31)

Using equations (2.26) and (2.29), the conditions read as

0 “ 1
T p1q

´
1
T p2q

, (2.32)

0 “ P p1q

T p1q
´
P p2q

T p2q
, (2.33)

or equivalently

T p1q “ T p2q, (2.34)
P p1q “ P p2q. (2.35)

To conclude, at mechanical equilibrium, the temperatures and pressures of both systems are
equal.
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moveable diathermal wall

Figure 2.2: Mechanical equilibrium scheme. The mole numbers of both subsystems are constant.
The volumes and internal energies satisfy equations (2.27) and (2.28).

2.1.3 Chemical equilibrium

Lastly, we consider a general case where the wall between two subsystems is movable and
permeable to every component i of the mixture. The system is depicted in Figure 2.3. Now, the
first law of thermodynamics (2.13) is in full form

dSpiq “ dU piq

T piq
`
P piqdV piq

T piq
´

1
T piq

n
ÿ

j“1
µ
piq
j dN piqj , (2.36)

for both subsystems i “ 1, 2. The internal energy, volume, and mole numbers of all components
of the system are given by

U˚ “ U p1q ` U p2q, (2.37)
V ˚ “ V p1q ` V p2q, (2.38)

N˚i “ N
p1q
i `N

p2q
i , i P pn. (2.39)

Using equations (2.37)–(2.39), the entropy of the system is

SΠ “ Sp1q ` Sp2q

“ S
´

U p1q, V p1q, N
p1q
1 , . . . , N p1qn

¯

` S
´

U˚ ´ U p1q, V ˚ ´ V p1q, N˚1 ´N
p1q
1 , . . . , N˚n ´N

p1q
n

¯

,

(2.40)

Therefore, SΠ “ SΠ
´

U p1q, V p1q, N
p1q
1 , . . . , N

p1q
n

¯

, and the necessary conditions for equilibrium
are

0 “ BS

BU p1q
, (2.41)

0 “ BS

BV p1q
, (2.42)

0 “ BS

BN
p1q
i

, i P pn. (2.43)
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Using equations (2.36) and (2.40), the conditions read as

0 “ 1
T p1q

´
1
T p2q

, (2.44)

0 “ P p1q

T p1q
´
P p2q

T p2q
, (2.45)

0 “ µ
p1q
i

T p1q
´
µ
p2q
i

T p2q
, i P pn, (2.46)

or equivalently

T p1q “ T p2q, (2.47)
P p1q “ P p2q, (2.48)

µ
p1q
i “ µ

p2q
i , i P pn. (2.49)

To conclude, at chemical equilibrium, the temperatures, pressures, and chemical potentials of all
components of both subsystems are equal.

moveable permeable diathermal wall

Figure 2.3: Chemical equilibrium scheme. There is no constant property of the subsystem. The
internal energies, volumes, and mole numbers satisfy equations (2.37)–(2.39).

2.2 Thermodynamical potentials
Using the first law of thermodynamics and the Legendre transformation (see, e.g., Sewell (1987)),
other thermodynamical potentials can be derived. In this section, we briefly derive the most
used ones. Moreover, we will define their densities if they are volume-based or their values per
mol in other cases. The densities will be denoted by lower-case letters, the values per mol will be
denoted by lower-case letters with a tilde symbol „.

2.2.1 Helmholtz free energy

The Helmholtz free energy A “ ApT, V,N1, . . . , Nnq can be defined as

A “ U ´ TS. (2.50)
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Therefore, using equation (2.13), the differential of A reads as

dA “ ´SdT ´ PdV `
n
ÿ

i“1
µidNi. (2.51)

In the previous equation, the entropy S, pressure P , and chemical potentials µi for i P pn are
functions of variables T, V,N1, . . . , Nn, i.e.,

S “ SpT, V,N1, . . . , Nnq “
BA

BT
pT, V,N1. . . . , Nnq , (2.52)

P “ P pT, V,N1, . . . , Nnq “ ´
BA

BV
pT, V,N1. . . . , Nnq , (2.53)

µi “ µipT, V,N1, . . . , Nnq “
BA

BNi
pT, V,N1. . . . , Nnq , i P pn. (2.54)

Combining equations (2.18) and (2.50) gives

ApT, V,N1, . . . , Nnq “ ´P pT, V,N1, . . . , NnqV `
n
ÿ

i“1
NiµipT, V,N1, . . . , Nnq. (2.55)

Moreover, we define the Helmholtz free energy density a “ apT, c1, . . . , cnq with

da “ dA
V
“ ´

S

V
dT `

n
ÿ

i“1
µid

Ni

V
“ ´sdT `

n
ÿ

i“1
µidci, (2.56)

where we defined entropy density s “ S
V and concentrations ci “ Ni

V for i P pn.

Remark 2.1. In the application, where the Helmholtz free energy density is used, the temperature
is usually held constant. Therefore, the dependence of a on the temperature is omitted, and we
will write

a “ a pc1, . . . , cnq . (2.57)

Remark 2.2. The Helmholtz free energy is called ’free energy’, because during a process with
constant temperature and moles, the potential A is

dA “ ´PdV. (2.58)

Therefore, up to the sign, the value is the maximal work that the closed system can do during
an isothermal process.

2.2.2 Gibbs free energy

The Gibbs free energy G “ GpT, P,N1, . . . , Nnq can be defined as

G “ U ´ TS ` PV. (2.59)

Therefore, using equation (2.13), the differential of G reads as

dG “ ´SdT ` V dP `
n
ÿ

i“1
µidNi. (2.60)



18 2. Equilibrium thermodynamics

In the previous equation, the entropy S, volume V , and chemical potentials µi for i P pn are
functions of variables T, P,N1, . . . , Nn, i.e.,

S “ SpT, P,N1, . . . , Nnq “ ´
BG

BT
pT, P,N1, . . . , Nnq , (2.61)

V “ V pT, P,N1, . . . , Nnq “
BG

BP
pT, P,N1, . . . , Nnq , (2.62)

µi “ µipT, P,N1, . . . , Nnq “
BG

BNi
pT, P,N1, . . . , Nnq , i P pn. (2.63)

Combining equations (2.18) and (2.59) gives

GpT, P,N1, . . . , Nnq “

n
ÿ

i“1
NiµipT, P,N1, . . . , Nnq. (2.64)

Moreover, we define the Gibbs free energy per one mol rg “ rgpT, P, x1, . . . , xnq with

drg “ dG
N
“ ´rsdT ` rvdP `

n
ÿ

i“1
µidxi, (2.65)

where we defined the entropy per mol rs “ S
N , molar volume rv “ V

N , and mole fractions xi “ Ni
N .

Remark 2.3. As in the Helmholtz free energy density, the dependence on the intensive variables
is usually omitted, i.e., we will write

rg “ rgpx1, . . . , xnq. (2.66)

Moreover, since
n
ř

i“1
xi “ 1, the mole fractions x1, . . . , xn are not independent variables, and the

Gibbs per mol can be defined as a function of only n´ 1 mole fractions

qg px1, . . . , xn´1q “ rgpx1, . . . , xn´1, 1´
n´1
ÿ

i“1
xiq. (2.67)

Remark 2.4. The Gibbs free energy, first defined by Gibbs (1873), was originally called available
energy. Gibbs own description was: the greatest amount of mechanical work which can be obtained
from a given quantity of a certain substance in a given initial state, without increasing its total
volume or allowing heat to pass to or from external bodies, except such as at the close of the
processes are left in their initial condition.

2.2.3 Enthalpy

The enthalpy H “ HpS, P,N1, . . . , Nnq can be defined as

H “ U ` PV. (2.68)

Therefore, using equation (2.13), the differential of H reads as

dH “ TdS ` V dP `
n
ÿ

i“1
µidNi. (2.69)
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In the previous equation, the temperature T , volume V , and chemical potentials µi for i P pn are
functions of variables S, P,N1, . . . , Nn, i.e.,

T “ T pS, P,N1, . . . , Nnq “
BH

BS
pS, P,N1, . . . , Nnq , (2.70)

V “ V pS, P,N1, . . . , Nnq “
BH

BP
pS, P,N1, . . . , Nnq , (2.71)

µi “ µipS, P,N1, . . . , Nnq “
BH

BNi
pS, P,N1, . . . , Nnq , i P pn. (2.72)

Combining equations (2.18) and (2.68) gives

HpS, P,N1, . . . , Nnq “ T pS, P,N1, . . . , NnqS `
n
ÿ

i“1
NiµipS, P,N1, . . . , Nnq. (2.73)

Moreover, we define the enthalpy per one mol rh “ rhprs, P, x1, . . . , xnq with

drh “ dH
N

“ Tdrs` rvdP `
n
ÿ

i“1
µidxi. (2.74)

2.2.4 Grand potential

The Grand potential ω “ ωpT, V, µ1, . . . , µnq can be defined as

ω “ U ´ TS ´
n
ÿ

i“1
µiNi. (2.75)

Therefore, using equation (2.13), the differential of ω reads as

dω “ ´SdT ´ PdV ´
n
ÿ

i“1
Nidµi. (2.76)

In the previous equation, the entropy S, pressure P , and mole numbers Ni for i P pn are functions
of variables T, V, µ1, . . . , µn, i.e.,

S “ SpT, V, µ1, . . . , µnq “
Bω

BT
pT, V, µ1, . . . , µnq , (2.77)

P “ P pT, V, µ1, . . . , µnq “
Bω

BV
pT, V, µ1, . . . , µnq , (2.78)

Ni “ NipT, V, µ1, . . . , µnq “
Bω

Bµi
pT, V, µ1, . . . , µnq , i P pn. (2.79)

Combining equations (2.18) and (2.75) gives

ωpT, V, µ1, . . . , µnq “ ´P pT, V, µ1, . . . , µnqV (2.80)

2.3 Equivalent principles to the Maximum entropy principle
The maximum entropy principle, given by principles of thermodynamics, can be mathematically
written in the following theorem.

Theorem 2.5 (Maximum entropy principle by Callen (1985)). The equilibrium value of any
unconstrained internal parameter is such as to maximize the entropy for the given value of the
total internal energy, volume, and moles.



20 2. Equilibrium thermodynamics

The following alternative statement is sufficient for our purposes in this thesis.

Theorem 2.6 (Maximum entropy principle). Consider a mixture of n components with mole
numbers N˚1 , . . . , N˚n , internal energy U˚ occupying volume V ˚. Then, the system is at equilibrium,
if the entropy of the system

SΠ “
Π
ÿ

α“1
S
´

U pαq, V pαq, N
pαq
1 , . . . , N pαqn

¯

, (2.81)

is maximal with respect to U pαq, V pαq, N pαq1 , . . . , N
pαq
n , α P pΠ, such that

U˚ “
Π
ÿ

α“1
U pαq, (2.82)

V ˚ “
Π
ÿ

α“1
V pαq, (2.83)

N˚i “
Π
ÿ

α“1
N
pαq
i , i P pn. (2.84)

In this section, we present equivalent principles in terms of internal energy U , Helmholtz free
energy A, or Gibbs free energy G. These equivalent formulations will be advantageous in the
phase equilibrium computation. First, we present the minimum internal energy principle, which
can be stated in the following way.

Theorem 2.7 (Minimum internal energy principle by Callen (1985)). The equilibrium value of
any unconstrained internal parameter is such as to minimize the internal energy for the given
value of the total entropy, volume, and moles.

Alternatively, one can express the principle as:

Theorem 2.8 (Minimum internal energy principle). Consider a mixture of n components with
mole numbers N˚1 , . . . , N˚n , entropy S˚ occupying volume V ˚. Then, the system is at equilibrium,
if the internal energy of the system

UΠ “
Π
ÿ

α“1
U
´

Spαq, V pαq, N
pαq
1 , . . . , N pαqn

¯

, (2.85)

is minimal with respect to Spαq, V pαq, N pαq1 , . . . , N
pαq
n , α P pΠ, such that

S˚ “
Π
ÿ

α“1
Spαq, (2.86)

V ˚ “
Π
ÿ

α“1
V pαq, (2.87)

N˚i “
Π
ÿ

α“1
N
pαq
i , i P pn. (2.88)

Now, we would like to prove equivalence of Theorems 2.5 and 2.7. A physical argument
(proof) is given in Callen (1985):
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Physical argument: Let the system be in equilibrium and by the maximum entropy principle
has the highest value of the entropy. Moreover, let the internal energy does not have its smallest
possible value, i.e., we will give proof by contradiction. Therefore, we can lower the value of
the internal energy by withdrawing it in the form of work. This action is possible to take place
during constant entropy. In the second step, we return the withdrawn energy in the form of heat.
Therefore, the entropy of the system will increase (δQ “ TdS). To conclude, we were able to
increase the value of entropy in equilibrium. This is in contradiction with the maximum entropy
principle, and we prove that the maximum entropy principle implies minimum internal energy
principle. Now, we show the opposite implication. Let the system be in equilibrium and by the
minimum internal energy principle has the lowest possible value of the internal energy. Moreover,
let the entropy of the system is not maximal. Then, one can increase the entropy of the system
by exchanging heat δQ from a heat source with the same temperature T as the system has. This
iso-thermal process increases the internal energy of the system by δQ and the entropy of the
system by δQ

T . Now, we can extract this internal energy from the system in the form of work.
This process will not change the value of the entropy. Therefore, at this point, the system has
the same internal energy as in the initial (supposedly equilibrium) state and increased value of
the entropy. Now, we give back the heat δQ to the heat source which results in decreasing the
internal energy by δQ and decreasing the value of entropy by δQ

T . Therefore, we were able to
decrease the value of the internal energy which is in contradiction with the minimum internal
energy principle.

To conclude, we were able to prove the equivalence of Theorems 2.5 and 2.7 using physical
arguments. We would like to have a rigorous mathematical proof. However, we discovered that
this task is beyond the scope of this thesis and it will not be presented here.

Similarly to the minimum internal energy principle, other principles based on the thermody-
namical potentials derived in Section 2.2 can be stated. Here, we only state the principles and
do not prove their equivalence with the maximum entropy principle.

Theorem 2.9 (Minimum Helmholtz free energy principle). Consider a mixture of n components
with mole numbers N˚1 , . . . , N˚n with temperature T ˚ occupying volume V ˚. Then, the system is
at equilibrium, if the Helmholtz energy of the system

AΠ “
Π
ÿ

α“1
A
´

T ˚, V pαq, N
pαq
1 , . . . , N pαqn

¯

(2.89)

is minimal with respect to V pαq, N pαq1 , . . . , N
pαq
n , α P pΠ, such that

V ˚ “
Π
ÿ

α“1
V pαq, (2.90)

N˚i “
Π
ÿ

α“1
N
pαq
i , i P pn. (2.91)

Theorem 2.10 (Minimum Gibbs energy principle). Consider a mixture of n components with
mole numbers N˚1 , . . . , N˚n with temperature T ˚ and pressure P ˚. Then, the system is at equilib-
rium, if the Gibbs energy of the system

GΠ “
Π
ÿ

α“1
G
´

T ˚, P ˚, N
pαq
1 , . . . , N pαqn

¯

, (2.92)
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is minimal with respect to N pαq1 , . . . , N
pαq
n , α P pΠ, such that

N˚i “
Π
ÿ

α“1
N
pαq
i , i P pn. (2.93)

Theorem 2.11 (Minimum Enthalpy energy principle). Consider a mixture of n components with
mole numbers N˚1 , . . . , N˚n with entropy S˚ and pressure P ˚. Then, the system is at equilibrium,
if the enthalpy of the system

HΠ “
Π
ÿ

α“1
H

´

S˚, P ˚, N
pαq
1 , . . . , N pαqn

¯

, (2.94)

is minimal with respect to Spαq, N pαq1 , . . . , N
pαq
n , α P pΠ, such that

S˚ “
Π
ÿ

α“1
Spαq, (2.95)

N˚i “
Π
ÿ

α“1
N
pαq
i , i P pn. (2.96)

2.4 Equations of state

One of the most critical equations in thermodynamics is the equation of state (EOS). This
equation relates the state variables pressure P , temperature T , volume V , and mole numbers
N1, . . . , Nn. However, there does not exist a single equation that correctly describes every possible
system. Therefore, for each system, a specific equation of state has to be used. Here, we present
the equations of state used in this thesis. Most of the equations are pressure explicit, i.e.,

P “ P (EOS) pT, V,N1, . . . , Nnq , (2.97)

or using the concentrations ci “ Ni
V

P “ p(EOS) pT, c1, . . . , cnq “ P (EOS) pT, 1, c1, . . . , cnq . (2.98)

2.4.1 Ideal gas

The ideal gas (ig) equation of state can be written as

P (ig) pT, V,N1, . . . , Nnq “
RT

V

n
ÿ

i“1
Ni, (2.99)

where R is the universal gas constant. The ideal gas equation of state or ideal gas law is the
equation of state of a hypothetical ideal gas. This equation can be used for many gases. However,
its application is limited, e.g., it cannot be used to describe multi-phase states. According to
Siccuan (2001), it was first stated by Clapeyron in 1834. Krönig (1856) and Clausius (1857)
derived the ideal gas equation of state from the microscopic kinetic theory.
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2.4.2 Peng–Robinson

The Peng–Robinson (PR) equation of state was presented by Peng and Robinson (1976). The
equation was developed to satisfy:

• The parameters should be expressible in terms of the critical properties and the acentric
factor.

• The model should provide reasonable accuracy near the critical point, particularly for
calculations of the compressibility factor and liquid density.

• The mixing rules should not employ more than a single binary interaction parameter, which
should be independent of temperature, pressure, and composition.

• The equation should be applicable to all calculations of all fluid properties in natural gas
processes.

In this thesis, we will use the Peng–Robinson equation of state in the following form

ppPRq pT, c1, . . . , cnq “
cRT

1´
n
ř

i“1
bici

´

n
ř

i,j“1
aijcicj

1` 2
n
ř

i“1
bici ´

ˆ

n
ř

i“1
bici

˙2 . (2.100)

The parameters aij , bi of the Peng–Robinson equation of state are defined as

aijpT q “ p1´ δi´jq
b

aipT qajpT q, (2.101)

aipT q “ 0.45724
R2T 2

c,i
Pc,i

“

1`mi

`

1´
a

Tr,i
˘‰2

, (2.102)

bi “ 0.0778RTc,i
Pc,i

, (2.103)

mi “

"

0.37464` 1.54226ωi ´ 0.26992ω2
i , ωi ă 0.5,

0.3796` 1.485ωi ´ 0.1644ω2
i ` 0.01667ω3

i , ωi ě 0.5. (2.104)

In the above equations, c “
n
ř

i“1
ci is the molar density, R is the universal gas constant, δi´j is the

binary interaction parameter between components i and j, Tc,i, Pc,i are the critical temperature
and critical pressure of component i, respectively, Tr,i is the reduced temperature defined as
Tr,i “

T
Tc,i

, and ωi is the acentric factor of component i.

2.4.3 Cubic plus association

Associating systems are those which contain compounds capable of hydrogen bonding, e.g.,
alcohols, water, amines, acids, etc. In this thesis, we are mainly interested in mixtures containing
water. Therefore, in this section, water will have an index i “ 1 in all the expressions. The
CPA (Cubic Plus Association) approach combines classical cubic equation of state (e.g., the
Peng–Robinson) with an advanced association term

p(EOS) pT, c1, . . . , cnq “ p(cubic) pT, c1, . . . , cnq ` p
(association) pT, c1, . . . , cnq . (2.105)
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Kontogeorgis et al. (1996, 1999) developed the association term in a form

p(association) pT, c1, . . . , cnq “ 2RT
ˆ

η

g

Bg

Bη
` 1

˙ ncross
ÿ

i“1
rcipχi ´ 1qs , (2.106)

where ncross is the number of pseudo-associating components for which the cross association
coefficient si ‰ 0. The coefficients ai and bi for water read as

a1 “ c0

”

1` c1
`

1´
a

Tr,1
˘

` c2
`

1´
a

Tr,1
˘2
` c3

`

1´
a

Tr,1
˘3ı (2.107)

b1 “ 1.45843ˆ 10´5, (2.108)

where Tr,1 is the reduced temperature of water and c0 “ 0.09627, c1 “ 1.75573, c2 “ 0.00352,
c3 “ ´0.27464. The χi coefficients are defined implicitly using

χ1 “
1

1` 2c1χ1∆αβ `
n
ř

i“2
2ciχi∆αβ1i

, (2.109)

χi “
1

1` 2c1χ1∆αβ1i
, i “ 2, . . . , n, (2.110)

where ∆αβ is the association strength between molecules, and is given by

∆αβ “ gκαβ
”

exp
!

εαβ{kBT ´ 1
)ı

, (2.111)

where kB is the Boltzmann constant, καβ and εαβ are the bonding volume and energy parameters
of water, respectively, and g is the contact value of the radial distribution function of hard-sphere
mixture that can be approximated as

g “ gpηq “
1

1´ 1.9η , (2.112)

where η “
n
ř

i“1
bici. The association strength between water and pseudo-associating component i

is related to the strength between water molecules as

∆αβ1i “ si∆αβ, (2.113)

where si is the temperature-dependent cross association coefficient which can be determined
together with the binary interaction coefficient δi´j by fitting the experimental data.

The computation of the χi coefficients from equations (2.109)–(2.110) is not a straightforward
task. Michelsen (2006) gives a general numerical algorithm for solving system (2.109)–(2.110).
Here, we are using successive iterations to solve the system.

Remark 2.12. Each presented equation of state has the following property

lim
VÑ`8

”

P (EOS)pT, V,N1, . . . , Nnq ´ P
(ig)pT, V,N1, . . . , Nnq

ı

“ 0. (2.114)

In other words, one can say that at the infinite volume, each mixture behaves as the ideal gas.

2.5 Important thermodynamical relations
In this section, we derive some well-known relations from equilibrium thermodynamics. These
relations are primarily derived using basic theorems from multi-variable calculus.
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2.5.1 Gibbs–Duhem equation

In Section 2.2, different thermodynamical potentials were derived with a transformation of
variables of the internal energy, i.e., S, V,N1, . . . , Nn. However, in any case, not all variables can
be transformed. Transforming all variables results in

Θ “ U ´ TS ` PV ´
n
ÿ

i“1
µiNi “ 0, (2.115)

where we used equation (2.18). Moreover,

0 “ dΘ “ dG´
n
ÿ

i“1
µidNi ´

n
ÿ

i“1
Nidµi “ ´SdT ` V dP ´

n
ÿ

i“1
Nidµi. (2.116)

Rearranging the previous equation results in the well-known Gibbs–Duhem equation. In the
most common form, the equation reads as

SdT ´ V dP `
n
ÿ

i“1
Nidµi “ 0. (2.117)

This equation states that the intensive variables (temperature, pressure, and chemical potentials)
are not independent and gives the relation between them.

2.5.2 Maxwell relations

Since all thermodynamical potentials defined in Section 2.2 are smooth functions, the equality of
mixed partial derivatives can be used to derive relations between derivatives. See, e.g., Rudin
(1976). The equations resulting from this approach are called Maxwell relations. For example, if
we use internal energy U “ UpS, V,N1, . . . , N1q we can derive

B2U

BSBV
pS, V,N1, . . . , Nnq “

B2U

BV BS
pS, V,N1, . . . , Nnq . (2.118)

Using equation (2.13), the first derivatives can be evaluated and the equality

´
BP

BS
pS, V,N1, . . . , Nnq “

BT

BV
pS, V,N1, . . . , Nnq (2.119)

holds. Similarly, other relations from internal energy can be obtained

BT

BNi
pS, V,N1, . . . , Nnq “

Bµi
BS

pS, V,N1, . . . , Nnq , (2.120)

´
BP

BNi
pS, V,N1, . . . , Nnq “

Bµi
BV

pS, V,N1, . . . , Nnq , (2.121)

Bµi
BNj

pS, V,N1, . . . , Nnq “
Bµj
BNi

pS, V,N1, . . . , Nnq . (2.122)

Using a similar approach, sets of relations can be obtained for each thermodynamical potential
from Section 2.2. The note-worthy are

BS

BV
pT, V,N1, . . . , Nnq “

BP

BT
pT, V,N1, . . . , Nnq , (2.123)

BS

BP
pT, P,N1, . . . , Nnq “ ´

BV

BT
pT, P,N1, . . . , Nnq , (2.124)

since on the right-hand side of these equations are physically measurable values.
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2.5.3 Mayer equation

Mayer equation tells us the relation between molar heat capacities at constant pressure cp and
volume cv. These values are defined as

cp “
Brh♦

BT
pT, P q , (2.125)

cv “
Bru♦

BT
pT, rvq , (2.126)

where ru♦, rh♦ are internal energy and enthalpy per mol, respectively. However, these function are
functions of different variables than the ones defined in Section 2.2. Therefore, the superscript ♦
is used. The enthalpy rh♦ can be expressed using rh by

rh♦pT, P q “ rh
´

rs♦ pT, P q , P
¯

. (2.127)

Therefore,

cp “
Brh♦

BT
pT, P q “

Brh

Brs

´

rs♦pT, P q, P
¯

Brs♦

BT
“ T

Brs♦

BT
pT, P q , (2.128)

where T “ Brh
Bs

`

rs♦pT, P q, P
˘

. Moreover,

drs♦ “ Brs
♦

BT
pT, P q dT ` Brs

♦

BP
pT, P qdP “ cp

T
dT ´ Brv

BT
pT, P q dP, (2.129)

where we used the Maxwell relation
Brs♦

BP
pT, P q “ ´

Brv

BT
pT, P q , (2.130)

which is obtained from the Gibbs per mol function. Using a similar procedure, the entropy in
variables T, rv can be expressed as

drs♦ “ cv
T

dT ` BP
BT
pT, rvqdrv. (2.131)

Combining equations (2.129) and (2.131) results in
cp ´ cv
T

dT “ Brv

BT
pT, P q dP ` BP

BT
pT, rvq drv. (2.132)

At the same time

dT “ BT

BP
pP, rvq dP ` BT

Brv
pP, rvqdrv. (2.133)

Comparing the coefficients by drv in equations (2.132) and (2.133) results in
cp ´ cv
T

BT

Brv
pP, rvq “

BP

BT
pT, rvq , (2.134)

or alternatively

cp ´ cv “ T
BP

BT
pT, rvq

Brv

BT
pP, rvq . (2.135)

This equation is known as the Mayer equation.

Remark 2.13. Using different equations of state, special forms of the Mayer equation can be
obtained. With the ideal gas equation of state from Section 2.4.1, the Mayer equation (2.135)
becomes

cp ´ cv “ R, (2.136)

where R is the universal gas constant.
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2.5.4 Wilson correlation

Consider a mixture of n components at temperature T ˚ and pressure P ˚. Let the mixture be in
a two-phase state. Then, one can define the so-called K-factors or Ki-factors by

Ki “
x
p1q
i

x
p2q
i

, i P pn, (2.137)

where xp1qi and xp2qi are the mole fractions of the i-th component in phase one and two, respec-
tively. Ki factors are also called equilibrium constants or Henry’s constants. Determination
of these constants is the object of the phase equilibrium computation. However, there exist
approximations based on critical properties of the individual components of the mixture. Wilson
(1969) approximates the equilibrium Ki-factors as

Ki «
Pc,i
P ˚

exp
"

5.42
ˆ

1´ Tc,i
T ˚

˙*

, (2.138)

where Tc,i, Pc,i are the critical temperature and critical pressure of component i, respectively.
The previous equation is known as Wilson correlation. The correlation gives reasonable results
only for mixtures at low pressures and away from critical points. However, this correlation is an
excellent instrument to initialize the phase equilibrium or phase stability testing problem. For
more information, see Chapter 3.

2.6 Fugacities and volume functions
In Section 2.1.3, we derived that one set of the necessary conditions for chemical equilibrium is

µ
p1q
i “ µ

p2q
i , i P pn. (2.139)

Therefore, it is crucial to be able to evaluate the difference

µ
p1q
i ´ µ

p2q
i (2.140)

in the equilibrium computation. In this section, we present two approaches for calculating
this difference. First, the two states will be defined by their temperature and pressure (PTN
approach). Second, the volume and temperature will be used (V TN approach). In this section,
it is going to be necessary to differentiate these two approaches and the denotation between
the chemical potential derived from the Helmholtz free energy (defined by equation (2.54)) and
chemical potential derived from the Gibbs free energy (defined by equation (2.63)). Therefore,
in this section, we denote

µ
pAq
i pT, V,N1, . . . , Nnq “

BA

BNi
pT, V,N1, . . . , Nnq , (2.141)

µ
pGq
i pT, P,N1, . . . , Nnq “

BG

BNi
pT, P,N1, . . . , Nnq , (2.142)

where the superscript denotes from which potential the chemical potential is defined. In other
sections, it is clear from the context which chemical potential is used, and the superscript would
make it difficult to read.

Remark 2.14. The chemical potential is defined up to a constant. However, the difference of
chemical potentials is defined precisely.
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2.6.1 Fugacities

The thermodynamic quantity fugacity of i-th component fi “ fipT, P,N1, . . . , Nnq is defined as

µ
pGq
i pT, P2, N1, . . . , Nnq ´ µ

pGq
i pT, P1, N1, . . . , Nnq “ RT ln fi pT, P2, N1, . . . , Nnq

fi pT, P1, N1, . . . , Nnq
, (2.143)

and

lim
PÑ0`

fi pT, P,N1, . . . , Nnq

xiP
“ 1, (2.144)

where xi “ Ni
n
ř

i“1
Ni

is the mole fraction of component i. Moreover, we denote

ϕi pT, P,N1, . . . , Nnq “
fi pT, P,N1, . . . , Nnq

xiP
. (2.145)

Then, equation (2.144) reads as

lim
PÑ0

ϕi “ 1. (2.146)

The quantity ϕi is known as the fugacity coefficient. However, the computation of the fugacity
from the definition is not pleasant if we do not know how to compute the chemical potentials.
Therefore, we derive a formula for the computation of the fugacity from the state variables
T, P,N1, . . . , Nn. However, since most of the equations of state are pressure explicit, in the
second part of this section, another formula based on T, V,N1, . . . , Nn will be given. Combining
the equation

µ
pGq
i pT, P2, N1, . . . , Nnq ´ µ

pGq
i pT, P1, N1, . . . , Nnq “

P2
ż

P1

Bµ
pGq
i

BP
pT, P,N1, . . . , NnqdP, (2.147)

with equation (2.143) results in

RT ln fi pT, P2, N1, . . . , Nnq

fi pT, P1, N1, . . . , Nnq
“

P2
ż

P1

Bµ
pGq
i

BP
pT, P,N1, . . . , NnqdP. (2.148)

Using the Maxwell relation

Bµ
pGq
i

BP
pT, P,N1, . . . , Nnq “

BV

BNi
pT, P,N1, . . . , Nnq , (2.149)

equation (2.148) reads as

RT ln fi pT, P2, N1, . . . , Nnq

fi pT, P1, N1, . . . , Nnq
“

P2
ż

P1

BV

BNi
pT, P,N1, . . . , NnqdP. (2.150)

Since

fipT, P2, N1, . . . , Nnq

fipT, P1, N1, . . . , Nnq
“
ϕipT, P2, N1, . . . , Nnq

ϕipT, P1, N1, . . . , Nnq

P2
P1
, (2.151)
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equation (2.150) can be written as

lnϕipT, P1, N1, . . . , Nnq “

P2
ż

P1

„

1
P
´

1
RT

BV

BNi
pT, P,N1, . . . , Nnq



dP

` lnϕipT, P2, N1, . . . , Nnq.

(2.152)

Taking limit P2 Ñ 0 and using equation (2.146) results in

lnϕi pT, P1, N1, . . . , Nnq “

0
ż

P1

„

1
P
´

1
RT

BV

BNi
pT, P,N1, . . . , Nnq



dP. (2.153)

Lastly, switching integration limits and setting P1 “ P gives us the final formula for the
computation of the fugacity coefficient

lnϕi pT, P,N1, . . . , Nnq “

P
ż

0

„

1
RT

BV

BNi

´

T, qP ,N1, . . . , Nn

¯

´
1
qP



d qP . (2.154)

Therefore, the fugacity coefficient can be computed if we know the relation

V “ V pT, P,N1, . . . , Nnq. (2.155)

However, this relation is not a standard relation, since the most equations of state are explicit
in pressure, i.e., P “ P (EOS)pT, V,N1, . . . , Nnq. Therefore, to have a usable formula, a different
derivation is necessary. Let the equation of state P “ P (EOS) pT, V,N1, . . . , Nnq be given. Then,
the difference of two chemical potentials at different pressures can be written as

µ
pGq
i pT, P2, N1, . . . , Nnq ´ µ

pGq
i pT, P1, N1, . . . , Nnq

“ µ
pGq
i pT, P2, N1, . . . , Nnq ´ µ

pAq
i pT, V2, N1, . . . , Nnq

` µ
pAq
i pT, V2, N1, . . . , Nnq ´ µ

pAq
i pT, V1, N1, . . . , Nnq

` µ
pAq
i pT, V1, N1, . . . , Nnq ´ µ

pGq
i pT, P1, N1, . . . , Nnq ,

(2.156)

where the volumes V1, V2 are defined as

P1 “ P (EOS) pT, V1, N1, . . . , Nnq , (2.157)
P2 “ P (EOS) pT, V2, N1, . . . , Nnq . (2.158)

Since the chemical potentials at the same physical conditions have to have identical value, we
can write

µ
pGq
i pT, P2, N1, . . . , Nnq “ µ

pAq
i pT, V2, N1, . . . , Nnq , (2.159)

µ
pGq
i pT, P1, N1, . . . , Nnq “ µ

pAq
i pT, V1, N1, . . . , Nnq . (2.160)

Combining equations (2.156) and (2.159) gives

µ
pGq
i pT, P2, N1, . . . , Nnq ´ µ

pGq
i pT, P1, N1, . . . , Nnq

“ µ
pAq
i pT, V2, N1, . . . , Nnq ´ µ

pAq
i pT, V1, N1, . . . , Nnq

“

ż V2

V1

Bµ
pAq
i

BV
pT, V,N1, . . . , Nnq dV

“ ´

ż V2

V1

BP

BNi
pT, V,N1, . . . , Nnq dV,

(2.161)
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where we used Maxwell relation

Bµ
pAq
i

BV
pT, V,N1, . . . , Nnq “ ´

BP

BNi
pT, V,N1, . . . , Nnq . (2.162)

Moreover, from equation (2.151) we obtain

RT ln fi pT, P2, N1, . . . , Nnq

fi pT, P1, N1, . . . , Nnq
“ RT ln ϕi pT, P2, N1, . . . , Nnq

ϕi pT, P1, N1, . . . , Nnq
`RT ln P2

P1
. (2.163)

The fraction P2
P1

can be written as

P2
P1
“
P (EOS) pT, V2, N1, . . . , Nnq

P (EOS) pT, V1, N1, . . . , Nnq

P (ig) pT, V2, N1, . . . , Nnq

P (ig) pT, V2, N1, . . . , Nnq

P (ig) pT, V1, N1, . . . , Nnq

P (ig) pT, V1, N1, . . . , Nnq

“
Z pT, V2, N1, . . . , Nnq

Z pT, V1, N1, . . . , Nnq

V1
V2

(2.164)

where we used the ideal gas equation of state (2.99), and defined the compressibility factor Z
with

Z pT, V,N1, . . . , Nnq “
P (EOS) pT, V,N1, . . . , Nnq

P (ig) pT, V,N1, . . . , Nnq
. (2.165)

Combining equations (2.150), (2.161), (2.163), and (2.164) gives

RT ln ϕi pT, P2, N1, . . . , Nnq

ϕi pT, P1, N1, . . . , Nnq
`RT ln

„

Z pT, V2, N1, . . . , Nnq

Z pT, V1, N1, . . . , Nnq

V1
V2



“ ´

ż V2

V1

BP

BNi
pT, V,N1, . . . , Nnq dV,

(2.166)

or equivalently

RT ln ϕi pT, P2, N1, . . . , Nnq

ϕi pT, P1, N1, . . . , Nnq
`RT ln

„

Z pT, V2, N1, . . . , Nnq

Z pT, V1, N1, . . . , Nnq



“

ż V2

V1

„

RT

V
´
BP

BNi
pT, V,N1, . . . , Nnq



dV,
(2.167)

Moreover, in limit V1 Ñ `8, we have

lim
V1Ñ`8

Z pT, V1, N1, . . . , Nnq “ 1. (2.168)

Therefore, combining equations (2.146), (2.167), and (2.168) gives the final expression in terms
of T, V,N1, . . . , Nn

lnϕi pT, P2, N1, . . . , Nnq “

ż V2

`8

„

1
V
´

1
RT

BP

BNi
pT, V,N1, . . . , Nnq



dV

´ lnZ pT, V2, N1, . . . , Nnq

“

ż `8

V2

„

1
RT

BP

BNi
pT, V,N1, . . . , Nnq ´

1
V



dV

´ lnZ pT, V2, N1, . . . , Nnq ,

(2.169)
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where the volume V2 is given by the chosen equation of state

P2 “ P (EOS) pT, V2, N1, . . . , Nnq . (2.170)

Equation (2.169) in this form is written in many thermodynamics books, e.g., Firoozabadi
(2016); Michelsen and Mollerup (2007); Prausnitz et al. (1999). However, this form is not entirely
correct since on the left-hand side is a function of T, P,N1, . . . , Nn, and on the right-hand side is
a function of T, V,N1, . . . , Nn. The precise form of equation (2.169) is

lnϕi pT, V2, N1, . . . , Nnq “

ż `8

V2

„

1
RT

BP

BNi
pT, V,N1, . . . , Nnq ´

1
V



dV

´ lnZ pT, V2, N1, . . . , Nnq ,

(2.171)

or

lnϕi
´

T, P (EOS) pT, V2, N1, . . . , Nnq , N1, . . . , Nn

¯

“

ż `8

V2

„

1
RT

BP

BNi
pT, V,N1, . . . , Nnq ´

1
V



dV ´ lnZ pT, V2, N1, . . . , Nnq .
(2.172)

To conclude, if we want to compute the fugacity coefficients for the given T, P,N1, . . . , Nn,
we have to proceed in two steps. First, we have to invert the equation of state to find the
corresponding volume V that satisfies

P “ P (EOS) pT, V,N1, . . . , Nnq . (2.173)

If the equation of state is a cubic equation, the inversion is straightforward (see, e.g., Firoozabadi
(1999)). On the other hand, if the equation of state is not a cubic equation, a more complex
method has to be used to separate the roots. Second, having the volume V , one can use equation
(2.171) to compute the fugacity coefficient of the state.

2.6.2 Volume functions

Volume functions presented by Mikyška and Firoozabadi (2011) are equivalent functions to
fugacities in variables T, V,N1, . . . , Nn. The volume function Fi “ Fi pT, V,N1, . . . , Nnq of the
i-th component is defined as

µ
pAq
i pT, V2, N1, . . . , Nnq ´ µ

pAq
i pT, V1, N1, . . . , Nnq “ ´RT ln Fi pT, V2, N1, . . . , Nnq

Fi pT, V1, N1, . . . , Nnq
(2.174)

and

lim
VÑ`8

Fi pT, V,N1, . . . , Nnq

V
“ 1. (2.175)

Similarly, the ratio Φi “
FipT,V,N1,...,Nnq

V is called volume function coefficient. Then, one can
derive

RT ln Fi pT, V2, N1, . . . , Nnq

Fi pT, V1, N1, . . . , Nnq
“ ´

V2
ż

V1

Bµ
pAq
i

BV
pT, V,N1, . . . , Nnq dV. (2.176)

Using the Maxwell relation

Bµ
pAq
i

BV
pT, V,N1, . . . , Nnq “ ´

BP

BNi
pT, V,N1, . . . , Nnq , (2.177)
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equation (2.176) reads as

RT ln Fi pT, V2, N1, . . . , Nnq

Fi pT, V,N1, . . . , Nnq
“

V2
ż

V1

BP

BNi
pT, V,N1, . . . , Nnq dV. (2.178)

Using similar procedures as in Section 2.6.1, we can derive

ln Fi pT, V1, N1, . . . , Nnq

V
“

V2
ż

V1

„

1
V
´

1
RT

BP

BNi
pT, V,N1, . . . , Nnq



dV

` ln Φi pT, V2, N1, . . . , Nnq .

(2.179)

Taking limit V2 Ñ `8 results in

ln Φi pT, V1, N1, . . . , Nnq “

`8
ż

V1

„

1
V
´

1
RT

BP

BNi
pT, V,N1, . . . , Nnq



dV. (2.180)

Therefore, the coefficient Φi can be computed if the relation

P “ P pT, V,N1, . . . , Nnq (2.181)

is known. Since most of the equations of state have this form, the computation of the volume
function coefficient is a straightforward task.

2.7 Constitutive equations

In Section 2.2, we presented various thermodynamical potentials. For our applications, the most
critical is the Helmholtz free energy. Any given system is fully described with this potential.
However, to this point, we have never presented a full description of the potential, i.e., the
equation

A “ ApT, V,N1, . . . , Nnq, (2.182)

or

a “ apT, c1, . . . , cnq. (2.183)

In equation (2.55), we presented a formula to compute the Helmholtz free energy; however, in
this equation, unknown functions, e.g., µipT, V,N1, . . . , Nnq are used. Therefore, in practical
computations, this formula is not satisfactory. In this section, we derive the complete formula
for the Helmholtz free energy density function. Moreover, using this formula, chemical potentials
will be expressed as functions of the concentrations. At the end of this section, thermal equation
U “ UpT, V,N1, . . . , Nnq and entropy equation S “ S pT, V,N1, . . . , Nnq will be given. In each
derivation, a general equation of state P “ P (EOS)pT, V,N1, . . . , Nnq will be assumed. Then, the
Peng–Robinson equation of state (see Section 2.4.2) will be used.
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2.7.1 Helmholtz free energy density a “ apc1, . . . , cnq

From equation (2.55), the Helmholtz free energy density function a “ apc1, . . . , cnq has to obey

apc1, . . . , cnq “
n
ÿ

i“1
ck
Ba

Bci
pc1, . . . , cnq ´ P pc1, . . . , cnq (2.184)

This equation can be solved in general using the method of characteristics (see, e.g., Strauss
(2008)). The solution for any equation of state is

apc1, . . . , cnq “ c

ż c

c0

1
pqcq2

P pqcx1, . . . ,qcxnqdqc, (2.185)

where

c “
n
ÿ

i“1
ci, (2.186)

xi “
ci
c
, i P pn, (2.187)

and c0 ą 0 is the value of total concentration for which

a pc0x1, . . . , c0xnq “ 0. (2.188)

The choice of c0 ą 0 is arbitrary. In this thesis (if not stated otherwise), we are using c0 “ 1.
Using the Peng–Robinson equation of state (2.100), the integral in (2.185) can be evaluated, and
the solution is

a pc1, . . . , cnq “ RT
n
ÿ

i“1
ci ln ci

c0
´RTc ln

˜

1´
n
ÿ

i“1
bici

¸

´

n
ř

i,j“1
cicjaij

2
?

2
n
ř

i“1
bici

ln

¨

˚

˚

˝

1`
`

1`
?

2
˘

n
ř

i“1
bici

1`
`

1´
?

2
˘

n
ř

i“1
bici

˛

‹

‹

‚

.

(2.189)

For a more compact notation, we denote

c “ pc1, . . . , cnq
T , (2.190)

b “ pb1, . . . , bnqT , (2.191)

ψ1pcq “
n
ÿ

i,j“1
aijcicj , (2.192)

ψ2pxq “
1

2
?

2x
ln
˜

1`
`

1`
?

2
˘

x

1`
`

1´
?

2
˘

x

¸

. (2.193)

Then, equation (2.189) can be rewritten as

a pcq “ RT

˜

n
ÿ

i“1
ci ln ci

c0
´ c lnp1´ b ¨ cq

¸

´ ψ1pcqψ2pb ¨ cq, (2.194)

where the symbol ¨ represents Euclidean scalar product.

Remark 2.15. The solution of the system (2.184) is not unique. For example, an alternative
Helmholtz free energy density can be defined as

a pcq “ RTc ln c

c0
´RTc lnp1´ b ¨ cq ´ ψ1pcqψ2pb ¨ cq, (2.195)

However, this Helmholtz free energy describes a different system and is not equivalent to (2.194).
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2.7.2 Chemical potential µi “ µipc1, . . . , cnq

Using relation

µi pcq “
Ba

Bci
pcq , (2.196)

the chemical potential of the i-th component µi for i P pn reads as

µi pcq “ RT

ˆ

ln ci
c0
` 1´ lnp1´ b ¨ cq ` cbi

1´ b ¨ c

˙

´
Bψ1
Bci

pcqψ2pb ¨ cq ´ ψ12pb ¨ cqbi, (2.197)

where

Bψ1
Bci

pcq “ 2
n
ÿ

j“1
aijcj “ 2 rAcsi , (2.198)

ψ12pxq “ ´
1

2
?

2x2 ln
ˆ

1` p1`
?

2qx
1` p1´

?
2qx

˙

`
1

xp1` 2x´ x2q
, (2.199)

where the ij-th element of the matrix A P Rn,n is defined as

aij “ rAsij “ p1´ δi´jq
?
ai
?
aj , (2.200)

where δi´j is the binary interaction coefficient between components i and j, and ai P R` is a
parameter of the equation of state for the i-th component. The definition is given in Section
2.4.2.

2.7.3 Thermal equation U “ UpT, V,N1, . . . , Nnq

Since U does not have a defined zero value, we have to choose it. In order to be consistent with
the literature Reid et al. (1987), the zero value will be defined from the enthalpy potential as

rh0 “ rh(ig)pT0, P0q “ 0, (2.201)

where T0 “ 298.15 K, P0 “ 1 bar. Then,

0 “ rh(ig)pT0, P0q “ u0 ` P
(ig)
0 rv0 “ ru0 `RT0, (2.202)

where we used equation (2.74) and the ideal gas equation of state (2.99). Therefore,

ru0 “ ´RT0 “ ´2478.95687512 J mol´1. (2.203)

Now, we can start the derivation. First, we derive the equation for the molar energy

dru “ cvdT `
ˆ

T
BP

BT
pT, rvq ´ P

˙

drv. (2.204)

Let ru “ rupT, rvq be a function of temperature T and molar volume rv

dru “ Bru

BT
dT ` Bru

Brv
drv “ cvdT `

Bru

Brv
drv, (2.205)

where we used the definition of the molar heat capacity cv (see equation (2.126)). Then, one
may use

rupT, rvq “ upspT, rvq, rvq. (2.206)
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Therefore,

Bru

Brv
pT, rvq “

Bu

Bs
pspT, rvq, rvq

Bs

Brv
pT, rvq `

Bu

Brv
pspT, rvq, rvq “ T

Bs

Brv
pT, rvq ´ P. (2.207)

Using Maxwell relation (2.123) in the previous equation gives

Bru

Brv
pT, rvq “ T

BP

BT
pT, rvq ´ P. (2.208)

Combining equations (2.205) and (2.208) gives equation (2.204) which we wanted to prove.
Multiplying equation (2.204) with the total number of mole N results in

dU “ NcvdT `
ˆ

T
BP

BT
pT, V q ´ P

˙

dV. (2.209)

Let N “ pN1, . . . , Nnq
T is the vector of mole numbers. Then, we can write

UpT, V,Nq “ UpT, V,Nq ´ UpT, V 1,Nq
` UpT, V 1,Nq ´ U (ig)pT, V 1,Nq
` U (ig)pT, V 1,Nq ´ U (ig)pT, V0,Nq
` U (ig)pT, V0,Nq ´ U (ig)pT0, V0,Nq
` U (ig)pT0, V0,Nq.

(2.210)

The differences in the previous equation can be evaluated using equation (2.209). Therefore,

UpT, V,Nq ´ UpT, V 1,Nq “
V
ż

V 1

ˆ

T
BP

BT

´

T, qV ,N
¯

´ P
´

T, qV ,N
¯

˙

dqV , (2.211)

U (ig)pT, V 1,Nq ´ U (ig)pT, V0,Nq “
V 1
ż

V0

˜

T
BP (ig)

BT
pT, V,Nq ´ P (ig) pT, V,Nq

¸

dV, (2.212)

U (ig)pT, V0,Nq ´ U (ig)pT0, V0,Nq “
T
ż

T0

Nc(ig)v dT. (2.213)

Moreover,

U (ig)pT0, V0,Nq “ Nru(ig)pT0, V0q “ Nru0 “ ´NRT0. (2.214)

Using the ideal gas equation of state (2.99), one can obtain

T
BP (ig)

BT
pT, V,Nq “ NRT

V
“ P (ig) pT, V,Nq . (2.215)

Therefore, the equation (2.212) reads as

U (ig)pT, V 1,Nq ´ U (ig)pT, V0,Nq “
V 1
ż

V0

´

P (ig) pT, V,Nq ´ P (ig) pT, V,Nq
¯

dV “ 0. (2.216)
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Moreover, the molar heat capacity of an ideal gas is

c(ig)v “

n
ÿ

i“1
xic

(ig)
v,i , (2.217)

i.e., the heat capacity of the mixture can be calculated as a weighted sum of individual heat
capacities of each species. Therefore, equation (2.213) reads as

U (ig)pT, V0,Nq ´ U (ig)pT0, V0,Nq “ ´NR pT ´ T0q `
n
ÿ

i“1
Ni

ż T

T0

c
(ig)
p,i dT, (2.218)

where we used the Mayer relation (2.135) for the ideal gas

c(ig)p ´ c(ig)v “ R, (2.219)

The molar heat capacity at constant pressure considered as the ideal gas c(ig)p,i can be evaluated
using the correlation

c
(ig)
p,i pT q “

3
ÿ

k“0
αikT

k, (2.220)

where αik are the correlation coefficients. Reid et al. (1987) gives large database of the correlation
coefficients for numerous components. Combining equations (2.210), (2.211), (2.216), and (2.218)
results in

UpT, V,Nq “
V
ż

V 1

ˆ

T
BP

BT

´

T, qV ,N
¯

´ P
´

T, qV ,N
¯

˙

dqV ` UpT, V 1,Nq ´ U (ig)pT, V 1,Nq

´NR pT ´ T0q `
n
ÿ

i“1
Ni

3
ÿ

k“0
αik

T k`1 ´ T k`1
0

k ` 1 `Nru0,

(2.221)

for an arbitrary volume V 1. Since

lim
V 1Ñ`8

´

UpT, V 1,Nq ´ U (ig)pT, V 1,Nq
¯

“ 0, (2.222)

equation (2.221) in limit V 1 Ñ `8 reads as

UpT, V,Nq “
V
ż

`8

ˆ

T
BP

BT

´

T, qV ,N
¯

´ P
´

T, qV ,N
¯

˙

dqV

´NR pT ´ T0q `
n
ÿ

i“1
Ni

3
ÿ

k“0
αik

T k`1 ´ T k`1
0

k ` 1 `Nru0.

(2.223)

Using the Peng–Robinson equation of state (2.100), the integral in the previous equation can be
evaluated, and the internal energy as a function of T, V,N reads as

U (PR)pT, V,Nq “ N
T Ba
BT ´ a

2
?

2
n
ř

i“1
bixi

ln

¨

˚

˚

˝

V `
`

1`
?

2
˘

n
ř

i“1
biNi

V `
`

1´
?

2
˘

n
ř

i“1
biNi

˛

‹

‹

‚

´NR pT ´ T0q

`

n
ÿ

i“1
Ni

3
ÿ

k“0
αik

T k`1 ´ T k`1
0

k ` 1 `Nru0,

(2.224)
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where the coefficient a is defined as

apN1, . . . , Nn, T q “
n
ÿ

i,j“1

NiNj

N2 aijpT q, (2.225)

where N “
n
ř

i“1
Ni.

2.7.4 Entropy equation S “ SpT, V,N1, . . . , Nnq

Let N “ pN1, . . . , Nnq
T. Then, the entropy at given T, V,N can be written as

SpT, V,Nq “ SpT, V,Nq ´ SpT, V 1,Nq
` SpT, V 1,Nq ´ S(ig)pT, V 1,Nq
` S(ig)pT, V 1,Nq ´ S(ig)pT, V0,Nq
` S(ig)pT, V0,Nq ´ S(ig)pT0, V0,Nq
` S(ig)pT0, V0,Nq.

(2.226)

Then, the first and third difference can be computed using

SpT, V,Nq ´ SpT, V 1,Nq “
V
ż

V 1

BS

BV

´

T, qV ,N
¯

dqV “
V
ż

V 1

BP

BT

´

T, qV ,N
¯

dqV , (2.227)

S(ig)pT, V 1,Nq ´ S(ig)pT, V0,Nq “
V 1
ż

V0

BS(ig)

BV
pT, V,NqdV “

V 1
ż

V0

BP (ig)

BT
pT, V,Nq dV

“ R
n
ÿ

i“1
Ni

V 1
ż

V0

dV
V
.

(2.228)

where we used the ideal gas equation of state and the Maxwell relation (2.123). The fourth
difference in equation (2.226) reads as

S(ig)pT, V0,Nq ´ S(ig)pT0, V0,Nq “
n
ÿ

i“1

´

S
(ig)
i pT, V0, Niq ´ S

(ig)
i pT0, V0, Niq

¯

“

n
ÿ

i“1
Ni

´

s
(ig)
i pT, V0q ´ s

(ig)
i pT0, V0q

¯

“

n
ÿ

i“1
Ni

T
ż

T0

Bs
(ig)
i

BT

´

qT , V0

¯

d qT .

(2.229)

Using the Mayer relation for ideal gas (2.135) gives

Bs
(ig)
i

BT
pT, V0q “

c
(ig)
v,i

T
“
´R` c

(ig)
p,i

T
. (2.230)

Combining equations (2.229) and (2.230) results in

S(ig)pT, V0,Nq ´ S(ig)pT0, V0,Nq “ ´NR ln T

T0
`

n
ÿ

i“1
Ni

T
ż

T0

c
(ig)
p,i

qT
d qT . (2.231)
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Substituting equations (2.227),(2.228) and (2.231) to (2.226) gives

SpT, V,Nq “
V
ż

V 1

BP

BT

´

T, qV ,N
¯

dqV ` SpT, V 1,Nq ´ S(ig)pT, V 1,Nq

`R
n
ÿ

i“1
Ni

V 1
ż

V0

dV
V
´NR ln T

T0
`

n
ÿ

i“1
Ni

T
ż

T0

c
(ig)
p,i

qT
d qT ` S(ig)pT0, V0,Nq.

(2.232)

Using the integral additive property, one can derive
V 1
ż

V0

dV
V
“

V
ż

V0

dqV
qV
`

V 1
ż

V

dqV
qV
. (2.233)

Therefore, equation (2.232) is

SpT, V,Nq “
V 1
ż

V

„

NR

qV
´
BP

BT

´

T, qV ,N
¯



dqV `R
n
ÿ

i“1
Ni ln V

V0
´NR ln T

T0

`

n
ÿ

i“1
Ni

T
ż

T0

c
(ig)
p,i

qT
d qT ` SpT, V 1,Nq ´ S(ig)pT, V 1,Nq ` S(ig)pT0, V0,Nq.

(2.234)

Since
lim

VÑ`8

”

SpT, V,Nq ´ S(ig)pT, V,Nq
ı

“ 0, (2.235)

taking limit V 1 Ñ `8 in equation (2.234) results in

SpT, V,Nq “
ż `8

V

„

NR

qV
´
BP

BT

´

T, qV ,N
¯



dqV `R
n
ÿ

i“1
Ni ln V P0

NiRT0
`

n
ÿ

i“1
Ni

ż T

T0

c
(ig)
p,i

qT
d qT ,

(2.236)

where we used V0 “
NiRT
P0

, and the last term in (2.234) is equal to zero. The previous equation
gives a general expression for entropy using an arbitrary equation of state. Using the Peng–
Robinson equation of state (2.100), the integral can be analytically computed, and the previous
entropy equation results in

S(PR)pT, V,Nq “ NR ln

¨

˚

˚

˝

V ´
n
ř

i“1
Nibi

V

˛

‹

‹

‚

`N
Ba
BT

2
?

2
n
ř

i“1
Nibi

ln

¨

˚

˚

˝

V `
`

1`
?

2
˘

n
ř

i“1
Nibi

V `
`

1´
?

2
˘

n
ř

i“1
Nibi

˛

‹

‹

‚

`R
n
ÿ

i“1
Ni ln V P0

NiRT
`

n
ÿ

i“1
Ni

T
ż

T0

c
(ig)
p,i

qT
d qT ,

(2.237)

where the coefficient a is defined as

apN1, . . . , Nn, T q “
n
ÿ

i,j“1

NiNj

N2 aijpT q, (2.238)

where N “
n
ř

i“1
Ni.



Phase stability testing 3
The phase stability testing is a basic problem of thermodynamics. Consider a mixture of n
components with temperature T ˚, pressure P ˚, and the overall mole fractions x˚1 , . . . , x˚n. In the
phase stability testing problem, the goal is to predict whether the given mixture (state) is stable
and remains in one phase or if this state is unstable and splitting will occur. In Figure 3.1a,
the problem is depicted. This formulation of the problem is known as PTN -specification or
PTN -phase stability testing as the mixture is described by pressure P , temperature T , and
mole fraction (numbers) x1, . . . , xn (N1, . . . , Nn). However, in recent years other formulations
rose to popularity. The most used and studied are known as V TN -, and UV N -specifications.
In the V TN -phase stability testing (see Figure 3.1b), the mixture is described by its volume
V ˚, temperature T ˚, and mole numbers N˚1 , . . . , N˚n . Alternatively, the concentrations c˚i “

N˚i
V

and the temperature T ˚ can be used to describe the mixture. Thus, in the literature, the term
cT -phase stability testing problem is used. Lastly, in the UV N -specification (see Figure 3.1c),
the mixture is described by its internal energy U˚, volume V ˚, and mole numbers N˚1 , . . . , N˚n .
As in the V TN -formulation, the concentrations c˚i and internal energy density u˚ “ U˚

V can be
used and the term uc-phase stability testing is used.

Remark 3.1. Mikyška and Firoozabadi (2012) have shown that the V TN -specification has
advantages over the PTN -specification. The main reason is that the equation of state is pressure
explicit. Therefore, only one value of the pressure is corresponding for the given volume. On the
other hand, if the equation of state is cubic, up to three volumes are possible for a given pressure.
rigid diathermal wall

?

gas

liquid

?

gas

liquid

?

gas

liquid

(a) PTN -specification

rigid diathermal wall

?

gas

liquid

?

gas

liquid

?

gas

liquid

(b) V TN -specification

rigid diathermal wall

?

gas

liquid

?

gas

liquid

?

gas

liquid

(c) UV N -specification

Figure 3.1: Phase stability testing diagram in different specifications. The question is whether
the given state is stable and remains in one-phase or splitting occurs.
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2-phase area1-phase area 1-phase area

g(x*)

x1

g

g(y2)

g(y1)

x*y1 y2

Figure 3.2: A possible graph of the Gibbs free energy per mol. In the red area, the mixture is
stable. In the green area, the value of the Gibbs free energy per mol can be lowered, and the
mixture is unstable.

Remark 3.2. In the literature, other specifications are studied. For example, the HPN -
specification (constant entalpy, pressure, moles) was investigated by Zhu and Okuno (2016) or
Gupta et al. (1990). The SPN -specification (constant entropy, pressure, moles) was investigated
by Michelsen (1987). These formulations will fit into our general framework. However, they are
not studied in this thesis.

In this chapter, the mathematical formulation of the phase stability problem will be presented.
Then, various numerical algorithms for solving the phase stability testing problem will be
given. Lastly, numerical examples showing the performance of the individual algorithms will be
presented.

3.1 Mathematical formulation

Using the laws of thermodynamics, the mixture will split if there exists a two-phase state with a
lower value of an appropriate thermodynamical potential compared to the one corresponding
to the one-phase state. In Figure 3.2, we depicted the Gibbs free energy per mol of a single
component mixture as a function of mole fraction x1. Here, the unstable area and the stable
area are depicted in green and red, respectively. In the unstable area, the Gibbs energy of the
state gpx˚q can be lowered by combining two states denoted by y1 and y2.

In the case of the PTN -stability testing, we can use Theorem 2.10, and the appropriate
thermodynamical potential is the previously mentioned Gibbs free energy. If we find two states
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px1,1, . . . , x1,nq and px2,1, . . . , x2,nq satisfying

x˚i “ ν1x1,i ` ν2x2,i, i P pn, (3.1)
1 “ ν1 ` ν2, (3.2)

1 “
n
ÿ

i“1
xk,i, k P p2, (3.3)

g pT ˚, P ˚, x˚1 , . . . , x
˚
nq ą ν1gpT

˚, P ˚, x1,1, . . . , x1,nq ` ν2gpT
˚, P ˚, x2,1, . . . , x2,nq, (3.4)

then the initial state is unstable. In the previous equations, xk,i is the mole fraction of the i-th
component in phase k, ν1, ν2 are the phase mole fractions defined as

νk “
N pkq

N˚
, k P pn, (3.5)

where N pkq is the total number of moles in phase k. Using the relation ν2 “ 1´ν1, the PTN -phase
stability testing conditions (3.1)–(3.4) can be rewritten as

x˚i “ ν1x1,i ` p1´ ν1qx2,i, i P pn (3.6)

1 “
n
ÿ

i“1
xk,i, k P p2, (3.7)

g pT ˚, P ˚, x˚1 , . . . , x
˚
nq ą ν1gpT

˚, P ˚, x1,1, . . . , x1,nq ` p1´ ν1qgpT
˚, P ˚, x2,1, . . . , x2,nq. (3.8)

However, in order to test condition (3.8) directly, all feasible states have to be used. This is not
a suitable option. Therefore, the classical approach is to transform the problem into a more
acceptable form. For this reason, a function known as TPD (Tangent Plane Distance) is defined.
Using this function, condition (3.8) can be solved easier. The formal definition will be given in
the next section.

Other phase stability testing formulations can be mathematically described in a similar
fashion. In the V TN -specification, the appropriate thermodynamical potential is the Helmholtz
free energy density, in the UV N -specification, the entropy density function is chosen. In the
next section, we present a unified formulation, which will cover all specifications.

3.1.1 Unified formulation of the phase stability testing

In Smejkal and Mikyška (2018), we presented this unified formulation:
Let f : Rm Ñ R be a function defined on a convex set D Ă Rm and x˚ P D. The task is to

find out whether there exist vectors y, z P D and a coefficient β P p0, 1q satisfying

βy` p1´ βqz “ x˚, (3.9)
βfpyq ` p1´ βqf pzq ă f px˚q . (3.10)

Eliminating the unknown vector z using (3.9) and (3.10), we obtain

βfpyq ` p1´ βqf
ˆ

1
1´ β px

˚ ´ βyq
˙

ă f px˚q . (3.11)

Using the Taylor expansion of f around x˚ (assuming that f is smooth enough), we obtain

f

ˆ

1
1´ β px

˚ ´ βyq
˙

“ fpx˚q ` df
dx
px˚q

ˆ

1
1´ β px

˚ ´ βyq ´ x˚
˙

` opβq, β Ñ 0`, (3.12)
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where opβq is the reminder in the Taylor expansion. Now, equation (3.11) can be rewritten as
follows

βfpyq ´ βfpx˚q ` df
dx
px˚qβ px˚ ´ yq ` opβq ă 0. (3.13)

Finally, we introduce a function TPD of variables y “ py1, . . . , ymq
T by

TPDpy;x˚q “ lim
βÑ0`

1
β

ˆ

βfpyq ´ βfpx˚q ` β df
dx
px˚q px˚ ´ yq ` opβq

˙

. (3.14)

This function can be also rewritten as

TPDpy;x˚q “ fpyq ´ fpx˚q `
m
ÿ

i“1

Bf

Bxi
px˚q px˚i ´ yiq . (3.15)

The state x˚ is stable, if TPDpy;x˚q ě 0 for all feasible y “ py1, . . . , ymq
T. One can seek the

global minimum y(opt) of the TPD to test the above condition. If TPDpy(opt);x˚q ě 0, the state
is stable. On the other hand, if TPDpy(opt);x˚q ă 0, then the system is unstable, and splitting
will occur. The name TPD stands for Tangent Plane Distance. In other words, we measure
the distance between the function and the tangent hyperplane at point x˚. In Figure 3.3, two
possibilities are depicted. The state x˚˚ is stable since all points of the tangent hyperplane at
point x˚˚ lie below the graph of f . On the other hand, state x˚ is unstable since there are points
of the tangent hyperplane at point x˚, which lie above the graph of f . Therefore, the distance
and consequently the value of TPD are negative.

Remark 3.3. Since TPDpx˚;x˚q “ 0, the value TPDpy(opt);x˚q can not be positive. The
solution y “ x˚ is known as trivial solution.

In the unstable case, it follows from the definition of function TPD that a small positive β
exists for which

βf pyq ` p1´ βqf
ˆ

1
1´ β px

˚ ´ βyq
˙

ă f px˚q . (3.16)

The coefficient β can be found by the bisectioning. Once β has been found, denoting

xp1q “ y,

xp2q “ 1
1´ β px

˚ ´ βyq ,

α1 “ β,

α2 “ 1´ β,

we have constructed a two-phase split with a lower energy than the energy of the initial phase.
The phase stability testing not only decides on the phase stability but, in the unstable case, it
also provides a tool for constructing an initial two-phase split. This will be advantageous for the
initialization of the phase equilibrium computation.

Now, we will verify that the TPD function (3.15) is a generalization of the TPD functions
of the most commonly used stability testing approaches. To derive the TPD function for the
V TN -phase stability testing, we choose
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x*

f

T*
T**

x**

Figure 3.3: Geometrical interpretation of the TPD function.

D “

#

pc1, . . . , cnq
T ; p@i P pnq pci ě 0q ^

n
ÿ

i“1
cibi ă 1

+

, (3.17a)

x˚ “ pc˚1 , . . . , c˚nq
T , (3.17b)

f pyq “ a pyq . (3.17c)

In equation (3.17a), bi is the co-volume parameter of component i from the Peng–Robinson
equation of state defined in Section 2.4.2. The partial derivatives of the Helmholtz free energy
density read as

Ba

Bci
pc1, . . . , cnq “ µi pc1, . . . , cnq , i P pn. (3.18)

Substituting these formulas into the general TPD function (3.15), we derive

TPDa pc1, . . . , cn;x˚q “
n
ÿ

i“1
µi px˚q pc˚i ´ ciq `

n
ÿ

i“1
ciµi pc1, . . . , cnq

´ P pc1, . . . , cnq ´
n
ÿ

i“1
c˚i µi px˚q ` P px˚q

“

n
ÿ

i“1
ci rµi pc1, . . . , cnq ´ µi px˚qs ´ rP pc1, . . . , cnq ´ P px˚qs ,

(3.19)

which is in agreement with the TPD function in Mikyška and Firoozabadi (2012). To derive the
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UV N -stability TPD function, we choose

D “

#

pu, c1, . . . , cnq
T ; p@i P pnq pci ě 0q ^

n
ÿ

i“1
cibi ă 1 ^

pDT ą 0q
´

u “ U pEOSq pT, 1, c1, . . . , cnq
¯

+

,

(3.20a)

x˚ “ pu˚, c˚1 , . . . , c˚nq
T , (3.20b)

f pyq “ ´s pyq , (3.20c)

In equation (3.20a), U pEOSq denotes the internal energy equation of state. Its form is given in
Section 2.7.3.

Remark 3.4. Since the unified formulation is presented as a minimization problem, the minus
sign in equation (3.20c) before the entropy function has to be included. The entropy function is
maximal at the equilibrium.

The partial derivatives of the entropy density read as

Bs

Bci
pu, c1, . . . , cnq “ ´

µi
T
pu, c1, . . . , cnq , i P pn, (3.21)

Bs

Bu
pu, c1, . . . , cnq “

1
T
pu, c1, . . . , cnq . (3.22)

Denote y “ pu, c1, . . . , cnqT and substituting these formulas into the general TPD function (3.15),
we derive

TPDs py;x˚q “ ´ 1
T
px˚q pu˚ ´ uq `

n
ÿ

i“1

µi
T
px˚q pc˚i ´ ciq ´

u

T
pyq ´ P

T
pyq

`

n
ÿ

i“1
ci
µi
T
pyq ` u˚

T
px˚q ` P

T
px˚q ´

n
ÿ

i“1
c˚i
µi
T
px˚q

“

n
ÿ

i“1
ci

”µi
T
pyq ´ µi

T
px˚q

ı

´

„

P

T
pyq ´ P

T
px˚q



´

„

1
T
pyq ´ 1

T
px˚q



u.

(3.23)

This result is in agreement with the TPD function derived in Smejkal and Mikyška (2017). For
the PTN -stability testing we choose f,D and x˚ as

D “

#

px1, . . . , xn´1q
T ;

n´1
ÿ

i“1
xi ď 1^

´

@i P zn´ 1
¯

pxi ě 0q
+

, (3.24a)

x˚ “
`

x˚1 , . . . , x
˚
n´1

˘T
, (3.24b)

f pyq “ qg pyq “ rg

˜

x1, . . . , xn´1, 1´
n´1
ÿ

i“1
xi

¸

. (3.24c)

The partial derivatives of the Gibbs energy per one mol qg using the Gibbs-Duhem equation
(2.117) read as

Bqg

Bxi
px1, . . . , xn´1q “ µi px1, . . . , xn´1q ´ µn px1, . . . , xn´1q , i P zn´ 1. (3.25)
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Substituting these formulas into general TPD function (3.15), we derive

TPDg px1, . . . , xn´1;x˚q “
n´1
ÿ

i“1
xi rµi px1, . . . , xn´1q ´ µi px˚qs

` µn px˚q

˜

n´1
ÿ

i“1
xi ´ 1

¸

´ µn px1, . . . , xn´1q

˜

n´1
ÿ

i“1
xi ´ 1

¸

.

(3.26)

Denoting xn “ 1´
n´1
ř

i“1
xi, we derive same TPD function as in Michelsen (1982a).

3.2 Numerical algorithms for the phase stability testing

To find out whether for a given x˚ P D there exists a state y for which TPDpy;x˚q ă 0, we
will seek for global or at least local minima of TPD. In this section, various optimization
methods for solving the phase stability testing problem will be presented. In the literature,
the PTN -phase stability testing is mostly solved using a method known as SSI (Successive
Substitution Iteration). Therefore, first, we present this method in the PTN -specification. Then,
we extend this method to V TN - and UV N -specifications. The V TN -specification was discussed
by Mikyška and Firoozabadi (2012), the UV N -specification by Bi et al. (2020b). The main
reason why we present these methods is the comparison with the Newton–Raphson method,
which will be presented in Section 3.2.3. Using the unified formulation, the Newton–Raphson
method is identical in all specifications. However, the SSI and as well as the Newton–Raphson
method are only local methods. Therefore, more than one initial approximation has to be used,
and even then, we have no guarantee that we find the global minimum. To have a guarantee,
we have to use a global optimization algorithm that is designed to find the global minimum.
Therefore, later, we present two global optimization approaches: one deterministic and various
heuristical methods. These global algorithms depend on the structure of the objective functions;
therefore, only the V TN -specification will be discussed.

3.2.1 SSI method

First, we present one of the most popular methods of solving the phase stability testing prob-
lem that is the SSI (Successive Substitution Iteration) method, see, e.g., Firoozabadi (1999);
Firoozabadi and Pan (2002); Hoteit and Firoozabadi (2006b); Michelsen (1982a). This method
is based on writing the chemical potentials using the fugacity or volume functions and satisfying
the chemical equilibrium condition (2.49). The popularity is caused by the simple derivation,
straightforward implementation, and robust behaviour. However, the popularity of the SSI
method is mainly in the PTN -specification. In other specifications, the use of the SSI method is
not common. Recently, Bi et al. (2020b) presented the implementation of the SSI method in
the UV N -phase stability testing problem. Therefore, in this thesis, we will present a critical
comparison of the SSI method with the Newton–Raphson method in each individual specification.
See Section 3.3.5 for the results. Here, we first present the PTN -phase stability testing. Then,
the V TN -, and UV N -formulation will be discussed.

PTN -specification

The SSI method (or its combination with the Newton–Raphson iterations) in the PTN specifica-
tion is one of the most frequently used algorithms, see, e.g., Li and Firoozabadi (2012), Sherafati
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and Jessen (2017), or Nichita et al. (2007). Here, we derive the SSI method based on Firoozabadi
(2016). In the PTN -phase stability testing, the stationary conditions are

0 “ BTPDg

Bxj
px; x˚q , j P zn´ 1, (3.27)

where x “ px1, . . . , xn´1q
T. Using equation (3.26) and denoting xn “ 1 ´

n´1
ř

i“1
xi, the partial

derivative of TPDg reads as

BTPDg

Bxj
px; x˚q “ µj pxq ´ µjpx˚q `

n
ÿ

i“1
xi
Bµi
Bxj

pxq ` µn px˚q ´ µn pxq, j P zn´ 1. (3.28)

Using the Gibbs-Duhem equation (2.117) at constant T and P gives
n
ÿ

i“1
xi
Bµi
Bxj

pxq “ 0, j P zn´ 1. (3.29)

Combining equations (3.28) and (3.29) results in

BTPDg

Bxj
px; x˚q “ µj pxq ´ µj px˚q ` µn px˚q ´ µn pxq , j P zn´ 1. (3.30)

Therefore, the stability conditions (3.27) read as

µj pxq ´ µjpx˚q “ µn pxq ´ µn px˚q “ K px;x˚q , j P zn´ 1, (3.31)

where we define K px;x˚q “ µj pxq ´ µjpx˚q. One can see that K is independent on j. The
stationary conditions (3.31) can be written in a single equation as

µi pxq ´ µipx˚q “ K px;x˚q , i P pn. (3.32)

Moreover, at the stationary points (i.e., points that satisfy conditions (3.27)) the function TPDg

can be evaluated using

TPDg px; x˚q “
n´1
ÿ

i“1
xiK px; x˚q ´

˜

n´1
ÿ

i“1
xi ´ 1

¸

K px; x˚q “ K px; x˚q , (3.33)

where we used equation (3.31). Therefore, K represents the value of the function TPDg at
stationary points. Using the fugacity and fugacity coefficients introduced in Section 2.6.1, the
conditions (3.32) can be rewritten to

ln xi
x˚i
` ln ϕipxq

ϕipx˚q
“ k, i P pn, (3.34)

where k “ Kpx;x˚q
RT , and we omit the dependence on x. Let us define new variables X “

pX1, . . . , Xnq
T with

lnXi “ ln xi ´ k, i P pn, (3.35)

or equivalently

xi “ Xie
k, i P pn. (3.36)
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Moreover, using
n
ř

i“1
xi “ 1, the term ek can be expressed as

ek “
1

n
ř

i“1
Xi

. (3.37)

Combining equations (3.36) and (3.37) gives

xi “
Xi
n
ř

j“1
Xj

. (3.38)

Therefore, the new independent variables Xi can formally be interpreted as mole numbers. Then,
equation (3.34) reads as

lnXi

ln x˚i
` ln ϕipXq

ϕipx˚q
“ 0, i P pn. (3.39)

Rearranging the previous equation to express Xi results in

Xi “ exp
"

ln x˚i ` ln ϕi px
˚q

ϕi pXq

*

, i P pn. (3.40)

The previous equation can be used to iterate Xi as

X
pk`1q
i “ exp

"

ln x˚i ` ln ϕi px˚q
ϕi

`

Xpkq
˘

*

, i P pn, (3.41)

where k is the iteration index, and Xp0q “
´

X
p0q
1 , . . . , X

p0q
n

¯T
is an initial approximation. However,

more than one initial approximation has to be used. The strategy for the initialization is presented
in Section 3.2.2. Lastly, a stopping criterion has to given. In this thesis, we stop the SSI iterations
given by equation (3.41) if ∥∥∥Xpk`1q ´Xpkq

∥∥∥
2
ă ε, (3.42)

where ε is a given tolerance, e.g., ε “ 10´8, and the norm ‖¨‖2 is the Euclidean norm. The
complete algorithm of the SSI method in the PTN -phase stability testing problem is summarized
in Algorithm 1.

VTN -specification

The SSI algorithm for the V TN -specification was briefly described by Mikyška and Firoozabadi
(2012). However, they reported poor behaviour of the SSI iterations. In the V TN -phase stability
testing, the stationary conditions are

0 “ BTPDa

Bci
pc; c˚q “ µipcq ´ µipc˚q, i P pn. (3.43)

Using the volume functions introduced in Section 2.6.2, the previous conditions can be rewritten
as

ln ci
c˚i
` ln Φipc˚q

Φipcq
“ 0, i P pn. (3.44)
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Algorithm 1: SSI method for PTN -phase stability testing.
Input :P ˚, T ˚ ą 0, x˚ “ px˚1 , . . . , x˚nq

T, ε ą 0
Output : true = state x˚ is stable, false = state x˚ is unstable

1 compute the fugacities of the initial state ϕipx˚q using equation (2.169)
2 compute s initial approximations using the strategy from Section 3.2.2
3 for j P ps do
4 set Xp0q as the j-th initial approximation
5 set iteration counter k “ 0
6 while k < maximum number of iterations do
7 compute the fugacities of the trial state ϕi

`

Xpkq
˘

using equation (2.169)
8 compute Xpk`1q using equation (3.41)
9 if

∥∥∥Xpk`1q ´Xpkq
∥∥∥

2
ă ε then

10 break
11 end
12 set k “ k ` 1
13 end
14 if TPDg

`

xpk`1q;x˚
˘

ă 0 then
15 return false
16 end
17 end
18 return true

Rearranging the previous equation to express the trial phase concentration ci results in

ci “ exp
"

ln c˚i ´ ln Φipc˚q
Φipcq

*

, i P pn. (3.45)

The previous equation can be used to iterate the concentrations as

c
pk`1q
i “ exp

"

ln c˚i ´ ln Φipc˚q
Φi

`

cpkq
˘

*

, i P pn. (3.46)

The strategy for the initialization is presented in Section 3.2.2. Lastly, a stopping criterion has
to be given. In this thesis, we stop the SSI iteration given by equation (3.46) if∥∥∥cpk`1q ´ cpkq

∥∥∥
pn
ă ε, (3.47)

where ε is a given tolerance, e.g., ε “ 10´8, and the phase norm ‖¨‖pn is in the V TN -specification
defined as

∥∥∥pc1, . . . , cnq
T

∥∥∥2

pn
“

n
ÿ

i“1

c2
i

pc˚i q
2 . (3.48)

The complete algorithm of the SSI method in the V TN -phase stability testing problem is
summarized in Algorithm 2.
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Algorithm 2: SSI method for V TN -phase stability testing.
Input :T ˚ ą 0, c˚ “ pc˚1 , . . . , c˚nq

T, ε ą 0
Output : true = state c˚ is stable, false = state c˚ is unstable

1 compute the volume functions of the initial state Φipc˚q using equation (2.180)
2 compute s initial approximations using the strategy from Section 3.2.2
3 for j P ps do
4 set cp0q as the j-th initial approximation
5 set iteration counter k “ 0
6 while k < maximum number of iterations do
7 compute the volume functions of the trial state Φi

`

cpkq
˘

using equation (2.180)
8 compute cpk`1q using equation (3.46)
9 if

∥∥∥cpk`1q ´ cpkq
∥∥∥
pn
ă ε then

10 break
11 end
12 set k “ k ` 1
13 end
14 if TPDa

`

cpk`1q;c˚
˘

ă 0 then
15 return false
16 end
17 end
18 return true

UVN -specification

In the UV N -phase stability testing, the stationary conditions are

0 “ BTPDs

Bci
py; y˚q “ ´µipyq

T pyq `
µipy˚q
T py˚q , i P pn, (3.49)

0 “ BTPDs

Bu
py; y˚q “ ´ 1

T pyq `
1

T py˚q , (3.50)

where y “ pu, c1, . . . , cnqT and T pyq is the temperature given to the state y. Equation (3.50)
implies

T pyq “ T py˚q, (3.51)

i.e., the temperature of the trial phase T pyq has to be equal to the temperature of the initial
state T py˚q. Therefore, the internal energy density u of the trial phase can be calculated using
the thermal energy equation of state

u “ U pEOSq pT py˚q, 1, c1, . . . , cnq , (3.52)

and only the trial phase concentrations c1, . . . , cn have to be found. These concentrations are
found using the SSI method in the V TN -specification. The complete algorithm of the SSI
method in the UV N -phase stability testing problem is summarized in Algorithm 3.

3.2.2 Initial approximations

In the SSI and other local methods, multiple initial approximations have to be constructed. The
selection of the initial approximations yp0q depends on the function f as the V TN -, UV N -, and
PTN -formulations use different strategies. Here, we describe each of them.



50 3. Phase stability testing

Algorithm 3: SSI method for UV N -phase stability testing.
Input : u˚, c˚ “ pc˚1 , . . . , c˚nq

T, ε ą 0
Output : true = state pu˚, c˚1 , . . . , c˚nq is stable, false = state pu˚, c˚1 , . . . , c˚nq is unstable

1 compute initial temperature T ˚ using thermal energy u “ U pEOSq pT ˚, 1, c˚1 , . . . , c˚nq
2 compute the volume functions of the initial state Φipc˚q with temperature T ˚ using

equation (2.180)
3 compute s initial approximations using the strategy from Section 3.2.2
4 for j P ps do
5 set cp0q as the j-th initial approximation
6 set iteration counter k “ 0
7 while k < maximum number of iterations do
8 compute the volume functions of the trial state Φi

`

cpkq
˘

using temperature T ˚
and equation (2.180)

9 compute cpk`1q using equation (3.46)
10 compute upk`1q “ U pEOSq

`

T ˚, 1, cpk`1q˘

11 if
∥∥∥cpk`1q ´ cpkq

∥∥∥
pn
ă ε then

12 break
13 end
14 set k “ k ` 1
15 end

16 denote y “
´

upk`1q, c
pk`1q
1 , . . . , c

pk`1q
n

¯T

17 if TPDs py;c˚q ă 0 then
18 return false
19 end
20 end
21 return true

PTN -specification

In the PTN -specification, we employ a strategy from Michelsen (1982a). Two initial approxi-
mations are used, and the derivation is based on the Wilson correlation (see Section 2.5.4) that
approximates the equilibrium Ki-factors. Then, the first initial mole fractions are chosen as

x
p0q
i “ Kix

˚
i , i P pn, (3.53)

where we assume that the initial phase x˚ is liquid. Second, we assume that the initial phase is
vapour, and the the second initial approximation is defined as

x
p0q
i “

x˚i
Ki
, i P pn. (3.54)

VTN -specification

In the V TN -specification, we employ a strategy from Mikyška and Firoozabadi (2012), which
is based on the saturation pressure P sat

i pT q of each component i. At a given temperature T ,
the saturation pressure is the pressure at which a given liquid and its vapour can co-exist in
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equilibrium. In this thesis, the saturation pressure of the i-th component is estimated using

P
(sat)
i pT q “ Pc,i exp

"

5.37 p1` ωiq
ˆ

1´ Tc,i
T

˙*

. (3.55)

First, the initial pressure is estimated as

Pini “
n
ÿ

i“1
P

(sat)
i pT ˚qx˚i . (3.56)

Then, the initial mole fraction of component i is estimated as

x
p0q
i “

P
(sat)
i pT ˚q

Pini
x˚i , i P pn. (3.57)

Lastly, the initial total concentration cp0q is evaluated from the equation of state. In the case of
the cubic equation of state, up to three possible roots are given. To ensure convergence toward
the global minimum, we add another up to three initial approximations. In this case, we estimate
the initial mole fractions as

x
p0q
i “

x˚i

P
(sat)
i pT ˚q

1
n
ř

j“1

x˚j

P
(sat)
j pT˚q

, i P pn. (3.58)

Then, the initial pressure is estimated by

Pini “
n
ÿ

i“1
P

(sat)
i pT ˚qx

p0q
i . (3.59)

The initial total concentration cp0q is again evaluated from the equation of state. To conclude, in
the case of a cubic equation of state, up to six initial approximations are used.

UVN -specification

In the UV N -specification, we employ a strategy from Smejkal and Mikyška (2017). Since the
temperature of the trial phase has to be equal to the temperature of the initial phase, we only
have to set the initial concentration cp0qi . The initial internal energy density up0q is then computed
using equation (2.223). The initial concentrations cp0qi are computed using the same strategy as
in the V TN -specification.

3.2.3 Modified Newton–Raphson method

Second, we present a numerical method based on the Newton–Raphson iterations. According
to Hoteit and Firoozabadi (2006b) and others, the main problem of the SSI method in the
PTN -specification is at the vicinity of the critical points. Here, a large number (thousands) of
iterations have to be used, and the computational time rises unacceptably. Therefore, we present
a second-order convergent method based on the Newton–Raphson iterations (Raphson (1697)).
This method is designed for the unified formulation from Section 3.1.1; therefore, the core of the
algorithm is identical to all specifications that fit the unified formulation.

In general, the Newton–Raphson method is an iterative root-finding algorithm. Here, we use
it to find the points where the necessary extreme conditions

BTPD
Byi

py;x˚q “ 0, i P pm, (3.60)
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are satisfied. Components of the gradient ∇TPD of the function TPD can be derived by
differentiation of TPD with respect to yi, which results in

r∇TPD py;x˚qsi “
BTPD
Byi

py;x˚q “ ´ Bf
Byi

px˚q ` Bf

Byi
pyq , i P pm. (3.61)

Then, we are going to solve a system of m non-linear algebraic equations
BTPD
Byi

py;x˚q “ 0, i P pm. (3.62)

The system (3.62) can be solved iteratively using the modified Newton–Raphson method, which
reads as

ypk`1q “ ypkq ` λpkq∆ypkq. (3.63)
Here λpkq P p0, 1s is a damping parameter, and ∆ypkq is an increment, which is determined as a
solution of the system

H
´

ypkq
¯

∆ypkq “ ´∇TPD
´

ypkq;x˚
¯

, (3.64)

where H P Rm,m is the Hessian matrix of function TPD and ∇TPD is the gradient of function
TPD. Using equation (3.61) the elements of the Hessian matrix can be computed as

rHsi,j pyq “
B2f

ByiByj
pyq , i, j P pm. (3.65)

Once the increment direction ∆ypkq has been established, the damping factor λpkq has to be
determined with the so-called line-search technique. This strategy will be presented later.

Modified Cholesky decomposition

When using the modified Newton–Raphson method, iterates may not converge towards a local
minimum but also to a local maximum or towards a saddle point. This problem can be avoided
by modifying the Hessian matrix. The aim of the modification is to guarantee that the value
of function TPD will decrease in each iteration. The decrease of the objective function can be
enforced by the following theorem.

Theorem 3.5 (Boyd and Vandenberghe (2004)). Let f : Rm Ñ R be a C2 function (has
continuous first and second partial derivatives), ∇f be the gradient function, and H be the
Hessian matrix of the function f . Let Hpyq be positive definite. Then, the solution ∆y of the
system

Hpyq∆y “ ´∇fpyq, (3.66)

gives a direction in which function the function f will decrease. Mathematically,

lim
tÑ0`

d
dtfpy` t∆yq ă 0. (3.67)

Proof. Using properties of f , the derivative chain rule, and the continuity of the gradient function,
one can directly obtain

lim
tÑ0`

d
dtfpy` t∆yq “ lim

tÑ0`

m
ÿ

k“1

Bf

Byk
py` t∆yq r∆ysk

“ lim
tÑ0`

r∇f py` t∆yqsT ∆y

“ r∇f pyqsT ∆y.

(3.68)
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Using equation (3.66) the gradient ∇f pyq can be expressed and the limit reads as

lim
tÑ0`

d
dtfpy` t∆yq “ ´ p∆yqT H pyqT ∆y “ ´p∆yqT H pyq∆y ă 0. (3.69)

In the last two steps, the symmetry and the positive-definiteness of the matrix H pyq was used.

Therefore, using Theorem 3.5 if the Hessian matrix is positive definite, for sufficiently low
values of the damping parameter λpkq, we have TPDpypk`1q;x˚q ă TPDpypkq;x˚q. If the Hessian
is not positive definite, then the value of TPD in the next iteration can be either higher or
lower than in the previous iteration. In this case, we have to modify the Hessian matrix so
that it becomes positive definite. The positive definiteness of the modified Hessian is ensured
using the modified Cholesky decomposition of the Hessian matrix H. The standard Cholesky
decomposition of a symmetric positive definite matrix H factorizes the matrix into a product of
a lower triangular matrix L and its transpose, i.e.,

H “ LLT. (3.70)

The numerical algorithm known as Crout–Cholesky is presented in Algorithm 4. The presented
version is known as in-place, where the resulting matrix L replaces the given matrix H.

Algorithm 4: In-place Crout–Cholesky decomposition algorithm.
Input :A P Rm,m symmetric positive definite stored in lower triangle
Output : L satisfying LLT “ A

1 for j “ 1, . . . ,m do
2 (perform the j-th iteration)
3 rAsj,j “

b

rAsj,j
´

“ rLsj,j
¯

4 for i “ j ` 1, . . . ,m do
5 rAsi,j “

rAsi,j

rAsj,j

´

“ rLsi,j
¯

6 for k “ j ` 1, . . . , i do
7 rAsi,k “ rAsi,k ´ rAsi,j rAsk,j
8 end
9 end

10 end

If H is not positive definite, its Cholesky decomposition may not exist or may be unstable
(see Gill and Murray (1974)). The modified Cholesky decomposition is performed in the same
way as the standard Cholesky decomposition; however, when a negative or a too-small element
appears at the diagonal of the factorized matrix, the corresponding diagonal element of H is
increased so as to become sufficiently large. This way, we obtain a Cholesky factorization of
a modified matrix H ` E, where E is a diagonal matrix with non-negative elements. For the
modification, we impose the following properties.

1. If H is sufficiently positive definite, then E “ 0.

2. If H is not positive definite, then ‖E‖ is as small as possible.

3. The matrix H`E is well-conditioned.

4. Low computation cost.
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The first two properties guarantee fast convergence of the Newton–Raphson method. The third
one implies a good numerical solution of the linear system arising from the Newton–Raphson
method. In the literature, there exists a large number of numerical algorithms for the modified
Cholesky computation, e.g., Gill and Murray (1974) or Schnabel and Eskow (1990). Fang and
O’Leary (2007) provided a catalog and gave a critical comparison of several algorithms. In
this thesis, we use the algorithm presented by Schnabel and Eskow (1999). Now, we present
the essential steps. The pseudo-code of the algorithm is presented in Algorithm 5. Let a
symmetric H P Rm,m be given. The algorithm has two stages. In stage one, the classical Cholesky
decomposition is performed. This algorithm starts from the upper left corner of the matrix and
continues to calculate the resulting matrix column by column. The algorithm is presented in
Algorithm 4. Moreover, a pivoting process on the maximum diagonal of the remaining sub-matrix
is performed to ensure the numerical stability. In stage two, the algorithm performs modification.
The switch from stage one to stage two is made if, for the current j, one of three conditions is
met:

max
jďiďm

”

Hpjq
ı

i,i
ă τ̃ γ, (3.71)

min
jďiďm

”

Hpjq
ı

i,i
ă ´µ

ˆ

max
jďiďm

”

Hpjq
ı

i,i

˙

, (3.72)

min
j`1ďiďm

¨

˝

”

Hpjq
ı

i,i
´

“

Hpjq
‰2
i,j

“

Hpjq
‰

j,j

˛

‚ă ´µγ. (3.73)

where µ “ 0.1, γ “ max
1ďiďm

∣∣∣rHsi,i∣∣∣, τ̃ “ 3
?
ε, ε is the machine precision, and

“

Hpjq
‰

i,i
is the

remaining modified sub-matrix after j ´ 1 iterations. The first condition defines the limit, where
the diagonal element is too small. According to Schnabel and Eskow (1999), the condition (3.72)
stops the stage one earlier and leads to a lower value of ‖E‖. Lastly, Schnabel and Eskow (1999)
state that if the third condition (3.73) is not satisfied, the values of E resulting from the next
iteration (for j :“ j ` 1) would be too large.

Remark 3.6. If the in-place algorithm of the Cholesky decomposition is used, one can use
H “ Hpjq for all j, and the presentation and implementation of the Cholesky decomposition is
simple. However, in the presentation, we strictly use the superscript to differentiate between the
original matrix and the remaining modified sub-matrix.

In stage two, we have to compute the values δj “ rEsjj , i.e., the positive values that are added
to the diagonal of H to be sufficiently positive. Based on the iteration j, a different strategy is
used:

• If j “ m, i.e., only the final 1ˆ 1 sub-matrix remains, we set

δm “ ´
”

Hpmq
ı

m,m
`max

#

´τ

“

Hpmq
‰

m,m

1´ τ , rτγ

+

. (3.74)

• If j ă m´ 2, we set

δj “ max
"

0,´
”

Hpjq
ı

j,j
`max tqj , τ̃ u , δj´1

*

, (3.75)

where

qj “
n
ÿ

i“j`1

∣∣∣∣”Hpjq
ı

i,j

∣∣∣∣. (3.76)
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• If j “ m´ 2, i.e., the final 2ˆ 2 sub-matrix remains, we find its eigenvalues λ1, λ2, λ1 ď λ2.
Then, we set

δj “ max
"

0,´λ1 `max
"

τ
λ2 ´ λ1
1´ τ , rτγ

*

, δj´1

*

. (3.77)

These values ensure that the resulting matrix H`E is sufficiently positive definite. Moreover,
in each iteration j a pivoting process on maximum lower Gerschgorin bound estimate gi is made.
These lower bounds are first computed using

gi “
”

Hpjq
ı

i,i
´

i´1
ÿ

l“k`1

ˇ

ˇ

ˇ

ˇ

”

Hpjq
ı

i,l

ˇ

ˇ

ˇ

ˇ

´

m
ÿ

l“i`1

ˇ

ˇ

ˇ

ˇ

”

Hpjq
ı

l,i

ˇ

ˇ

ˇ

ˇ

, (3.78)

for i “ k` 1, . . . ,m, where k is the number of successful iterations performed in stage one. Then,
after each iteration j, the lower bounds are updated using

gi “ gi `

ˇ

ˇ

ˇ

ˇ

”

Hpjq
ı

i,j

ˇ

ˇ

ˇ

ˇ

¨

˚

˚

˝

1´

m
ř

i“j`1

ˇ

ˇrHpjqsi,j
ˇ

ˇ

rHpjqsj,j

˛

‹

‹

‚

. (3.79)

Line-search strategy in the Newton–Raphson iterations

The classical Newton–Raphson algorithm iterates the solution using

ypk`1q “ ypkq `∆ypkq. (3.80)

However, using this formula, the new solution ypk`1q can be outside the feasible domain D
(the so-called overshooting). To prevent this situation, a line-search technique with a damping
parameter λpkq is employed. First, we set λpkq “ 1 and test whether

ypkq ` λpkq∆ypkq P D. (3.81)

If the condition does not hold, we iterate λpkq :“ λpkq

2 , until the previous condition is fulfilled.
Moreover, if we are using the modified Cholesky decomposition, the line-search technique can
be extended to ensure the descent of the objective function TPD. In other words, we iterate
λpkq :“ λpkq

2 until

TPDpypkq ` λpkq∆ypkq;x˚q ă TPDpypkq;x˚q. (3.82)

Since we are using the modified Cholesky decomposition, such λpkq ą 0 has to exist.

Stopping criteria

The Newton–Raphson iterations are stopped if the increment of the solution ∆ypkq satisfies∥∥∥∆ypkq
∥∥∥
pn
ă ε, (3.83)

where ε “ 10´6 is a given tolerance. The phase norm ‖¨‖pn is specification-dependent. Now, we
present the definition for the V TN -, UV N -, and PTN -specifications. In the V TN -formulation,
y “ pc1, . . . , cnq

T, and the norm ‖¨‖pn is defined by

‖y‖2
pn “

n
ÿ

i“1

c2
i

pc˚i q
2 . (3.84)
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Algorithm 5: Modified Cholesky decomposition from Schnabel and Eskow (1999). The
in-place version of the algorithm is presented where the resulting matrix L overwrites
the given matrix H.
Input :H P Rm,m symmetric
Output : L satisfying LLT “ H`E

1 set j “ 1, stageOne = True
2 while j P pm and stageOne = True do
3 if condition (3.71) is satisfied or condition (3.72) is satisfied then
4 stageOne = False
5 end
6 else
7 pivot on the maximum diagonal of the remaining submatrix
8 if condition (3.73) is satisfied then
9 stageOne = False

10 end
11 else
12 perform j-th iteration of the classical Cholesky decomposition using Alg. 4
13 end
14 end
15 j = j+1
16 end
17 if stageOne = False and j “ m then
18 calculate δm using equation (3.74) and add it to the diagonal
19

rHsm,m :“ rHsm,m ` δm
perform m-th iteration of the Cholesky decomposition using Alg. 4

20 end
21 if stageOne = False and j ă m then
22 set k “ j ´ 1
23 calculate lower Gerschgorin bounds of H using equation (3.78)
24 pivot on maximum lower Gerschgorin bound estimate
25 for j “ k ` 1, . . . , n´ 2 do
26 pivot on maximum lower Gerschgorin bound estimate
27 calculate δj using equation (3.75) and add it to diagonal

rHsj,j :“ rHsj,j ` δj

update Gerschgorin bound estimates using equation (3.79)
28 perform j-th iteration of Cholesky decomposition using Alg. 4
29 end
30 compute eigenvalues λ1, λ2
31 compute δ using (3.77) and for i “ m´ 1,m add to the diagonal

rHsi,i :“ rHsi,i ` δ

32 perform (m´ 1)-th and m-th iteration of the Cholesky decomposition using Alg. 4
33 end
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In the UV N -formulation, y “ pu, c1, . . . , cnqT, and

‖y‖2
pn “

n
ÿ

i“1

c2
i

pc˚i q
2 `

u2

pu˚q2
. (3.85)

In the PTN -formulation, y “ px1, . . . , xn´1q
T, and

‖y‖2
pn “

n´1
ÿ

i“1
x2
i . (3.86)

Summary of the numerical algorithm for the general phase stability testing

In Algorithm 6, we summarize the essential steps of the algorithm for the general single-phase
stability testing.

Algorithm 6: Modified Newton–Raphson method for the phase stability testing.
Input : f : Rm Ñ R, D Ă Rm and x˚ P D
Output : true = state x˚ is stable, false = state x˚ is unstable

1 compute s initial approximations using the strategy from Section 3.2.2
2 for j P ps do
3 set yp0q as the j-th initial approximation
4 set iteration counter k “ 0
5 while k < maximum number of iterations do
6 assemble the Hessian matrix and gradient of the function TPD using equations

(3.65) and (3.61)
7 evaluate the increment of the solution ∆ypkq P Rm by solving the system of linear

algebraic equations (3.62) using the modified Cholesky decomposition
8 determine λpkq ą 0 using the line-search strategy
9 update the solution using

ypk`1q “ ypkq ` λpkq∆ypkq

if
∥∥∥∆ypkq

∥∥∥
pn
ă ε then

10 break
11 end
12 set k :“ k ` 1
13 end
14 if TPD

`

ypk`1q;x˚
˘

ă 0 then
15 return false
16 end
17 end
18 return true

3.2.4 Efficient solution of linear systems arising from the linearization of
the V TN-phase stability

In Section 3.2.3, we presented a local algorithm for solving the phase stability testing problem
based on the Newton–Raphson method. The two basic steps in each iteration are
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1. Assemble gradient and Hessian matrix.

2. Solve the system of m linear equations.

Using the modified Cholesky decomposition, the second step requires Opm3q operations. In
the case of the V TN -specification, m “ n, and is equal to the number of components in the
mixture. If the system is large enough, the computational cost of the factorization can exceed
the sustainable limit. Therefore, in this section, we derive a simple procedure for solving systems
of linear equations arising from the linearization of the V TN -phase stability problem. Using the
structure of the Hessian matrix, the solution is obtained by sequential usage of the Sherman–
Morrison formula. The great advantage of the method is that the system of equations can be
solved even without assembling the system. The method has been published in Smejkal and
Mikyška (2021).

Sherman–Morrison formula

In this section, we review the Sherman–Morrison formula (Bartlett (1951); Sherman (1978)), for
the calculation of the inverse matrix and use the symmetric variant of the formula to develop
a novel procedure for the solution of the linear systems arising from the V TN -phase stability
testing.

Theorem 3.7. Let B P Rn,n be a non-singular matrix, and u,v P Rn be two non-zero vectors.
Then the matrix B ` uvT is non-singular if and only if 1 ` vTB´1u ‰ 0. If the condition is
satisfied, then

pB` uvTq´1 “ B´1 ´
1

1` vTB´1u

´

B´1uvTB´1
¯

. (3.87)

The proof is given, e.g., in Sherman (1978). If B is symmetric, then it is natural to consider
symmetric updates, for which v “ αu, where α P R. A necessary and sufficient condition for the
positive definiteness of a symmetric update of a symmetric positive definite matrix B is given
below.

Theorem 3.8. Let B P Rn,n be a symmetric positive definite matrix, α P R, and u P Rn be a
non-zero vector. Then the matrix B ` αuuT is symmetric and positive definite if and only if
1` αuTB´1u ą 0. If the condition is satisfied, then

pB` αuuTq´1 “ B´1 ´ βppT, (3.88)

where

p “ B´1u, β “
α

1` αuTB´1u . (3.89)

To prove equation (3.88), one only has to use Theorem 3.7 and set v “ αu. The proof of
the positive definiteness is given, e.g., in Wu et al. (2001). Now, we generalise the problem
by considering rank-k updates for k ě 1. There are two ways to construct the inverse matrix
of a matrix after a rank-k update. The first way is to use the following generalisation of the
Sherman–Morrison formula, the so-called Woodbury formula (see Woodbury (1950) or Hager
(1989)).

Theorem 3.9 (Woodbury formula). Let B P Rn,n be a non-singular matrix, U,V P Rn,k, where
k ď n, and Ik be the identity matrix of order k. If the matrix Ik`VTB´1U P Rk,k is non-singular,
then

pB`UVTq´1 “ B´1 ´B´1UpIk `VTB´1Uq´1VTB´1. (3.90)
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To use this formula, one has to solve a system of k linear equations with matrix Ik`VTB´1U.

An alternative procedure for obtaining the inverse of matrix B`
k
ř

i“1
αiuiuT

i is to perform a series

of k rank-one updates of matrix B. This algorithm is summarized as follows. Define B0 “ B and

Bi “ Bi´1 ` αiuiuT
i , (3.91)

for i ą 0. Then

B´1
i “ B´1

i´1 ` βipip
T
i , (3.92)

where the auxiliary coefficients βi P R and vectors pi P Rn are defined as

pi “ B´1
i´1ui, (3.93)

βi “
αi

1` αiuT
i B´1

i´1ui
. (3.94)

Using recursion and equations (3.92)–(3.94), the inverse matrices B´1
i can be calculated as

B´1
i “ B´1

0 ´

i
ÿ

j“1
βjpjpT

j , (3.95)

where

pi “ B´1
0 ui ´

i´1
ÿ

j“1
βjpjpT

j ui, (3.96)

βi “
αi

1` αiuT
i pi

. (3.97)

Therefore, in order to find the matrix
˜

B0 `
k
ÿ

j“1
αiuiuT

i

¸´1

, (3.98)

the assembly of the auxiliary matrices B´1
i (given by equation (3.92)) is not necessary during

the computation, and only the auxiliary coefficients βi and vectors pi are calculated and stored.
In Algorithm 7, the complete algorithm for solving the system

˜

B0 `
k
ÿ

i“1
αiuiuT

i

¸

x “ f (3.99)

is summarised. Note that in the application that we discuss below, B0 will be a diagonal matrix
with positive elements on the diagonal. Therefore, its inverse is diagonal and the evaluation of
B´1

0 f requires just n multiplications.

Application of the Sherman–Morrison updates in V TN-phase stability testing

In this section, we use Algorithm 7 to solve systems of linear algebraic equations arising from
the Newton–Raphson linearization of the V TN -phase stability testing problem. As discussed
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Algorithm 7: Solution of
ˆ

B0 `
k
ř

i“1
αiuiuT

i

˙

x “ f .

1 for i “ 1, . . . , k do
2 evaluate vector pi using

pi “ B´1
0 ui ´

i´1
ÿ

j“1
βjpjppT

j uiq.

3 evaluate coefficient βi using
βi “

αi

1` αiuT
i pi

.

4 end
Output :

x “ B´1
0 f ´

k
ÿ

j“1
βjpjppT

j fq.

in Section 3.2.3, in order to find the new approximation of the solution cpj`1q in each Newton–
Raphson iteration, a linear system with the matrix H has to be solved. In this section, we will
show how to transform the Hessian matrix H to the desired form

H “ B0 `
k
ÿ

i“1
αiuiuT

i , (3.100)

for which Algorithm 7 can be used. Moreover, at the end of this section, the complete algorithm
for solving the V TN -phase stability testing problem will be presented. In the V TN -phase
stability testing, the Hessian matrix is

rHsi,j pcq “
B2a

BciBcj
pcq “ Bµi

Bcj
pcq . (3.101)

Denoting σ “ 1
1´b¨c and using equation (2.197), the Hessian matrix can be written in a matrix

form as

H pcq “RTD´1pcq `RTσpbeT ` ebTq `RTcσ2bbT

´ 2ψ2pb ¨ cqA´ 2ψ12pb ¨ cq
´

pAcqbT ` bpAcqT
¯

´ ψ1pcqψ22pb ¨ cqbbT,

(3.102)

where e “ p1, . . . , 1qT P Rn, and D´1pcq is the inverse matrix to a diagonal matrix with
components of the vector c on the diagonal, i.e.,

D´1pcq “

¨

˚

˚

˚

˚

˚

˚

˝

1
c1

0 0 . . . 0
0 1

c2
0 . . . 0

...
... . . . ...

...
0 . . . 0 1

cn´1
0

0 . . . 0 0 1
cn

˛

‹

‹

‹

‹

‹

‹

‚

. (3.103)
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Next, let us denote

Hp1q pcq “ RTσpbeT ` ebTq, (3.104)
Hp2q pcq “

`

RTcσ2 ´ ψ1pcqψ22pb ¨ cq
˘

bbT, (3.105)

Hp3q pcq “ ´2ψ12pb ¨ cq
´

pAcqbT ` bpAcqT
¯

. (3.106)

Using equations (3.102)–(3.106), the Hessian matrix can be written in a compact form

H pcq “ RTD´1pcq `
3
ÿ

i“1
Hpiq pcq ´ 2ψ2pb ¨ cqA. (3.107)

Now, we can start defining the matrix B0, coefficients αi, and vectors ui in equation (3.100).
First, the initial matrix B0 is chosen as

B0 “ RTD´1pcq. (3.108)

In this case, the matrix B0 is a diagonal matrix. Therefore, its inverse

B´1
0 “

1
RT

Dpcq (3.109)

is readily available. Then, the decomposition of matrices Hpiq will be given. The matrix Hp2q is
already in the desired form

Hp2q “ αuuT (3.110)

with

α “ RTcσ2 ´ ψ1pcqψ22pb ¨ cq, (3.111)
u “ b. (3.112)

The matrices Hp1q and Hp3q have the following form

β
´

rsT ` srT
¯

, (3.113)

where r, s P Rn. Therefore, in order to transform the rank-two matrices Hp1q and Hp3q into the
sum of two symmetric rank-one updates, their eigenvalues and eigenvectors have to be found.
The following theorem gives us the answer.

Theorem 3.10. Let B “ β
`

rsT ` srT˘ P Rm,m for an arbitrary β P R, β ‰ 0, and r, s P Rm,
r ‰ s. Then, the eigenvalues λi and eigenvectors ṽi are

λ1 “ β ps ¨ r` ‖r‖‖s‖q , rv1 “ ‖s‖r` ‖r‖s, (3.114)
λ2 “ β ps ¨ r´ ‖r‖‖s‖q , rv2 “ ‖s‖r´ ‖r‖s, (3.115)

where ‖¨‖ is the Euclidean norm.

Proof. From the definition, we show Brvi “ λirvi for i “ 1, 2. For i “ 1 we have

Brv1 “ β
´

rsT ` srT
¯

p‖s‖r` ‖r‖sq “ 2β‖r‖‖s‖ p‖r‖s` ‖s‖rq , (3.116)

λ1rv1 “ β ps ¨ r` ‖r‖‖s‖q p‖s‖r` ‖r‖sq “ 2β‖r‖‖s‖ p‖r‖s` ‖s‖rq . (3.117)
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matrix r s i αi rui ui

Hp1q b e 1 RTσ pe ¨ b` ‖e‖‖b‖q ‖e‖b` ‖b‖e ru1{‖ru1‖
2 RTσ pe ¨ b´ ‖e‖‖b‖q ‖e‖b´ ‖b‖e ru2{‖ru2‖

Hp2q - - 3 RTcσ2 ´ f1pcqf2pb ¨ cq - b

Hp3q Ac b 4 ´2f 12pb ¨ cq pb ¨Ac` ‖Ac‖‖b‖q ‖b‖Ac` ‖Ac‖b ru4{‖ru4‖
5 ´2f 12pb ¨ cq pb ¨Ac´ ‖Ac‖‖b‖q ‖b‖Ac´ ‖Ac‖b ru5{‖ru5‖

Table 3.1: Form of the individual rank-one updates for matrices Hp1q–Hp3q.

For i “ 2 we have

Brv2 “ β
´

rsT ` srT
¯

p‖s‖r´ ‖r‖sq “ 2β‖r‖‖s‖ p‖r‖s´ ‖s‖rq , (3.118)

λ2rv2 “ β ps ¨ r´ ‖r‖‖s‖q p‖s‖r´ ‖r‖sq “ 2β‖r‖‖s‖ p‖r‖s´ ‖s‖rq . (3.119)

Therefore, the desired transformation is

β
´

rsT ` srT
¯

“

2
ÿ

i“1
λivivT

i , (3.120)

where for i “ 1, 2 the vector vi is normalised vector rvi

vi “
rvi

‖rvi‖
. (3.121)

Individual forms of the updates are presented in Table 3.1. In total, five rank-one updates
have to be performed to transform B0 using the matrices Hp1q, Hp2q, and Hp3q. Lastly, the term

´2ψ2pb ¨ cqA, (3.122)

has to be transformed into the desired form. The elements of the matrix A have the following
form (see equation (2.101))

rAsi,j “ p1´ δi´jq
?
ai
?
aj . (3.123)

Let us define matrix M P Rn,n with elements rMsi,j “ 1 ´ δi´j . Then, the matrix A can be
written as

A “ Dp
?

aqMDp
?

aq, (3.124)

where Dp
?

aq is a diagonal matrix with components of the vector
?

a “
`?
a1, . . . ,

?
an
˘T on

the diagonal. We will discuss two cases. First, all binary interaction coefficients δi´j are zero.
Second, there are non-zero coefficients δi´j .

If all binary interaction coefficients are zero, the matrix M is a constant matrix with the
elements rMsi,j “ 1. Then, the matrix M has only one non-zero eigenvalue λ “ n with the
corresponding orthonormal eigenvector

q “ 1
?
n
p1, . . . , 1qT P Rn. (3.125)
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Second, we will discuss the situation with non-zero coefficients δi´j . In this case, the matrix
M is a symmetric matrix with real eigenvalues λi. The eigenvalues and the corresponding
eigenvectors are found using the TNT numerical library, see Pozo (1997). Let m be the number
of non-zero eigenvalues. Then,

M “ QΛQT “
m
ÿ

i“1
λiqiqT

i , (3.126)

where Λ is a diagonal matrix with vector pλ1 . . . , λm, 0, . . . , 0qT P Rn on the diagonal, and
q1, . . . ,qm are the corresponding orthonormal eigenvectors of the matrix M.

To conclude, in both cases, the matrix ´ψ2pb ¨ cqA can be written in a form

´ψ2pb ¨ cqA “ ´ψ2pb ¨ cqD
`?

a
˘

QΛQTD
`?

a
˘

“ ´ψ2pb ¨ cq
m
ÿ

i“1
λiu5`iuT

5`i

“

m
ÿ

i“1
α5`iu5`iuT

5`i,

(3.127)

where for i “ 1, . . . ,m the coefficients α5`i and u5`i are defined as

α5`i “ ´ψ2pb ¨ cqλi, (3.128)
u5`i “ p

?
a1 rqis1 , . . . ,

?
an rqisnq

T . (3.129)

Therefore, to transform the last term of the Hessian matrix, we need to perform m updates, where
m is the number of non-zero eigenvalues of the matrix M. If the binary interaction coefficients
are zero, then m “ 1. If there are non-zero binary interaction coefficients, frequently, there is
only a small number of components that have non-zero interaction coefficients with all others. In
this situation, m is generally more than 1, but still substantially less than n. In summary, we
are able to write the Hessian matrix H in the form

H “ B0 `
5`m
ÿ

i“1
αiuiuT

i , (3.130)

where αi and ui for i P p5 are defined in Table 3.1. For i ą 5, equations (3.128) and (3.129) are
used to calculate αi and ui. Therefore, to solve the system arising from the linearization of the
V TN -phase stability testing, Algorithm 7 can be used. In this algorithm, the Hessian matrix
is not assembled. Therefore, the computational time can be reduced if the size of the Hessian
matrix is large enough.

Let us discuss the computational complexity of our algorithm. In the classical solution
procedure, Opn2q operations are needed to form the Hessian matrix, Opn3q operations are needed
for performing the (possibly modified) Cholesky factorization, and another Opn2q operations are
needed for obtaining the solution using the forward and backward substitutions (solving the
systems with triangular matrices). The total computational complexity of one Newton–Raphson
iteration is thus Opn3q. Now, we discuss the complexity of the presented method. To assemble pi
and βi, one has to perform 3in` 1 multiplications and in` 2 additions. Therefore, to assemble
every pi and βi one has to perform

k
ÿ

i“1
r3in` 1` in` 2s “ Opk2nq (3.131)
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operations, where k “ 5`m is the number of the rank-one updates. After the auxiliary vectors
pi and coefficients βi are assembled, the last step of Algorithm 7 is to evaluate the resulting
vector x. This task requires

n` 1` kp3nq “ Opknq (3.132)

operations. To conclude, the complexity of Algorithm 7 is Opk2nq. Finally, we will discuss the
complexity of the assembly of the individual updates. To create vectors ui and coefficients αi,
one has to perform operations such as scalar product or evaluation of the Euclidean norm, which
require Opnq operations. In the algorithm, there are only two more complex operations. The first
operation is finding the eigenvalues of the matrix M. As this is achieved using iterative methods,
it is not possible to determine the CPU cost a priori. Finding eigenvalues is generally a costly
task; however, the matrix M remains constant in all iterations. Therefore, its eigenvalues and
eigenvectors can be found once at the beginning, stored and reused in subsequent calculations
whenever needed. Second is the product Ac which has to be evaluated in the chemical potential
(equation (2.197)) and in the matrix Hp3q (equation (3.106)). The standard matrix-vector product
algorithm requires Opn2q operations.

Overall, the complexity of assembling all ui and αi for i “ 1, . . . , k is Opn2q. To conclude, the
presented method for solving the system of linear equations arising from the Newton–Raphson
linearization has complexity Opn2q, where n is the number of components in the mixture.

Complete algorithm

In Algorithm 8, we summarize the numerical method for the V TN -phase stability testing using
the Sherman–Morrison formula. The core of the algorithm is identical to the Algorithm 6. The
only difference is the computation of the increment ∆cpkq.

3.2.5 Global deterministic method based on the Branch and Bound
approach

In the previous Sections 3.2.1 and 3.2.3, we presented local minimization methods with multiple
initial approximations. The idea was that one of the initial approximations should converge
toward the global minimum. However, this cannot be guaranteed. Therefore, here, we propose a
global optimization method that has to converge toward the global minimum. The use of the
global method is not common in the phase stability testing; however, a few papers exist. In
the V TN -specification, Nichita et al. (2009, 2002) used a tunneling method. Another global
approach using a Lagrangian function and solving the dual problem was presented by Pereira
et al. (2010). Souza et al. (2006) investigated a global optimization method using the interval
analysis. In the PTN -specification, Stadtherr et al. (2007) presented a method based on the
interval methods. Solving the PTN -specification phase stability using a topographical global
optimization method was investigated by Henderson et al. (2015). Zhang et al. (2011) presented
a comparison of various approaches for the global optimization methods.

In this section, we present a global optimization algorithm for the V TN -phase stability
testing based on the Branch and Bound (BB) strategy published by Androulakis et al. (1995).
This strategy provides a general framework on how to solve a non-convex optimization problem
on a convex domain. Our numerical algorithm has been published in Smejkal and Mikyška
(2020). However, recently, we have found an error in our convex-concave splitting strategy. Here,
we present a fixed version. The Branch and Bound strategy can be described as

0. Set E “ D and z as the barycenter of D.
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Algorithm 8: Modified Newton–Raphson method for the V TN -phase stability testing
using the Sherman–Morrison iterations.
Input :T ˚, c˚ P D
Output : true = state c˚ is stable, false = state c˚ is unstable

1 compute s initial approximations using the strategy from Section 3.2.2
2 find the eigenvalues and eigenvectors of the matrix M defined by equation (3.124)
3 for j P ps do
4 set cp0q as the j-th initial approximation
5 set iteration counter k “ 0
6 while k < maximum number of iterations do
7 calculate the matrix B´1

0 using equation (3.109)
8 for i P {5`m calculate the coefficients αi and vectors ui using Table 3.1 and

equations (3.128)–(3.129)
9 evaluate the increment of the solution ∆cpjq P Rn by solving the system arising

from the Newton–Raphson linearization using Algorithm 7
10 determine λpkq ą 0 using the line-search strategy
11 update the solution using

cpk`1q “ cpkq ` λpkq∆cpkq.

if
∥∥∥∆cpkq

∥∥∥
pn
ă ε then

12 break
13 end
14 set k :“ k ` 1
15 end
16 if TPD

`

cpk`1q;x˚
˘

ă 0 then
17 return false
18 end
19 end
20 return true

1. Find an upper bound UBD of the sought minimum by solving the minimization problem
locally. The initial approximation is set to z.

2. Branch the computation set E into two, E “ E1 Y E2.

3. Find and store lower bounds LBD1 and LBD2 by solving the underestimate convex optimiza-
tion problems on E1 and E2, respectively.

4. If LBD1 ą UBD or LBD2 ą UBD, discard the corresponding set E1, E2, respectively, since the
global minimum cannot be in that set.

5. Choose a new current computation set E and a new initial approximation z.

6. Repeat 1–5 until the termination condition is met.

In Figure 3.4, we present the scheme of this algorithm in case n “ 2, i.e., the feasible domain
D is a triangle in 2D. In the next subsections, we describe each step of the Branch and Bound
algorithm.
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(a)

UBD

(b)

1

2

(c)

1

2

LBD1

LBD2

(d)

1

2

LBD1> UBD

(e)

2

(f)

Figure 3.4: Branch and Bound strategy. 3.4a Let E be the current computation set. 3.4b Find
an upper bound of the minimum by solving the minimization problem locally. 3.4c Branch the
computation set E into two, E “ E1 Y E2. 3.4d Find a lower bound by solving the underestimate
convex optimization problem on E1 and E2. 3.4e If any lower bound is greater than the upper
bound, discard the corresponding set. 3.4f Choose a new current computation set E .

Local minimization of the TPD function

For the local minimization of the TPD function, we are using the Newton–Raphson method,
which was described in Section 3.2.3. In that Section, we used this method stand-alone with
multiple initial approximations cp0q to reach the global minimum. In this variation, we are
searching locally; therefore, the strategies for choosing a good initial approximation are not
needed. In the first iteration of the Branch and Bound, the initial approximation is the barycenter
of the feasible simplex D. In the next iterations, the position of the lower bound is set as the
new initial approximation.

Branching of computation set E

As the feasible domain D is an pn` 1q-simplex, our branching algorithm is based on dividing
the simplex through its longest side. Let E “

“

xp1q, . . . ,xpn`1q‰
κ
. Find indices k, l P zn` 1, k ă l

satisfying ∥∥∥xpkq ´ xplq
∥∥∥ ě ∥∥∥xpiq ´ xpjq

∥∥∥, @i, j P zn` 1, i ‰ j. (3.133)

Then define a new vertex x(middle) by

x(middle) “
xpkq ` xplq

2 . (3.134)
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New simplices E1, E2 are then defined by

E1 “
”

xp1q, . . . ,xpl´1q,x(middle),xpl`1q, . . . ,xpn`1q
ı

κ
, (3.135)

E2 “
”

xp1q, . . . ,xpk´1q,x(middle),xpk`1q, . . . ,xpn`1q
ı

κ
. (3.136)

Convex optimization of the TPDpunderq function

In the third step of the Branch and Bound strategy, the lower bound of the global minimum is
found. This lower bound is found using the minimization of function TPDpunderq on a simplex
E Ă D, which has the following properties

1. TPDpunderq is a convex function on E .

2. TPDpunderq pc;x˚q ď TPD pc;x˚q, @c P E .

Now, we present a construction of the TPDpunderq function based on rewriting the Helmholtz
free energy density a as the difference of two convex functions

apcq “ f1pcq ´ f2pcq, (3.137)

where f1, f2 are convex functions. The form in the previous equation is known as the difference
of two convex functions (DC split) or convex-concave split. This split is not unique and even does
not have to exist for a given function. First, two different splits denoted by DC1 and DC2 will be
presented. The first one, denoted DC1, has been developed by Kou and Sun (2018). The second
one, denoted DC2, is our own and has been presented in Smejkal and Mikyška (2020). After the
presentation of these two splitting strategies, the construction of the TPDpunderq will be given.

DC1: split from Kou and Sun (2018)
Here, we present a convex-concave split from Kou and Sun (2018). Let us denote

apidealq pcq “ RT
n
ÿ

i“1
ci ln ci

c0
, (3.138)

aprepulsionq pcq “ ´RTc ln
˜

1´
n
ÿ

i“1
bici

¸

, (3.139)

χ1 pcq “

n
ř

i,j“1
cicjaij

n
ř

i“1
bici

, (3.140)

qχ2 pcq “ ln

¨

˚

˚

˝

1` p1´
?

2q
n
ř

i“1
bici

1` p1`
?

2q
n
ř

i“1
bici

˛

‹

‹

‚

. (3.141)

Then, the Helmholtz free energy (2.189) reads as

a pcq “ apidealq pcq ` aprepulsionq pcq ` 1
2
?

2
χ1 pcq qχ2 pcq . (3.142)

The splitting strategy from Kou and Sun (2018) is based on an additional term

a(SR) pcq “ ´RT
n
ÿ

i“1
ci ln p1´ biciq . (3.143)
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Adding and consequently subtracting this term in equation (3.142) results in convex-concave
split

a pcq “ f1 pcq ´ f2 pcq , (3.144)

with

f1pcq “ apidealq pcq ` aprepulsionq pcq ` αpKSq
´

a(ideal) pcq ` a(SR) pcq
¯

, (3.145)

f2pcq “ ´
1

2
?

2
χ1 pcq qχ2 pcq ` α(KS)

´

a(ideal) pcq ` a(SR) pcq
¯

, (3.146)

where α(KS) is a splitting parameter. Kou and Sun (2018) report that the split is valid for large
αpKSq. The suggested value is α(KS) “ 1.

DC2: split from Smejkal and Mikyška (2020)
Next, we present a different convex-concave split presented in Smejkal and Mikyška (2020). We
start our derivation from equation (3.142). Here, the Helmholtz free energy has three terms. The
sum of the first two terms is convex; therefore, these terms will be included in the convex part in
the convex-concave splitting. Only the third term in equation (3.142) is not convex. The goal
now is to split this term into the convex and the concave part. Let us denote

χ2 pcq “ qχ2 pcq ` C, (3.147)

where C is a positive constant large enough so the function χ2 is positive for all c. Choosing
C “ ln

`

p2`
?

2q{p2´
?

2q
˘

is sufficient. Then,

a pcq “ apidealq pcq ` aprepulsionq pcq ´ C 1
2
?

2
χ1 pcq `

1
2
?

2
χ1 pcqχ2 pcq . (3.148)

It is tempting to define the convex-concave split with

f1pcq “ apidealq pcq ` aprepulsionq pcq ` 1
2
?

2
χ1 pcqχ2 pcq , (3.149)

f2pcq “ C
1

2
?

2
χ1 pcq . (3.150)

However, it can be proven that the product χ1pcqχ2pcq is not convex. The necessary and sufficient
conditions have been presented by Marchi (2010). Consequently, we can not prove that the f1
function in (3.149) is convex. Therefore, a more complex strategy has to be used. The product
χ1 pcqχ2 pcq can be written as

χ1 pcqχ2 pcq “
1
2 pχ1 pcq ` χ2 pcqq2 ´

1
2

´

χ2
1 pcq ` χ2 pcq2

¯

. (3.151)

Since both χ1 and χ2 are positive and convex functions, it can be proven that the split in equation
(3.151) is a convex-concave split (see Bačák and Borwein (2011); Veselý and Zajíček (2009)),
i.e., the two terms are convex functions (without the minus sign). As χ1 and χ2 have different
physical units, the split from equation (3.151) is modified by a scaling unit corrector parameter α

χ1 pcqχ2 pcq “
α

2

ˆ

χ1 pcq
α

` χ2 pcq
˙2
´

1
2α

`

χ2
1 pcq ` α2χ2

2 pcq
˘

. (3.152)

The convex-concave split is valid for an arbitrary positive α. Having the convex-concave split for
the third term in equation (3.142), the Helmholtz free energy density function can be written as

a pcq “ f1 pcq ´ f2 pcq , (3.153)
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where function f1 and f2 are defined as

f1 pcq “ apidealq pcq ` aprepulsionq pcq ` 1
2
?

2
α

2

ˆ

χ1 pcq
α

` χ2 pcq
˙2

, (3.154)

f2 pcq “
1

2
?

2

„

Cχ1 pcq `
1

2α
`

χ2
1 pcq ` α2χ2

2 pcq
˘



. (3.155)

From the previous discussion, it is obvious that both functions f1 and f2 are convex; therefore, a
convex-concave split for the Helmholtz free energy density function is made. This convex-concave
split is valid for an arbitrary α ą 0. However, later, in the construction of the TPDpunderq

function, we show that a favourable choice of α exists.
Construction of TPDpunderq

Having the convex-concave of the Helmholtz free energy density apcq in hand, the TPDpunderq

can be defined. Let E “ rx1, . . . ,xn`1sκ be a given simplex. For c “
n`1
ř

i“1
αixpiq, where αi are the

coefficients of the convex combination, we get

apcq “ f1pcq ´ f2pcq “ f1pcq ´ f2

˜

n`1
ÿ

i“1
αixpiq

¸

ě f1pcq ´
n`1
ÿ

i“1
αif2

´

xpiq
¯

, (3.156)

where we used the Jensen inequality (see Jensen (1906)). Now, we can define function apunderq on
simplex E by

apunderqpcq “ f1pcq ´
n`1
ÿ

i“1
αif2

´

xpiq
¯

, (3.157)

where c “
n`1
ř

i“1
αixpiq. Having the function apunderqpcq for which inequality

apunderqpcq ď apcq (3.158)

holds for all c P E , one can define the function TPDpunderq pc;x˚q by

TPDpunderqpc;x˚q “ apunderqpcq ´ apx˚q `
n
ÿ

i“1

Ba

Bci
px˚q pc˚i ´ ciq . (3.159)

It is easily seen that function TPDpunderq is a convex function on a simplex E which underesti-
mates the function TPD on simplex E . In the Branch and Bound algorithm, we need a good
underestimation of the objective function. Therefore, the parameter α should be chosen that the
difference between the TPD and TPDpunderq is minimal. Since

Bf2
Bα

pc;αq “ 1
4
?

2

ˆ

´
χ2

1 pcq
α2 ` χ2

2 pcq
˙

, (3.160)

B2f2
Bα2 pc;αq “ 1

2
?

2
χ2

1 pcq
α3 , (3.161)

one can see, that α “ χ1
χ2

is the local minimum of function f2. Since χ1 and χ2 are both positive
functions, α will always be a positive number. Therefore, on a simplex E (in general the feasible
domain D for concentrations), we set coefficient α by relation

α “
χ1 pc

1
1, . . . , c

1
nq

χ2 pc11, . . . , c
1
nq
, (3.162)
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where pc11, . . . , c1nq
T is the barycenter of the simplex E .

Minimization of TPDpunderq function
Now, the goal is to find a minimum of TPDpunderq on a given simplex E . Since TPDpunderq is a
convex function on E , the minimum has to exist. This optimization problem is solved using the
Barrier method. Our implementation is based on Boyd and Vandenberghe (2004). The Barrier
method is built on the unconstrained minimization of the function

hpc; tq “ tTPDpunderq pc;x˚q ` Φpcq, (3.163)

where t is a parameter and Φ represents the given inequality constraints. If the constraints have
the form

Bc ĺ g def
ô rBcsi ď rgsi , i P zn` 1, (3.164)

where B P Rn`1,n, g P Rn`1, then the Φ function reads as

Φpcq “ ´
n`1
ÿ

i“1
ln
´

rgsi ´ rBs
T
i,˚ c

¯

, (3.165)

where rBsi,˚ is the i-th row of matrix B. In our case, the constraints represent the condition
c P E . Now, we give a strategy to compute the matrix B and vector g. Let a given simplex E be
defined as E “

“

xp1q,xp2q, . . . ,xpn`1q‰
κ
. First, a matrix qB P Rn,n is defined using

qB “

´

xp2q ´ xp1q,xp3q ´ xp1q, . . . ,xpn`1q ´ xp1q
¯

, (3.166)

where xpiq is the i-th vertex of the simplex E . Then, c P E if and only if

c “ xp1q ` qBΘ, (3.167)

where the parameter Θ P Rn satisfies conditions
n
ÿ

i“1
rΘsi ď 1, (3.168)

rΘsi ě 0, i P pn. (3.169)

Multiplying equation (3.167) with qB´1 results in

qB´1c “ qB´1xp1q `Θ. (3.170)

From the Θ constraints (3.168) and (3.169) we get inequalities

´qB´1c ď ´qB´1xp1q, (3.171)
1T

qB´1c ď 1` 1T
qB´1xp1q, (3.172)

where 1 “ p1, 1, . . . , 1qT P Rn. Therefore, we can define the matrix B P Rn`1,n and vector
g P Rn`1 by

B “

˜

´qB´1

1T
qB´1

¸

, (3.173)

g “

˜

´qB´1xp1q
1` 1T

qB´1xp1q

¸

. (3.174)
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The unconstrained minimization of function h is solved using the Newton–Raphson method with
line-search. The gradient and Hessian of the function Φ can be written as

∇Φpcq “ BTd, (3.175)
HΦpcq “ BT pDpdqq2 B, (3.176)

where d “ pd1, . . . , dn`1q P Rn`1 is defined by

rdsi “
1

rgsi ´ rBs
T
i,˚ c

, (3.177)

and the matrix Dpdq P Rn`1,n`1 is a diagonal matrix with the vector d on the diagonal. Therefore,
using equation (3.163), the gradient and the Hessian matrix of the h function read as

∇h pc;x˚q “ t∇TPDpunderq pc;x˚q `BTd, (3.178)

Hh pcq “ tHTPDpunderq
pcq `BTDpdq2B. (3.179)

Next, we provide details about the gradient and Hessian of the TPDpunderq function. Using the defi-
nition of function TPDpunderqpc;x˚q given by equation (3.159) on a simplex E “

“

xp1q, . . . ,xpn`1q‰
κ
,

we get
”

∇TPDpunderq
ı

i
pcq “ ´ Ba

Bci
px˚q ` Ba

(under)

Bci
pcq

“ ´
Ba

Bci
px˚q ` Bf1

Bci
pcq ´

n`1
ÿ

j“1

Bαj
Bci

pcq f2

´

xpjq
¯

,

(3.180)

where αi for i P zn` 1 are defined as
n`1
ÿ

i“1
αixpiq “ c. (3.181)

Differentiation of the previous equation with respect to cj for j P pn results in
n`1
ÿ

i“1

Bαi
Bcj

”

xpiq
ı

k
“
Bck
Bcj

“ δk,j , k P pn, (3.182)

where δk,j is the Kronecker delta function. Since
n`1
ř

i“1
αi “ 1, an additional condition for the

derivative of αi is
n`1
ÿ

i“1

Bαi
Bcj

pcq “ 0, j P pn. (3.183)

In conclusion, to calculate Bαi
Bcj

one has to solve a system of linear equations with unknowns Bαi
Bcj

for i P zn` 1 and j P pn in form
¨

˚

˚

˚

˚

˚

˚

˚

˚

˝

x
p1q
1 x

p2q
1 ¨ ¨ ¨ x

pn`1q
1

x
p1q
2 x

p2q
2 ¨ ¨ ¨ x

pn`1q
2

...
... . . . ...

x
p1q
n´1 x

p2q
n´1 ¨ ¨ ¨ x

pn`1q
n´1

x
p1q
n x

p2q
n ¨ ¨ ¨ x

pn`1q
n

1 1 ¨ ¨ ¨ 1

˛

‹

‹

‹

‹

‹

‹

‹

‹

‚

¨

˚

˚

˚

˚

˚

˚

˚

˚

˝

Bα1
Bc1

Bα1
Bc2

¨ ¨ ¨ Bα1
Bcn

Bα2
Bc1

Bα2
Bc2

¨ ¨ ¨ Bα2
Bcn...

... . . . ...
Bαn´1
Bc1

Bαn´1
Bc2

¨ ¨ ¨
Bαn´1
Bcn

Bαn
Bc1

Bαn
Bc2

¨ ¨ ¨ Bαn
Bcn

Bαn`1
Bc1

Bαn`1
Bc2

¨ ¨ ¨
Bαn`1
Bcn

˛

‹

‹

‹

‹

‹

‹

‹

‹

‚

“

¨

˚

˚

˚

˚

˚

˚

˚

˝

1 0 0 ¨ ¨ ¨ 0
0 1 0 ¨ ¨ ¨ 0
...

... . . . . . . ...
0 . . . 0 1 0
0 . . . 0 0 1
0 . . . 0 0 0

˛

‹

‹

‹

‹

‹

‹

‹

‚

. (3.184)
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For the Hessian matrix of TPDpunderqpc;x˚q we get

B2TPDpunderq

BcjBck
pcq “ B

2a(under)

BcjBck
pcq “ B2f1

BcjBck
pcq ´

n`1
ÿ

i“1

B2αi
BcjBck

pcq f2

´

xpiq
¯

, j, k P pn. (3.185)

Since B2αi
BcjBck

pcq “ 0 for all i P zn` 1, j, k P pn, the elements of the Hessian matrix of the TPDpunderq

read as

B2TPDpunderq

BcjBck
pcq “ B2f1

BcjBck
pcq . (3.186)

Now, we summarize the basic steps of the Barrier method.

1. Let cp0q P E , tp0q ą 0, µ ą 1, and precision prec ą 0 be given. Set k “ 0.

2. Compute cptpkqq by minimizing the function hpc;tq, starting at cpkq. Minimize this function
using the Newton–Raphson method.

3. Check if pn` 1q{tpkq ă prec. If yes, stop the computation. If not, update cpk`1q “ cptpkqq,
tpk`1q “ µtpkq, and k :“ k ` 1 and go to step 2.

In this thesis, we are using suggested values from Boyd and Vandenberghe (2004): cp0q is the
barycenter of E , µ “ 20, tp0q “ 30, and prec “ 10´15.

Selection of the new computation set E

In the selection step, the current computation set E is the one with the minimal lower bound
approximation and the initial approximation for the local minimization z is set as the point
where the minimal lower bound is attained.

Stopping criteria

In our algorithm, we are using three stopping criteria. If any of these is met, the computation is
stopped. The first criterion is met if

|UBD´ LBD|
|UBD| ` 1 ă 10´8, (3.187)

where UBD is the upper bound (the result of the local optimization) and LBD is the lowest lower
bound (the result of the optimization of the underestimated problem). In the ideal case, this
criterion is sufficient. However, since we are limited by the computational time, we are using
other two criteria. One stops the computation if 1000 iterations of the Branch and Bound
algorithm (i.e., points 1–5 of the algorithm that includes one local optimization, two convex
global optimizations, and one splitting of the computation simplex E) are performed. Second, if
each computation set was divided more than 2n times. Without these two additional criteria,
the computation can be very time-consuming.

Concerning the stopping criteria, we would like to emphasize that in the phase stability
testing, the mixture is unstable if there exists a state with a negative value of the TPD function.
Therefore, in principle, there is no need to continue the global minimum search when the negative
state is found. However, using this algorithm we are interested in whether the algorithm can
find a minimum that algorithms which we used before (e.g., Jindrová and Mikyška (2015) or
algorithm from Section 3.2.3) could not. For this reason, we used the stopping criteria presented
above. Nonetheless, in the examples, we also run simulations with an additional condition that
stops calculation if UBD ă ´10´4 to see the speed-up in the unstable region.
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3.2.6 Global heuristical approach

Thus far, we have presented three numerical strategies for finding the global minimum of the
function TPD. In Section 3.2.1, the SSI method was presented. This method is robust in the
PTN -specification and simple to implement. However, it suffers from slow convergence. In
Section 3.2.3, a local method based on the Newton–Raphson iterations was presented. This
method exhibits an excellent computation time. However, we do not have a guarantee that the
found minimum is the global minimum. In Section 3.2.5, a global deterministic method based on
the Branch and Bound framework was given. Using this method, the global minimum is always
found. However, the computational time can exceed reasonable limits, and its usage is limited.
Therefore, here we present global minimization methods based on the heuristical approach. In
contrast to the deterministic approaches, the heuristical approach should solve the problem faster.
However, this is only a trade-off of the mathematical certainty of finding the minimum for speed.

In this section, we present various global heuristical algorithms which can be used to solve the
phase stability testing problem. We have published our findings in Smejkal et al. (2021). Primary,
we are focused on the V TN -specification. However, these algorithms can be used in other
specifications without any significant change. All presented heuristics are the so-called evolution
algorithms which are inspired by natural selection and evolution. Let P “

!

xpiq; i P yNP
)

Ă D
be a given population, i.e., the initial approximations of the solution, where NP ą 0 is the size
of the population. Then, the three basic steps can be summarized as follows.

1. Evaluate the fitness of each individual xpiq, i.e., values TPD
`

xpiq;x˚
˘

.

2. Select the best individuals for reproduction.

3. Breed new offspring using the best individuals and replace the worst ones with them.

In the literature, there exist numerous evolution algorithms. See, e.g., Pétrowski (2017); Sarker
(2002); Simon (2013); Yu and Gen (2010). Here, we choose to test five algorithms based on
our previous experience with them: Differential Evolution, Cuckoo Search, Harmony Search,
CMA-ES, and Elephant Herding Optimization. In our implementation of each algorithm, the
initial population P is generated randomly inside the feasible domain D.

Differential Evolution

The Differential Evolution (DE) is an evolution algorithm developed by Storn and Price (1997).
The DE algorithm consists of three steps: mutation, crossover and selection. In the mutation
step, a parent x P P is chosen from the current population, and then a new mutant y is created.
In our computations, we are using the version DE/RAND/2 from Price et al. (2005) where the
mutation operator has the form

y “ xpr1q ` F
´

xpr2q ´ xpr3q
¯

` F
´

xpr4q ´ xpr5q
¯

, (3.188)

where ri „ Udp1, NP q are independent and identically distributed randomly generated integers
from 1 to NP and F is a scaling parameter. In the literature, there are many suggestions on how
to choose the parameter F . According to Price et al. (2005), the optimum range of F is usually
between 0.4 and 1. In Storn and Price (1997), the authors suggested F “ 0.5. In recent years,
authors considered an adaptation of the parameter during calculation. In SaDE variation (see
Qin et al. (2009)) of the Differential Evolution, the parameter F is approximated by a normal
distribution with the mean value 0.5 and standard deviation 0.3. In our computations, we are
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changing F in each generation using the formula

F “ Fmax

ˆ

Fmin
Fmax

˙
icur
imax

, (3.189)

where Fmax “ 1.0, Fmin “ 0.1, icur is the current iteration index, and imax is the maximum
number of iterations. The main idea behind formula (3.189) is that at the beginning, the
coefficient F is close to 1, and we are exploring the whole search space. As generations progress,
parameter F is getting smaller, and we expect faster convergence. In the crossover step, the
mutant vector is crossbred with its parent x to create a crossover child z by formula

rzsj “

#

rysj , η ď CR or j “ jrand,

rxsj , otherwise,
(3.190)

where jrand „ Udp1, nq is one random integer chosen for all j P pn, η „ Ucp0, 1q is independent
and identically distributed randomly generated real number between 0 and 1, and CR is the
crossover rate parameter. Similarly as in the case of F , there exist many suggestions on how to
choose this parameter. We are using a strategy proposed by Mohamed et al. (2012), where the
parameter CR is calculated using formula

CR “ CRmax ` pCRmin ´ CRmaxq

ˆ

1´ icur
imax

˙k

. (3.191)

In our computation, we are using CRmax “ 0.9, CRmin “ 0.1, and k “ 4. In the last step,
selection, the crossover child z replaces its parent in the population if its value of the objective
function is lower. These three steps are performed for each parent x P P until a stopping criterion
is met. In our computation, the population size is set to NP “ 20. A pseudo-code of the
Differential Evolution algorithm is presented in Algorithm 9.

Cuckoo Search

The Cuckoo Search is an evolution algorithm introduced by Yang (2009) and is based on the
brood parasitic behaviour of cuckoos. In contrast to the Differential Evolution, the new member
of the population in the Cuckoo Search is created using the Levy flight. The Levy flight is a
process driven by an α-stable distribution, and it was shown by Pavlyukevich (2007a,b); Reynolds
and Frye (2007) that this process has a similar behaviour as a flight of many animals and insects.
The n-dimensional α-stable distribution Lpα, nq has probability density function (PDF )

gpx, α, nq “ 1
p2πqnFn texp p´‖ω‖αqu , (3.192)

where α P p0, 2q, ω P Rm is the angular frequency in the Fourier domain, and Fn is the n-
dimensional Fourier transformation. The Cuckoo Search algorithm consists of two steps: the local
search and the global search. At the local search, one member of the population (representing
cuckoo nest), say xpiq P P, is chosen, and from this position, the Levy flight is performed to
create a new member y

y “ xpiq ` θξ, (3.193)

where θ is a scaling parameter, which should be related to the size of the search space, and
ξ „ L pα, nq. In this thesis, we are using θ “ ‖Ω‖

104 , where the norm of the rectangular search
space ‖Ω‖ is defined as the length of the largest side. If TPD py;x˚q ă TPD

`

xpkq;x˚
˘

, where
k „ Udp1, NP q, then xpkq is replaced in the population P by y. At the global search, the
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Algorithm 9: Differential Evolution.
Input :NP ą 0, Fmin P p0, 1s, Fmax P p0, 1s, CRmin P p0, 1s, CRmax P p0,1s
Output : true = state c˚ is stable, false = state c˚ is unstable

1 randomly initialize population P “

!

xpiq; i P yNP
)

,
2 while stop criterion do
3 update values of F and CR using equations (3.189) and (3.191)
4 for all members xpiq P P do
5 create a mutant member y using equation (3.188)
6 create a crossover member z from xpiq and y using equation (3.190)
7 if TPD pz;x˚q ă TPD

`

xpiq;x˚
˘

then
8 replace xpiq in the population with z
9 end

10 end
11 end
12 compute minimum M “ min

iPyNP
TPD

`

xpiq;x˚
˘

13 if M ă 0 then
14 return false
15 else
16 return true
17 end

population is sorted with respect to its TPD values and the worst p percent of the population
are replaced with new ones using Levy flights, i.e.,

xpkq “ xpkq ` θξ, (3.194)

where ξ „ L pα, nq and k ą p1´ pqNP . These two steps are repeated until a stopping criterion
is met. Suggested values from the literature are α “ 1, population size NP “ 15, and p “ 0.25.
These values are used in our computations. The summary of this algorithm is presented in
Algorithm 10.

Harmony Search

The third heuristic for the comparison is the Harmony Search, which was created by Geem (2009).
Among the presented algorithms, the Harmony Search is the simplest one. In each iteration,
a new member y of the population is created using improvisation. In this technique, each
component yk of the new member y “ py1, . . . , ynq

T is created using the current population or is
chosen randomly. First, a random number i „ Ucp0, 1q is generated. If i is greater or equal than
a given parameter HCMR (harmony memory consideration rate) then yk is chosen randomly in
the search space. On the other hand, if i ă HCMR, then the k-th component is copied from a
randomly chosen member of the population, i.e., yk “

“

xpjq
‰

k
, where j „ Udp1, NP q. Moreover,

in the second situation, a random number q „ Ucp0, 1q is generated, and if q is lower than a
given parameter PAR (pitch adjusting rate), then the solution is perturbed using equation

yk “ yk `BW∆, (3.195)

where BW (bandwidth) is given parameter and ∆ „ Ucp´1, 1q. In our computations, we are using
suggested values by Geem (2009): NP “ 6, HCMR “ 0.85 , PAR “ 0.5, and BW “ 0.001. The
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Algorithm 10: Cuckoo Search.
Input :NP ą 0, p P p0, 1q, α P p0, 2q, θ P R`
Output : true = state c˚ is stable, false = state c˚ is unstable

1 randomly initialize population P “

!

xpiq; i P yNP
)

,
2 while stop criterion do
3 choose randomly j P Udp1, NP q
4 create a new member y using equation (3.193)
5 choose randomly k P Udp1, NP q
6 if TPD py;x˚q ă TPD

`

xpkq;x˚
˘

then
7 replace xpkq in the population with y
8 end
9 sort the population with respect to the TPD value

10 replace worst p percent of the population using Levy flight

xpkq :“ xpkq ` θξ, ξ „ L pα, nq

for k ą p1´ pqNP
11 end
12 compute minimum M “ min

iPyNP
TPD

`

xpiq;x˚
˘

13 if M ă 0 then
14 return false
15 else
16 return true
17 end

pseudo-code of the improvisation technique is provided in Algorithm 11. After the improvisation,
if the new member y has a lower value of the objective function than the worst member of the
population P, then the worst member of the population is replaced with y in the population.
These steps are repeated until a stopping criterion is met. The summary of the Harmony Search
algorithm is presented in Algorithm 12. In our computations, the size of the population is set to
the suggested value NP “ 6 (Geem (2009)). Therefore, compared to the size of the population
in the Differential Evolution or the Cuckoo Search, the population in the Harmony Search is
considerably smaller.

Covariant Matrix Adaptation

In the Covariant Matrix Adaptation (CMA-ES) developed by Hansen and Ostermeier (2001);
Ostermeier et al. (1994), the next generation of the population is generated from the normal
distribution

xpg`1q
i „ mpgq ` σpgqN p0,Cpgqq, (3.196)

where mpgq is the mean value, Cpgq is the covariance matrix, and σpgq is the step size of the
current generation. The mean value of the next generation mpg`1q is calculated using

mpg`1q “ mpgq ` cm

β
ÿ

i“1
wi

´

xpg`1q
i ´mpgq

¯

, (3.197)
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Algorithm 11: Harmony Search improvisation.
Input :HMCR P p0, 1q, PAR P p0, 1q, BW P p0, 1q
Output : y “ py1, . . . , ynq

T

1 set k “ 1
2 for k ď n do
3 randomly choose i P Ucp0, 1q
4 if i ă HMCR then
5 randomly choose j P Udp1, NP q
6 set k-th component of the y using: rysk “

“

xpjq
‰

k

7 randomly choose q P Ucp0, 1q
8 if q ă PAR then
9 randomly choose ∆ P Ucp´1, 1q

10 reset k-th component using: rysk :“ rysk `BW∆
11 end
12 else
13 set k-th component of the y randomly inside feasible area
14 end
15 k := k+1
16 end
17 return y

Algorithm 12: Harmony Search.
Input :NP ą 0, HMCR P p0, 1q, PAR P p0, 1q, BW P p0, 1q
Output : true = state c˚ is stable, false = state c˚ is unstable

1 randomly initialize population P “

!

xpiq; i P yNP
)

,
2 while stop criterion do
3 create a new member y using improvisation from Algorithm 11
4 if TPD py;x˚q ă TPD

`

xpworstq;x˚
˘

then
5 replace xpworstq in the population with y
6 end
7 end
8 compute minimum M “ min

iPyNP
TPD

`

xpiq;x˚
˘

9 if M ă 0 then
10 return false
11 else
12 return true
13 end
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where β is the number of parents, cm is the learning rate, and wi are the weights, which have to

satisfy
β
ř

i“1
wi “ 1. The covariance matrix C is updated using

Cpg`1q “ p1´ 2c1qCpgq ` cβ
β
ÿ

i“1
wiyiyT

i ` c1ppg`1q
c

´

ppg`1q
c

¯T
, (3.198)

where pc and yi are calculated using

ppg`1q
c “ p1´ ccqppgqc `

b

ccp2´ ccqβeff
mpg`1q ´mpgq

σpgq
, (3.199)

yi “
1
σpgq

´

xpg`1q
i ´mpgq

¯

. (3.200)

Lastly, the step size σpgq is updated using

σpg`1q “ σpgq exp
#

cσ
dσ

˜

||ppg`1q
σ ||

E||N p0, Iq|| ´ 1
¸+

, (3.201)

where

ppg`1q
σ “ p1´ cσqppgqσ `

b

ccp2´ ccqβeffC´
1
2
mpg`1q ´mpgq

σpgq
, (3.202)

and E||N p0, Iq|| is estimated using Hansen (2016)

E||N p0, Iq|| “
?
n

ˆ

1´ 1
4n `

1
21n2

˙

. (3.203)

In the previous equations, c1, cβ , cσ, dσ,cc, and βeff are numerical coefficients. These coefficients
depends on the size of the population and number of parents. In this thesis, we have taken over
the strategy from Hansen (2016). The size of population is set to

NP “ 4` 3tlnnu, (3.204)

where tlnnu is the floor function, i.e., the greatest integer less than or equal to lnn. The number
of parents is set to β “ tNP2 u. Then, the weights wi are computed using

qwi “ ln
ˆ

NP ` 1
2

˙

` lnpi` 1q, i P pβ, (3.205)

and

wi “
qwi

β
ř

j“1
qwj

, i P pβ. (3.206)



3.2. Numerical algorithms for the phase stability testing 79

Then, the remaining numerical coefficients are computed using

βeff “

´

řβ
i“1wi

¯2

řβ
i“1w

2
i

, (3.207)

cc “
4` βeff

n

n` 4` 2βeff

n

, (3.208)

cσ “
βeff ` 2

n` βeff ` 5 , (3.209)

c1 “
2

pn` 1.3q2 ` βeff
, (3.210)

cβ “ min
#

1´ c1, 2
βeff ´ 2` 1

βeff

pn` 2q2 ` βeff

+

, (3.211)

dσ “ 1` 2 max
#

0,
c

βeff ´ 1
n` 1 ´ 1

+

` cσ. (3.212)

The summary of the CMA-ES algorithm is presented in Algorithm 13.

Algorithm 13: CMA-ES.
Input :NP ą 0, β ą 0
Output : true = state c˚ is stable, false = state c˚ is unstable

1 randomly initialize population P “

!

xpiq; i P yNP
)

,
2 compute the auxiliary coefficients using equations (3.207)–(3.212)
3 while stop criterion do
4 for all members xpiq P P do
5 update a population member xpiq using equation (3.196)
6 end
7 update the mean using equation (3.197)
8 update the covariance matrix using equation (3.198)
9 update the step size using equation (3.201)

10 end
11 compute minimum M “ min

iPyNP
TPD

`

xpiq;x˚
˘

12 if M ă 0 then
13 return false
14 else
15 return true
16 end

Elephant Herding Optimization

In the Elephant Herding Optimization algorithm, the population of size NP is divided into NC
clans. Let us denote the number of elephants in the k-th clan by NEk, xpk,iq the i-th elephant in
the k-th clan, and let xpk,1q be the elephant with the lowest value of the objective function in the
k-th clan. Then, the next generation xpk,iq,pg`1q of the population is created using

xpk,iq,pg`1q “ xpk,1q,pgq ` r δ
´

xpk,1q,pgq ´ xpk,iq,pgq
¯

, (3.213)
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Algorithm 14: Elephant Herding Optimization.
Input :NP ą 0, NC ą 0, γ ą 0, δ P p0, 1q, β P p0, 1s
Output : true = state c˚ is stable, false = state c˚ is unstable

1 randomly initialize population P “

!

xpk,iq; k P yNC, i P zNEk

)

,
2 while stop criterion do
3 store the best γ member of the population
4 divide the population into clans
5 for all members xpk,iq P P do
6 if i “ 1 then
7 update member xpk,1q using equation (3.214)
8 end
9 else

10 update member xpk,iq using equation (3.213)
11 end
12 replace the worst member in each clan with randomly created
13 replace the γ worst members with the stored ones
14 end
15 end
16 compute minimum M “ min

iPyNP
TPD

`

xpiq;x˚
˘

17 if M ă 0 then
18 return false
19 else
20 return true
21 end

for i P zNEkzt1u and k P yNC. In the previous equation, δ P p0, 1q is a scale factor and r „ Ucp0, 1q.
The best elephants in each clan xpk,1q are updated using

xpk,1q,pg`1q “
β

NEk

˜

xpk,1q,pgq `
NEk
ÿ

j“2
xpk,jq,pg`1q

¸

, (3.214)

where β is a scale factor. The second step of the algorithm is the separation of the worst member
of the population. In each clan, the member with the highest value of the objective function is
replaced in the population with a randomly created solution. Lastly, the algorithm includes an
elitism strategy. At the beginning of each iteration, the best γ members of the population are
stored, and at the end of the iteration, the worst γ members of the population are replaced. The
pseudo-code of the Elephant Herding Optimization algorithm is provided in Algorithm 14. In
this thesis, we are using values δ “ 0.5, β “ 0.1, NP “ 30, NC “ 5, and γ “ 2.

Mirroring

All presented heuristics are designed to find the global minimum of a function in a rectangular
domain Ω. In the case of the V TN -specification of the phase stability testing, the feasible domain
D is inside an n-dimensional rectangle with sides a “ p0, . . . , 0qT and b “

´

1
b1
, . . . , 1

bn

¯T
, where

bk for k P pn is the co-volume parameter of the Peng–Robinson equation of state (see equation
(2.103)). In many cases, it may happen that the new member of the population (mutant, cuckoo,
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improvisation) is created outside of this domain Ω or outside the feasible domain D Ă Ω. To
overcome this situation, a method called mirroring is adopted for our algorithms. If the new
member of the population will be placed outside of Ω, it will be bounced back from the boundary
to the domain Ω. This method is well-known and used in many optimization algorithms. However,
since in the phase stability problems, the feasible domain is a simplex D Ă Ω, using only the
mirroring technique will not be satisfactory. Principally, three possible techniques can be used:

• penalty function in the unfeasible area,

• redefinition of the objective function outside the simplex,

• generalization of the mirroring technique to handle simplex geometry.

The first possibility can not be used alone since the objective function is not defined outside the
feasible area. In the second technique, we can define TPD function as a big positive constant
outside the feasible simplex D. However, in our experiments, this technique did not provide
satisfactory results. Therefore, we expanded the mirroring technique to mirror a vector into a
simplex. The scheme of our strategy is presented in Figure 3.5. The solution y “ py1, . . . , ynq

T

of the phase stability testing has to be in a simplex D defined by equations

yk ě 0, k P pn, (3.215)
n
ÿ

i“1
biyi ď 1´ ε, (3.216)

where ε ą 0 is a small positive number as the solution has to satisfy
n
ř

i“1
bici ă 1 (see equation

(3.17)). In this thesis, we are using ε “ 10´6. In the first step of our algorithm, we transform
the solution with relation xk “ p1´εqyk

bk
for k P pn. Now, the problem is to mirror the transformed

solution x “ px1, . . . , xnq
T into the unit simplex defined by

xk ě 0, k P pn, (3.217)
n
ÿ

i“1
xi ď 1. (3.218)

In the second step, the solution is mirrored to satisfy x P r0, 1sn, where r0, 1sn is a Cartesian
product of n identical intervals r0, 1s. This mirroring can be done using the standard mirroring
technique. If (3.218) does not hold, the next task is to find a vector z “ pz1, . . . , znq

T, which
is on the boundary of the simplex (3.217) and (3.218) and its distance from the solution x is
minimal. Therefore, the vector z has to satisfy

n
ÿ

i“1
zi “ 1, (3.219)

z “ arg min
yPRn

1
2‖x´ y‖2

2, (3.220)

zk ě 0, k P pn, (3.221)

where the norm in (3.220) is the Euclidean norm. The factor 1
2 in (3.220) simplifies derivation

and does not change the resulting vector z. The vector z can be found using the Lagrange
multipliers method and reads as

zk “ xk ´
1
n

˜

n
ÿ

i“1
xi ´ 1

¸

, k P pn. (3.222)
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The resulting novel mirroring process begins with x P Ω and terminates for xpnewq, which satisfies
equations (3.217)–(3.218), using the iteration scheme

xpnewq “ |x´ 2z| “

ˇ

ˇ

ˇ

ˇ

ˇ

x´ 2
n

˜

n
ÿ

i“1
xi ´ 1

¸

1

ˇ

ˇ

ˇ

ˇ

ˇ

, (3.223)

which terminates in a finite number of steps. In equation (3.223), 1 “ p1, . . . , 1qT P Rn, and the
absolute value is applied component-wise. In the last step of our algorithm, after a solution xpnewq

has been found, the reverse transformation ypnewq
k “

x
pnewq
k

bk

1´ε is applied to create ypnewq P D.

feasible area

unfeasible area

x

z

x(new)

Figure 3.5: Geometric interpretation of the mirroring technique into the feasible simplex.

3.3 Examples
In this section, we provide examples showing the performance of the phase stability testing
algorithms presented in the previous sections. First, in Section 3.3.1, we present the performance
of the modified Newton–Raphson method presented in Section 3.2.3. We give two examples
using the V TN -specification, and one example using the PTN -specification. Then, in Section
3.3.2, examples with the efficient solution of linear systems arising from the linearization of the
V TN -phase stability using the Sherman–Morrison iteration will be investigated. Two examples
will be given. Then, in Section 3.3.3, the examples showing the performance of the global method
based on the Branch and Bound strategy will be given. In Section 3.3.4, the performance of the
heuristics algorithms will be presented. Lastly, in Section 3.3.5, numerical examples showing the
performance of the SSI method in individual formulations will be given. Comparison with the
Newton–Raphson method will be presented. The physical properties of all components used in
the examples are presented in Appendix A. Unless said otherwise, the Peng–Robinson equation
of state given in Section 2.4.2 will be used.
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3.3.1 Performance of the unified Newton–Raphson method

In this section, we present examples showing the performance of the modified Newton–Raphson
method presented in Section 3.2.3. Since we are using the unified formulation, an identical code
can compute the V TN -, UV N -, or PTN -specification. First, we present two examples with the
V TN -specification. Then, example showing the performance of the PTN -specification will be
given. A computer with Intel(R) Core(TM) i7-9700K (3.60GHz) processor was used.

Example A1: mixture C1´C5

In the first example, we investigate a binary mixture of methane (C1) and pentane (C5) with mole
fractions x˚C1

“ 0.489575 and x˚C5
“ 0.510425. The binary interaction coefficient is δC1´C5

“ 0.041.
The V TN approach is used in this examples. In Figure 3.6a, the minima of the function TPD in
the range T ˚ P r250, 450s K and a whole range of possible total concentrations c˚ are presented.
A computation grid with 100ˆ 100 points was used, i.e., total 10000 phase stability computations
were performed. Moreover, in Figure 3.6b, the phase boundary is depicted. The results are in
agreement with Mikyška and Firoozabadi (2012). All stability computations proceeded without
any difficulties. On average, the Newton–Raphson method needed approximately 10.2 iterations
to converge. Moreover, the mean computation time per one stability was 3.7743ˆ 10´4 s.

Example A2: mixture H2O´CO2

In the second example, we investigate a binary mixture of water (H2O) and carbon dioxide (CO2)
with mole fractions x˚H2O “ 0.95 and x˚CO2

“ 0.05. In this example, we use the V TN approach
and the Peng–Robinson equation of state with association presented in Section 2.4.3. The cross
association coefficient sCO2

and the binary interaction coefficient δH2O´CO2
are computed using

correlation from Li et al. (2020)

sCO2
“ ´0.425T 3

red,CO2
` 1.6922T 2

red,CO2
´ 1.9815Tred,CO2

` 0.7380, (3.224)
δH2O´CO2

“ 0.6546Tred,CO2
´ 0.6165, (3.225)

where Tred,CO2
“ T

Tc,CO2
is the reduced temperature of CO2. In Figure 3.7a, the minima of the

function TPD in the range T ˚ P r300, 700s K and a whole range of possible total concentrations
c˚ are presented. A computation grid with 100ˆ 100 points was used, i.e., total 10000 phase
stability computations were performed. Moreover, in Figure 3.7b, the phase boundary is depicted.
All stability computations proceeded without any difficulties. On average, the Newton–Raphson
method needed approximately 10.7 iterations to converge. Therefore, almost identical value
as in the first example. However, the mean computation time per one stability was 0.0181 s.
Therefore, the computation time is higher in comparison with the first example. This behaviour
is expected, since the association model is computationally intensive.

Example A3: mixture N2´Ci

In the third example, we investigate a seven component mixture from Michelsen (1982a) of
nitrogen (N2) and alkans from methane (C1) to hexane (C6) with mole fractions x˚N2

“ 0.0140,
x˚C1

“ 0.9430, x˚C2
“ 0.0270, x˚C3

“ 0.0074, x˚C4
“ 0.0049, x˚C5

“ 0.0027, and x˚C6
“ 0.0010. The

binary interaction coefficients between all components are presented in Table 3.2. The PTN
approach is used in this examples. In Figure 3.8a, the minima of the function TPD in the range
T ˚ P r150, 260s K and P ˚ P r1, 9s MPa are presented. A computation grid with 100ˆ 100 points
was used. Moreover, in Figure 3.8b, the phase boundary is depicted. All stability computations
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Figure 3.6: Global minima of the TPD function (top). Approximate boundary between the stable
and unstable area in the cT space. Below the line the states are unstable (bottom). Example
A1: mixture C1´C5.
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Figure 3.7: Global minima of the TPD function (top). Approximate boundary between the stable
and unstable area in the cT space. Below the line the states are unstable (bottom). Example
A2: mixture H2O´CO2.
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N2 C1 C2 C3 C4 C5 C6

N2 0 0.100 0.100 0.100 0.100 0.100 0.100
C1 0.100 0 0.034 0.036 0.038 0.041 0.043
C2 0.100 0.034 0 0 0 0 0
C3 0.100 0.036 0 0 0 0 0
C4 0.100 0.038 0 0 0 0 0
C5 0.100 0.041 0 0 0 0 0
C6 0.100 0.043 0 0 0 0 0

Table 3.2: The binary interaction coefficients between all components. Data taken over from
Michelsen (1982a). Example A3: mixture N2´Ci.

proceeded without any difficulties. The comparison with the original results of Michelsen (1982a)
is not straightforward. They used different equation of state (Soave–Redlich–Kwong, see Soave
(1972)), and some parameters were not given. On average, the Newton–Raphson method needed
approximately 9.5 iterations to converge. Moreover, the mean computation time per one stability
was 0.0101 s.

3.3.2 Efficient solution of the linearized system using the
Sherman–Morrison iterations

In this section, we present computation results on several examples from the literature showing the
performance of the numerical algorithm presented in Section 3.2.4. To measure the speed-up of the
computation, we test the algorithm on two examples. The first example is a computational study
on the ten component mixture Y10 presented in Hoteit and Firoozabadi (2006b); Petitfrere and
Nichita (2015b), and the strategy given in those papers. The second example is a computational
study on mixtures with 4, 8, 12, 17, 25, 35, and 45 components. In both examples, the mixtures
will be investigated in a cT space in a given range of molar densities and temperatures. A grid
with 100ˆ 100 points will be used. Therefore, 10000 phase stability computations are performed
on each mixture. The computation times and the speed-ups in the stable and unstable regions
will be discussed. A computer with Intel(R) Core(TM) i7-8700 (3.20 GHz) processor was used.
First, we run the algorithm presented in Section 3.2.3. In the next paragraphs, we will denote
this algorithm as ’classic’. Second, we run the algorithm presented in Section 3.2.4. We denote
the algorithm as ’update’.

Example B1: mixture Y10

In the first example, the algorithm is tested on mixture Y10 (see Hoteit and Firoozabadi (2006b);
Petitfrere and Nichita (2015b)). The mixture Y10, which is a ten component mixture consisting
of normal alkanes (denoted as Ci) from methane C1 to octane C8, decane C10, and tetradecane
C14. The initial mole fractions are x˚C1

“ 0.35, x˚C2
“ 0.03, x˚C3

“ 0.04, x˚C4
“ 0.06, x˚C5

“ 0.04,
x˚C6

“ 0.03, x˚C7
“ 0.05, x˚C8

“ 0.05, x˚C10
“ 0.30, and x˚C14

“ 0.05. The only non-zero binary
interaction coefficients are between C1 and other components. The used values are given in
Table 3.3. To increase the number of components, the following algorithm from Petitfrere and
Nichita (2015b) is adopted. First, a component, say i, different from C1 is randomly chosen.
The properties of this component define component n ` 1. Then, the initial mole fraction x˚i
is split in half, and each half is assigned to component i and n ` 1. Thus, from a mixture
of n component, a mixture of n ` 1 component is created. This process is repeated until the
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and unstable area in the PT space. Below the line the states are unstable (bottom). Example
A3: mixture N2´Ci.
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C1 C2 C3 C4 C5 C6 C7 C8 C10 C14

C1 0 0 0 0.02 0.02 0.025 0.025 0.035 0.045 0.045

Table 3.3: The binary interaction coefficients between methane (C1) and other alkans. Data
taken over from Hoteit and Firoozabadi (2006b). Example B1: mixture Y10.

maximum number of components is achieved. In our computation, we stopped when n “ 45. We
investigated these mixtures in the cT space with a temperature range T ˚ P r150, 600s K and the
whole feasible range of the molar density c˚. In Figure 3.9, the phase boundary is presented. As
the mixture for arbitrary n physically represents the identical situation, the phase boundary
is the same for all n. In Table 3.4, the numbers of stability computations in the stable and
unstable areas are presented for the chosen number of components. One can again observe that
the mixture represents the identical physical situation for an arbitrary number of components
as the numbers of stable and unstable stability computations are identical. Moreover, both
algorithms identically predict the number of stable and unstable computations. Precisely, the
algorithms predicted that 3170 states are stable, and 6830 are unstable. In Figure 3.10, the
computation times are presented. In all figures, we show the results in the log scale on the y-axis.
In Figure 3.10a, the mean time per one stability computation is presented. For a mixture with
fewer components, the performance of the algorithms is similar, and the mean computation time
per one stability test is around 0.005 seconds for both algorithms. However, as the number of
components increases, the performance of the algorithm starts to differ. For a mixture with 30
components, the mean time for the ’classic’ algorithm is 2.12ˆ 10´2 s, and 6.57ˆ 10´3 for the
’update’ algorithm. The greatest difference is for the last mixture with 45 components. In this
case, the mean times are 6.23ˆ 10´2 seconds for the ’classic’, and 1.31ˆ 10´2 seconds for the
’update’ algorithm, respectively. However, the computation time can strongly differ in the stable
and unstable area because, in the unstable area, the computation is stopped when a negative
value of the TPD function is found while in the stable area, all initial guesses have to be tested.
Therefore, in Figure 3.10b, the mean computation time per one stability computation in the
stable and unstable area is presented. The most time consuming was the ’classic’ algorithm in the
stable area. For the 45 component mixture, the ’classic’ algorithm in the stable area needs, on
average, 1.41ˆ 10´1 seconds for one stability computation. In contrast, the ’update’ algorithm
needed on average only 2.90ˆ 10´2 seconds for one stability computation. In the unstable area,
the situation is similar. However, the computation times are shorter. For the 45 component
mixture, the ’classic’ algorithm in the unstable area needs, on average, 2.56ˆ 10´2 seconds for
one stability computation. Therefore, the ’classic’ algorithm in the unstable area is as fast as
the ’update’ algorithm in the unstable area. The ’update’ algorithm needs, on average, only
5.74ˆ10´3 seconds for one stability computation. In Table 3.5, we present the total computation
times with the measured speed-ups. One can observe that for the 45 component mixture, the
computation with the Sherman–Morrison formula is about five times faster.

Example B2: mixture N2´CO2´H2S´Ci

In the second example, the algorithm is tested on seven mixtures with an increasing number of
components. The mixtures are denoted as MIXT1–MIXT7. Every mixture consists of nitrogen (N2),
carbon dioxide (CO2), hydrogen sulfide (H2S), and a certain number of hydrocarbon components
or pseudo-components. The chemical composition with the initial mole fractions of mixtures
MIXT1–MIXT7 is presented in Tables 3.7 and 3.8. In Appendix in Table A.1, the parameters
needed in the equation of state are presented. The chemical composition was created using the
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stable unstable total
n classic update classic update classic update

10 3170 3170 6830 6830 10000 10000
20 3170 3170 6830 6830 10000 10000
30 3170 3170 6830 6830 10000 10000
40 3170 3170 6830 6830 10000 10000
45 3170 3170 6830 6830 10000 10000

Table 3.4: Number of computations in the stable and unstable area. The numbers are identical
for each mixture as they represent an identical physical situation. Example B1: mixture Y10.
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Figure 3.9: Approximate boundary between the stable and unstable area in the cT space. Below
the line the states are unstable. Example B1: mixture Y10.

overall stable unstable
n tc [s] tu [s] s-u [-] tc [s] tu [s] s-u [-] tc [s] tu [s] s-u [-]

10 16.84 14.51 1.16 11.85 10.11 1.17 4.99 4.40 1.13
20 77.44 35.02 2.21 54.62 24.40 2.24 22.82 10.62 2.15
30 211.84 65.69 3.22 150.92 45.63 3.31 60.92 20.06 3.04
40 454.16 104.37 4.35 326.10 72.98 4.47 128.06 31.40 4.08
45 623.05 131.19 4.75 447.87 91.96 4.87 175.18 39.23 4.47

Table 3.5: Total computation times of the 10000 stability testing using the ’classic’ algorithm
(tc) and the ’update’ algorithm (tu) with the speed-up (s-u) of the computation on the chosen
number of components. Example B1: mixture Y10.
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Figure 3.10: Mean time per one stability computation. Example B1: mixture Y10.
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following strategy. First, the chemical composition of the MIXT7 was set. Then, the chemical
composition of the MIXT6 is identical to the MIXT7 except for the molar fraction of C30`, which is
set to the sum of the mole fractions C30–C40` from the MIXT7. In the same fashion, the chemical
compositions of mixtures MIXT5–MIXT1 are created. Finally, the binary interaction coefficients
are defined by the following rules:

• binary interaction coefficient between N2 and CO2 is zero,

• binary interaction coefficient between N2 and H2S is zero,

• binary interaction coefficient between N2 and any other component is 0.1,

• binary interaction coefficient between CO2 and H2S is zero,

• binary interaction coefficient between CO2 and any other component is 0.15,

• binary interaction coefficient between H2S and any other component is 0.1,

• binary interaction coefficients between C1 and other components are presented in Table 3.6,

• any other non-listed binary interaction coefficient is zero.

We investigated these mixtures in the cT space with a temperature range T ˚ P r250, 650s K
and the whole feasible range of the molar density c˚. In Figure 3.11, the phase boundaries of the
individual mixtures are presented. The case n “ 4 (MIXT1) is not presented, because in the given
area, all states are stable. Therefore, the phase boundary cannot be depicted. In Figure 3.11,
one can observe that the phase boundaries are not identical, and the limits of the usage of the
pseudo-components, which should represent higher alkanes, is given. In Table 3.9, the numbers
of states in the stable and unstable area are presented. As in the first example, the numbers are
identical for both algorithms. However, as previously stated, the numbers of stable or unstable
stability computations differ with respect to the number of components. In Figure 3.12, the mean
computation times are presented. First, in Figure 3.12a, the overall mean computation time
is depicted. The curves are similar to the first example. With a lower number of components,
the algorithms have similar performance. The ’classic’ algorithm is faster up to n “ 12. Then,
the ’update’ algorithm has better performance. Similarly to the first example, in Figure 3.12b,
the mean computation times per one stability computation in the stable and unstable areas are
presented. The values for n “ 4 in the stable area are not depicted since all states are stable.
The profile of the curves is similar to the first example. The highest computation times has the
’classic’ algorithm in the stable area. With n “ 45, the mean computation time of the ’classic’
algorithm in the stable area is 3.08 ˆ 10´1 seconds, in the unstable 4.96 ˆ 10´2 seconds. In
contrast, the ’update’ algorithm achieves the mean computation times 8.35ˆ 10´2 seconds and
1.43 ˆ 10´2 seconds in the stable and unstable areas, respectively. The precise speed-up and
total computation times of the computation are presented in Table 3.10. One can observe that
for the 45 component mixture, the computation with the Sherman–Morrison formula is again
about 3.7 times faster compared to the standard method based on the Cholesky decomposition.

3.3.3 Branch and Bound algorithm

In this section, we present computation results of the Branch and Bound algorithm presented
in Section 3.2.5 on examples from the literature. Furthermore, we compare the performance of
the Branch and Bound algorithm using two different convex-concave splitting strategies. Both
strategies were presented in Section 3.2.5. The strategy denoted as DC1 represents splitting
strategy from Kou and Sun (2018), the DC2 splitting strategy represents strategy from Smejkal
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Figure 3.11: Approximate boundaries between the stable and unstable area in the cT space.
Below the line the states are unstable. Example B2: mixture N2´CO2´H2S´Ci.
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ID δC1´˚
ID δC1´˚

ID δC1´˚

N2 0.100 C10 0.052 C24 0.084
CO2 0.150 C11 0.054 C25 0.086
H2S 0.100 PC3 0.049 C26 0.089
C1 0.000 C12 0.057 C27 0.091
C2 0.034 C12+ 0.069 C28 0.093
C3 0.036 C13 0.059 C29 0.096
PC1 0.035 C14 0.061 C30 0.098
iC4 0.038 C15 0.064 C30+ 0.192
C4 0.038 C16 0.066 C31 0.100
iC5 0.041 C17 0.068 C32 0.102
C5 0.041 C18 0.070 C33 0.105
C6 0.043 C19 0.073 C34 0.107
PC2 0.040 C20 0.075 C35 0.109
C7 0.045 C20+ 0.083 C36 0.112
C7+ 0.056 C21 0.077 C37 0.114
C8 0.048 C22 0.080 C38 0.116
C9 0.050 C23 0.082 C39 0.118

C40+ 0.121

Table 3.6: Binary interaction coefficients between C1 and other components. Data taken over
from Firoozabadi (2016). Example B2: mixture N2´CO2´H2S´Ci.

and Mikyška (2020). A computer with Intel(R) Core(TM) i7-9700K (3.60GHz) processor was
used.

Example C1: mixture C1´C3

In the first example, we investigate a binary mixture of methane (C1) and propane (C3) with
mole fractions x˚C1

“ 0.547413 and x˚C3
“ 0.452587. The binary interaction coefficient is

δC1´C3
“ 0.0365. In Figure 3.13, the minima of the function TPD in the range T ˚ “ r250, 330s

K and a whole range of possible total concentrations c˚ are presented. A computation grid with
51ˆ 51 points was used. Both splitting strategies give identical results, which are in agreement
with results reported in Mikyška and Firoozabadi (2012). However, the numbers of iterations
differ significantly. In Figure 3.14, the comparison of these two splittings is presented. If the
Branch and Bound strategy uses the DC1 splitting, the mean number of iterations is 138.19,
the maximum is 466, and the minimum is 22. With the DC2 splitting strategy, the number
of iterations decreases greatly. The mean number of iterations is 24.9, the maximum value is
234, and the minimum is 4. Therefore, using the DC2 splitting strategy, the Branch and Bound
algorithm needs approximately ten times fewer iterations. In all cases, the solution is identical to
the solution found using only the local Newton–Raphson method from Section 3.2.3. In Figure
3.15, the number of iterations of the Branch and Bound strategy with an additional stopping
condition UBD ă ´10´4 is depicted, i.e., the upper bound is sufficiently negative. If this condition
is satisfied the mixture is surely unstable, therefore, the numbers of iterations with and without
this condition in the stable area have to be identical. For this test, only the DC2 splitting
strategy is used. It can be observed that only one iteration is needed in most points of the
unstable area. In Figure 3.15, also the difference in the number of iterations with and without
this additional condition is presented. At best, the computation is shortened by 239 iterations,
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ID MIXT7 MIXT6 MIXT5 MIXT4 MIXT3 MIXT2 MIXT1

N2 0.00325 0.00325 0.00325 0.00325 0.00325 0.00325 0.00325
CO2 0.01556 0.01556 0.01556 0.01556 0.01556 0.01556 0.01556
H2S 0.03329 0.03329 0.03329 0.03329 0.03329 0.03329 0.03329
C1 0.82829 0.82829 0.82829 0.82829 0.82829 0.82829 0.94790
C2 0.05850 0.05850 0.05850 0.05850 0.05850 - -
C3 0.02702 0.02702 0.02702 0.02702 0.02702 - -
PC1 - - - - - 0.08552 -
iC4 0.00543 0.00543 0.00543 0.00543 0.00543 - -
C4 0.00562 0.00562 0.00562 0.00562 0.00562 - -
iC5 0.00248 0.00248 0.00248 0.00248 0.00248 - -
C5 0.00198 0.00198 0.00198 0.00198 0.00198 - -
C6 0.00174 0.00174 0.00174 0.00174 0.00174 - -
PC2 - - - - - 0.01725 -
C7 0.00179 0.00179 0.00179 0.00179 - - -
C7+ - - - - 0.01684 - -
C8 0.00275 0.00275 0.00275 0.00275 - - -
C9 0.00233 0.00233 0.00233 0.00233 - - -
C10 0.00191 0.00191 0.00191 0.00191 - - -
C11 0.00137 0.00137 0.00137 0.00137 - - -
PC3 - - - - - 0.01015 -
C12 0.00112 0.00112 0.00112 - - - -
C12+ - - - 0.00669 - 0.00669 -
C13 0.00098 0.00098 0.00098 - - - -
C14 0.00087 0.00087 0.00087 - - - -
C15 0.00076 0.00076 0.00076 - - - -

Table 3.7: Initial mole fractions (chemical composition). Example B2: mixture N2´CO2´H2S´Ci.
Part I.

on average by 23.9 iterations. In Table 3.11, the computation times are presented. Using the
Branch and Bound strategy, the total computation times (i.e., 2601 stability tests) with the DC1
splitting strategy and DC2 splitting strategy are 666.38 and 104.23 seconds, respectively. With
the additional stopping criteria and the DC2 splitting, the computation time is shortened to
78.96 seconds. In comparison, the stand-alone Newton–Raphson method with multiple initial
approximations needs 0.85 seconds.

Example C2: mixture CO2´C10

In the second example, we investigate a binary mixture of carbon dioxide (CO2) and normal
decane (C10) with mole fractions x˚CO2

“ 0.547413 and x˚C10
“ 0.452587. The binary interaction

coefficient is δCO2´C10
“ 0.15. In Figure 3.16, the minima of the function TPD in the range

T ˚ “ r250, 650s K and a whole range of possible total concentrations c˚ are presented. Again,
a computation grid with 51ˆ 51 points was used. The results are in agreement with Mikyška
and Firoozabadi (2012). The difference in the number of iterations between the two splitting
strategies is similar to the previous example and is depicted in Figure 3.17. If the DC1 splitting
strategy is used, the mean value of iterations is 160.1, the maximum value is 346, and the
minimum value is 33. On the other hand, using the DC2 splitting strategy results in the mean
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ID MIXT7 MIXT6 MIXT5 MIXT4 MIXT3 MIXT2 MIXT1

C16 0.00053 0.00053 0.00053 - - - -
C17 0.00042 0.00042 0.00042 - - - -
C18 0.00039 0.00039 0.00039 - - - -
C19 0.00031 0.00031 0.00031 - - - -
C20 0.00022 0.00022 - - - - -
C20+ - - 0.00131 - - - -
C21 0.00017 0.00017 - - - - -
C22 0.00014 0.00014 - - - - -
C23 0.00011 0.00011 - - - - -
C24 9ˆ10´5 9ˆ10´5 - - - - -
C25 7ˆ10´5 7ˆ10´5 - - - - -
C26 6ˆ10´5 6ˆ10´5 - - - - -
C27 5ˆ10´5 5ˆ10´5 - - - - -
C28 4ˆ10´5 4ˆ10´5 - - - - -
C29 3ˆ10´5 3ˆ10´5 - - - - -
C30 3ˆ10´5 - - - - - -
C30+ - 0.00033 - - - - -
C31 3ˆ10´5 - - - - - -
C32 3ˆ10´5 - - - - - -
C33 3ˆ10´5 - - - - - -
C34 3ˆ10´5 - - - - - -
C35 4ˆ10´5 - - - - - -
C36 2ˆ10´5 - - - - - -
C37 3ˆ10´5 - - - - - -
C38 4ˆ10´5 - - - - - -
C39 3ˆ10´5 - - - - - -
C40+ 2ˆ10´5 - - - - - -

Table 3.8: Initial mole fractions (chemical composition). Example B2: mixture N2´CO2´H2S´Ci.
Part II.

stable unstable total
n classic update classic update classic update

4 10000 10000 0 0 10000 10000
8 7615 7615 2385 2385 10000 10000
12 8056 8056 1944 1944 10000 10000
17 7510 7510 2490 2490 10000 10000
25 7029 7029 2971 2971 10000 10000
35 4999 4999 5001 5001 10000 10000
45 5518 5518 4482 4482 10000 10000

Table 3.9: Number of computation in the stable and unstable area. Example B2: mixture
N2´CO2´H2S´Ci.
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overall stable unstable
n tc [s] tu [s] s-u [-] tc [s] tu [s] s-u [-] tc [s] tu [s] s-u [-]

4 2.04 2.84 0.72 2.04 2.84 0.72 0.00 0.00 -
8 15.80 17.80 0.89 13.58 15.30 0.89 2.22 2.51 0.88

12 29.86 25.97 1.15 25.79 22.42 1.15 4.07 3.55 1.15
17 78.86 50.20 1.57 67.26 42.71 1.57 11.60 7.50 1.55
25 227.89 100.14 2.28 193.94 84.76 2.29 33.95 15.38 2.21
35 603.53 208.39 2.90 460.06 157.32 2.92 143.47 51.07 2.81
45 1921.31 525.02 3.66 1698.83 460.71 3.69 222.48 64.31 3.46

Table 3.10: Total computation times of the 10000 stability testing using the ’classic’ algorithm
(tc) and the ’update’ algorithm (tu) with the speed-up (s-u) of the computation. Example B2:
mixture N2´CO2´H2S´Ci.
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Figure 3.13: The global minima of the TPD function in the cT -space. Example C1: mixture
C1´C3.

Example C1 Example C2 Example C3
setting time [s] mean [s] time [s] mean [s] time [s] mean [s]

(a) 666.38 0.256 815.85 0.314 33 039.35 12.70
(b) 104.23 0.04 95.41 0.037 21 001.27 8.07
(c) 78.96 0.03 61.12 0.023 12 715.31 4.89
(d) 0.85 3.25ˆ10´4 1.10 4.23ˆ10´4 2.45 9.43ˆ10´4

Table 3.11: Total computation times and mean time per one stability testing in all examples
using different settings. Setting (a) - the Branch and Bound strategy with the DC1 splitting,
Setting (b) - the Branch and Bound strategy with the DC2 splitting, Setting (c) - the Branch and
Bound strategy with the DC2 splitting and with an additional stopping condition UBD ă ´10´4,
Setting (d) - the stand-alone modified Newton–Raphson from Section 3.2.3. Examples C1–C3.
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Figure 3.14: The number of iterations of the Branch and Bound strategy using different convex-
concave splitting strategies of the objective function. The red line represents the approximate
boundary between the stable and unstable area (below the line the states are unstable). Example
C1: mixture C1´C3.
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Figure 3.15: The number of iterations of the Branch and Bound strategy with an additional
stopping condition UBD ă ´10´4 using the DC2 splitting (left) and the difference in iterations
of the Branch and Bound strategy without this condition (right). The red line represents the
approximate boundary between the stable and unstable area (below the line the states are
unstable). Example C1: mixture C1´C3.
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Figure 3.16: The global minima of the TPD function in the cT -space. Example C2: mixture
CO2´C10.

value of 29.1 iterations, the maximum value is 395, and the minimum value is 4. Therefore, the
DC2 splitting strategy is about five times faster. In Figure 3.17, the phase envelope representing
the phase boundary is also depicted. As in the previous example, we compare results with the
modified Newton–Raphson method from Section 3.2.3. In Figure 3.18, the difference between
found minima are presented. In one case, the results differ. If T ˚ “ 314 K and c˚ “ 9573.82
mol m´3, the Newton–Raphson method found a minimum equal to zero and declared the state
as stable. However, the global method was able to find a minimum with TPD “ ´2345570,
and therefore the mixture is unstable. A similar problem was reported by Nichita (2018a)
that the initial approximations based on Wilson correlation (see Section 2.5.4) used in local
Newton methods led to wrongly detected single-phase state. The correct solution (liquid-liquid
equilibrium) was obtained by considering the incipient phase as being almost pure CO2. Our
method does not suffer from these issues and will detect phase instability in both vapour-liquid
or liquid-liquid equilibrium problems. Furthermore, in Figure 3.19, the number of iterations with
an addition stopping condition UBD ă ´10´4 is presented. Similarly to the previous example, in
most cases, only one iteration of the Branch and Bound strategy is needed in the unstable area.
At best, the computation is shortened by 176 iterations, on average by 22.3 iterations. In Table
3.11, the computation times are presented. Using the Branch and Bound strategy, the total
computation times (i.e., 2601 stability tests) with the DC1 splitting strategy and DC2 splitting
strategy are 815.85 and 95.41 seconds, respectively. In comparison with the first example, the
computation time of the Branch and Bound strategy with the DC2 splitting is comparable.
However, the computation time of the Branch and Bound strategy with DC1 splitting strategy is
approximately 200 seconds higher than the computation time from first example. Moreover, the
computation time reduction with the additional stopping criteria is comparable with the first
example. The computation time with the DC2 splitting strategy is shortened to 61.12 seconds,
i.e., by approximately 30 seconds. The computation time of the stand-alone Newton–Raphson
method with multiple initial approximations is 1.10 seconds.



100 3. Phase stability testing

0 2 4 6 8 9
c [kmol m!3]

250

350

450

550

650

T
[K

]

0

50

100

150

200

250

300

350

(a) DC1 splitting

0 2 4 6 8 9
c [kmol m!3]

250

350

450

550

650

T
[K

]

0

100

200

300

400

(b) DC2 splitting

Figure 3.17: The number of iterations of the Branch and Bound strategy using different convex-
concave splitting strategies of the objective function. The red line represents the approximate
boundary between the stable and unstable area (below the line the states are unstable). Example
C2: mixture CO2´C10.

-2.5
650

-2

-1.5

550 9

T
P

D
(B
!

B
)

m
in

-
T

P
D

(N
!

R
)

m
in

[J
m

o
l!

1
] #10 6

-1

8

-0.5

450 6

0

4350
2

250 0 c [kmol m!3]
T [K]
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Figure 3.19: The number of iterations of the Branch and Bound strategy with an additional
stopping condition UBD ă ´10´4 using the DC2 splitting (left) and the difference in iterations
of the Branch and Bound strategy without this condition (right). The red line represents the
approximate boundary between the stable and unstable area (below the line the states are
unstable). Example C2: mixture CO2´C10.

Example C3: mixture N2´C1´C3´C10

In the third example, we investigate a four-component mixture of nitrogen (N2), methane
(C1), propane (C3), and normal decane (C10) with mole fractions x˚N2

“ 0.2463, z˚C1
“ 0.2208,

z˚C3
“ 0.2208, z˚C10

“ 0.3121. The binary interaction coefficients are presented in Table 3.12.
In Figure 3.20, the minima of the function TPD in the range T ˚ “ r250, 650s K and a whole
range of possible total concentrations c˚ are presented. Again, a computation grid with 51ˆ 51
points was used. The results are in agreement with Mikyška and Firoozabadi (2012). Both
splitting strategies converged towards the same solutions. In Figure 3.21, the needed iterations
are provided. It can be observed that the number of iterations increases more than 10 times in
comparison to previous binary mixtures examples.

Using the DC1 splitting strategy, the Branch and Bound strategy needs on average 992
iterations. In almost every case (97.7 %), the strategy needs the maximum number of iterations
(1000). The number of iterations with the DC2 splitting strategy decreases a little. However, the
strategy needs maximum number of iterations in 64 % cases, on average 883.2 iterations.Therefore,
the computation time for the four component mixtures is significantly higher. Consequently, for
more component mixtures, the number of iterations without the stopping criteria 3 (maximum
number of iterations) will be even higher. Comparing our method with the modified Newton–
Raphson method from Section 3.2.3 results in no differences. In all cases, both methods found
identical solutions. In the last figure, the number of iterations with an additional condition
UBD ă ´10´4 is presented. In Figure 3.22a, the number of iterations with this condition is
depicted. In Figure 3.22b, the difference in the number of iteration is presented. Similarly to
the previous examples, in most cases, only one iteration of the Branch and Bound strategy is
needed in the unstable area. In the proximity of the phase boundary, two iterations are needed
in the unstable area. Concerning the difference in the number of iterations, the decrease is
more significant than in the previous examples. In more than one case, the number of iterations
decreases from the maximum number of iterations to only one. On average, the number of
iterations decreases by 808.9 iterations in the unstable area. In Table 3.11, the computation
times are presented. Using the Branch and Bound strategy, the total computation times (i.e.,
2601 stability tests) with the DC1 splitting strategy and DC2 splitting strategy are 33039.35
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N2 C1 C3 C10

N2 0 0.100 0.100 0.100
C1 0.100 0 0.036 0.052
C3 0.100 0.036 0 0
C10 0.100 0.052 0 0

Table 3.12: The binary interaction coefficients. Data taken over from Mikyška and Firoozabadi
(2012). Example C3: mixture N2´C1´C3´C10.
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Figure 3.20: The global minima of the TPD function in the cT -space. Example C3: mixture
N2´C1´C3´C10.

and 21001.27 seconds (approximately 9 and 6 hours), respectively. Therefore, the computation
time for more than two-component mixture rises significantly. With 2601 stability computations,
the mean value for one stability test is 12.70 seconds for the DC1 splitting strategy and 8.07
for the DC2 splitting strategy. With an additional stopping criteria UBD ă ´10´4 and the DC2
splitting strategy, the computation time can be shortened to 12715.31 seconds. In comparison,
the computation time of the stand-alone modified Newton–Raphson method with multiple initial
approximations is 2.45 seconds.

3.3.4 Modern heuristics on solving the phase stability testing problem

In this section, we present numerical results of the heuristical algorithms presented in Section
3.2.6. First, the Newton–Raphson method with line-search was used to compute the solution
x(opt). In all cases, the found minimum x(opt) was the correct global minimum. This was proven
by the global optimization method based on the Branch and Bound strategy from Section 3.2.5.
Having the correct solution at hand, the evolution algorithms are stopped with success if the
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Figure 3.21: The number of iterations of the Branch and Bound strategy using different convex-
concave splitting strategies of the objective function. The red line represents the approximate
boundary between the stable and unstable area (below the line the states are unstable). Example
C3: mixture N2´C1´C3´C10.
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Figure 3.22: The number of iterations of the Branch and Bound strategy with an additional
stopping condition UBD ă ´10´4 using the DC2 splitting (left) and the difference in iterations
of the Branch and Bound strategy without this condition (right). The red line represents the
approximate boundary between the stable and unstable area (below the line the states are
unstable). Example C3: mixture N2´C1´C3´C10.



104 3. Phase stability testing

found solution y satisfies

∥∥∥y´ x(opt)
∥∥∥
pn
ă 10´5 or

ˇ

ˇTPDpy;x˚q ´ TPDpx(opt);x˚q
ˇ

ˇ

ˇ

ˇTPDpx(opt);x˚q
ˇ

ˇ` 1
ă 10´5, (3.226)

where the ‖¨‖pn in the V TN -specification is defined by equation (3.84). The maximum number
of function evaluations for each evolution algorithm was set to FEmax “ 5 ˆ 104, and each
algorithm was run 100 times. Physical parameters of the equation of state of all used components
are presented in Appendix in Table A.1. A computer with Intel(R) Core(TM) i7-8700 (3.20 GHz)
processor was used.

Example D1: mixture C1´C3

In the first example, we investigate a binary mixture of methane (C1) and propane (C3) with mole
fractions x˚C1

“ 0.547413, x˚C3
“ 0.452587, temperature in range T ˚ P r250, 350s K, and a whole

range of possible total concentrations c˚. The binary interaction coefficient is δC1´C3
“ 0.0365. In

Figure 3.23a, the minima of the TPD function in the cT space are presented. A grid with 51ˆ 51
points was used, therefore, a total of 2601 phase stability testing computations (minimization)
were performed. In Figure 3.23a, the red line represents the phase boundary. Above this line, the
state is stable, and the global minimum has value TPD “ 0. In Figures 3.23b–3.23f, the numbers
of successful runs for each evolution algorithm are presented. The most successful algorithm was
the Differential Evolution, which found the correct solution in almost all cases. The CMA-ES
correctly found solutions in most of the cases. However, the algorithm had problems at the phase
boundary and in an area with the total concentration c˚ “ 104 mol m´3. In this area, the other
heuristics also had problems finding the correct solution. The Cuckoo Search was able to find
the correct solution almost everywhere in the unstable area. However, in the stable area, the
algorithm was able to find the correct solution in one part of the stable area and only with a
probability of success around 70 %. The performance of the last two algorithms (HS and EHO)
was not that satisfactory. Neither of them finds the correct solution in the stable area, and in
the unstable area, they find the correct solution at best at 20 % of the runs. In our opinion, this
was caused by the value of the maximum number of iteration as the HS and EHO algorithms
have slower convergence.

Example D2: mixture N2´CO2´C1´PCi

In the second example, we investigate a seven component mixture of nitrogen (N2), carbon dioxide
(CO2), methane (C1), and four hydrocarbon pseudo-components denoted as PC1, PC2, PC3, and
C12+ with mole fractions x˚N2

“ 0.466905, x˚CO2
“ 0.007466, x˚C1

“ 0.300435, x˚PC1
“ 0.105051,

x˚PC2
“ 0.041061, x˚PC3

“ 0.045060, and x˚C12`
“ 0.034021. The binary interaction coefficients

between all components are presented in Table 3.13. We investigate the phase stability in
temperature range T ˚ P r250, 650s K and the whole range of feasible total concentrations c˚. In
Figure 3.24a, the minima of the TPD function in the cT space are presented. As in Example D1,
a grid with 51 ˆ 51 points was used, which resulted in 2601 phase stability computations. In
Figures 3.24b–3.24f, the numbers of successful runs for each evolution algorithm are presented.
Similarly to the first example, the Harmony Search, Cuckoo Search, and Elephant Herding
Optimization did not perform satisfactorily. The Differential Evolution and CMA-ES find the
correct solution in most cases. However, both algorithms had problems in some areas. The
Differential Evolution encountered problems when the total concentration c˚ was higher than
1.7ˆ 104 mol m´3, the CMA-ES algorithm if the temperature was lower than 300 K and the
total concentration was approximately 1.5ˆ 104 mol m´3.
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Figure 3.23: Global minima of the TPD function in the cT space and the number of successful
runs of each evolution heuristics, i.e., when the given heuristic found the correct global minimum.
The red line represents the approximate boundary between the stable and unstable area (below
the line the states are unstable). Example D1: mixture C1´C3.
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Figure 3.24: Global minima of the TPD function in the cT space and the number of successful
runs of each evolution heuristics, i.e., when the given heuristic found the correct global minimum.
The red line represents the approximate boundary between the stable and unstable area (below
the line the states are unstable). Example D2: mixture N2´CO2´C1´PCi.
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N2 CO2 C1 PC1 PC2 PC3 C12+

N2 0 0 0.100 0.100 0.100 0.100 0.100
CO2 0 0 0.150 0.150 0.150 0.150 0.150
C1 0.100 0.150 0 0.035 0.040 0.049 0.069
PC1 0.100 0.150 0.035 0 0 0 0
PC2 0.100 0.150 0.040 0 0 0 0
PC3 0.100 0.150 0.049 0 0 0 0
C12+ 0.100 0.150 0.069 0 0 0 0

Table 3.13: The binary interaction coefficients between all components. Data taken over from
Mikyška and Firoozabadi (2012). Example D2: mixture N2´CO2´C1´PCi.

algorithm Example D1 Example D2

Newton–Raphson 0.99 11.55
Differential Evolution 35.87 995.03
Cuckoo Search 78.55 394.63
Harmony Search 210.72 862.48
CMA-ES 26.48 408.91
Elephant Herding Optimization 500.30 1777.72

Table 3.14: Computation times in seconds for Examples D1–D2.

Comparison using the Wilcoxon test

To compare the evolution strategies, the Wilcoxon signed-rank test (see Kruskal (1957)) was
performed with the criterion based on Auger and Hansen (2005); Kukal and Mojzeš (2018)

CRIT “

ˆ

1´ ps
ps

˙

FEmax ` Epneq, (3.227)

where ps is the probability of the success, FEmax is the maximum number of the function
evaluations, and Epneq is the mean value of the function evaluation of the successful runs. This
criterion is calculated for both previous examples, therefore, we have vectors of size 5202 for each
evolution algorithm. Then, a pairwise Wilcoxon test was performed using Matlab software. All
hypotheses about the median equality have been rejected on the significance level α “ 0.05. In
all ten tests, the calculated p-values have been lower than 10´9. In addition, we obtained the
same results with the Bonferroni correction (see Dunn (1961)). Moreover, in Table 3.14, the
computation times for all algorithms, including the Newton–Raphson method, are presented.
The computation times of the evolution algorithms are the mean value for the 100 runs. From
this point of view, the Newton–Raphson method is the best method as the computation time is
about twenty times faster than the fastest evolution heuristic. However, as the computations are
stopped when the correct solution has been found, the Harmony Search and Elephant Herding
Optimization algorithms have to do more iterations (evaluations) than more successful algorithms
(Differential Evolution or CMA-ES). Therefore, the comparison of the computation times of
Harmony Search or Elephant Herding Optimization with Differential Evolution or CMA-ES is
not legitimate. The comparison of Differential Evolution or CMA-ES with the Newton–Raphson
method is valid as all algorithms found the correct solution in most cases.
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3.3.5 Comparison of SSI method with Newton–Raphson

In this section, we provide a critical comparison of the SSI method with the Newton–Raphson
method. First, we investigate the PTN -specification, where the SSI method is a standard. Second,
the V TN - and UV N -specification will be studied. In these specifications, the SSI method is not
commonly used. A computer with Intel(R) Core(TM) i7-9700K (3.60GHz) processor was used.

Example E1: mixture Y14

First, we investigate the SSI iteration in the PTN -specification. In this example, we test the
algorithm on a 14 component mixture from Hoteit and Firoozabadi (2006b). The mixture
consists of nitrogen (N2), carbon dioxide (CO2), methane (C1), ethane (C2), propane (C3),
iso-butane (iC4), butane (C4), iso-pentane (iC5), pentane (C5), and five pseudo-components
denoted PC6-9, PC10-14, PC15-19, PC20-24, C25+. The initial mole fractions are x˚N2

“ 0.0019,
x˚CO2

“ 0.0101, x˚C1
“ 0.8649, x˚C2

“ 0.0248, x˚C3
“ 0.0128, x˚iC4

“ 0.0072, x˚C4
“ 0.0037,

x˚iC5
“ 0.0022, x˚C5

“ 0.0014, x˚PC6´9
“ 0.009978, x˚PC10´14

“ 0.012590, x˚PC15´19
“ 0.012321,

x˚PC20´24
“ 0.009024, x˚C25`

“ 0.027087. We investigate the phase stability in the PT space
with P ˚ P r5, 2400s bar, and T ˚ P r300, 800s K. The computation domain was discretised with
100ˆ100 points, i.e., total 10000 phase stability computation were performed. In Figure 3.25,
the minima of TPD function found using the Newton–Raphson method in the PT space are
depicted. In this example, we test four settings. First, we run the Newton–Raphson method
presented in Section 3.2.3. Then, the SSI method from Section 3.2.1 is used. In Figure 3.26,
the phase boundaries are presented. One can observe that the SSI method does not correctly
detect all unstable states. Therefore, we run the SSI method in two other settings. First, we
used more initial approximations. Following Li and Firoozabadi (2012), we used n` 4 initial
approximations. The phase boundary with this setting is shown in Figure 3.26c. Even with more
initial approximations, the SSI method does not find every unstable state as the Newton–Raphson
method. The last setting we tested is the combination of SSI with the Newton–Raphson method.
First, the SSI method is used. When the norm of the increment of the solution is less than
10´4, the computation is switched to the Newton–Raphson method. The phase boundary for
this setting is depicted in Figure 3.26d. Using this setting, we observe identical phase boundary
as with the Newton–Raphson method. However, this setting occasionally had problems with
the convergence of the Newton–Raphson method. In some cases, the resulting state of the SSI
iterations leads to an ill-condition Hessian matrix of the TPD function. Lastly, we compare the
methods based on the computation times, which are presented in Table 3.15. In each setting, the
computation was stopped when a negative value of the TPD function was found. Therefore, in
the unstable area, not all initial approximations were used. On the other hand, in the stable area,
all initial approximations have to be used. According to Table 3.15, the fastest is the SSI method.
However, this method does not find the correct solution in all cases. The computation times
of the Newton–Raphson method and SSI+Newton–Raphson method are comparable. However,
since we experience problems with initial guesses from SSI iteration to the Newton–Raphson
method, the Newton–Raphson method is preferable in our opinion.

Example E2: mixture Y10

Next, we tested the SSI method in the V TN -specification. In this example, mixture Y10 is used,
which has been already studied in Section 3.3.2. The mixture Y10 is a ten component mixture
consisting of normal alkanes (denoted as Ci) from methane C1 to octane C8, decane C10, and
tetradecane C14. The initial mole fractions are x˚C1

“ 0.35, x˚C2
“ 0.03, x˚C3

“ 0.04, x˚C4
“ 0.06,

x˚C5
“ 0.04, x˚C6

“ 0.03, x˚C7
“ 0.05, x˚C8

“ 0.05, x˚C10
“ 0.30, and x˚C14

“ 0.05. The only non-zero
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Figure 3.25: The minima of the TPD function in the PT -space. Example E1: mixture Y14.
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Figure 3.26: The computed approximate phase boundaries using different methods. Below the
line the states are unstable (according to the given method). Example E1: mixture Y14.
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Newton–Raphson SSI SSI+ SSI+Newton–Raphson
tc [s] tavg [s] tc [s] tavg [s] tc [s] tavg [s] tc [s] tavg [s]

Example E1 157.70 0.0158 13.68 0.0015 135.78 0.0136 146.31 0.0146

Table 3.15: The overall computation time of 10000 phase stability testing is denoted tc. The
average time per one stability computation is denoted tavg. Moreover, SSI+ denotes for n` 4
initial approximations. Example E1: mixture Y14.
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Figure 3.27: The red line represents phase boundary using the SSI method. Example E2: mixture
Y10.

binary interaction coefficients are between C1 and other components, and are presented in Table
3.2. The initiation approximations for the SSI method are based on Bi et al. (2020b) where the
UV N -specification phase stability testing is discussed. The initial approximations are created by
covering the feasible simple D by n` 2 initial approximations. Therefore, for a 10 component
mixture there are 12 initial approximations.

In Figure 3.27a, the results are presented. First, one can observe that the phase boundary
is not correct. The correct phase boundary for this mixture was presented in Figure 3.9. For
lower total concentration, the SSI algorithm falsely predicts a stable phase in an unstable area.
Moreover, in Figure 3.27b, the number of initial approximations where the SSI method has
convergence is presented. The values are in percent, e.g., the value 50 represents fact that half of
the initial approximations did not converge. One can observe that in the stable area for higher
total concentrations, the algorithm does not converge for any initial approximations. Therefore,
the usage of the SSI method in the V TN -specification is not recommenced.

Example E3: mixture C1´H2S

In the UV N -pecification, we test the SSI on two component mixture of methane (C1) and
hydrogen sulfide (H2S) from Castier (2009). The initial phase composition of Problems 1 and 4
is presented in Table 3.16. We use identical notation as Castier (2009); therefore, we denoted the
Problems 1 and 4. Both initial states are unstable and the two-phase state is stable.

The initial approximations are defined by covering the feasible domain D with 4 initial
approximations in the same fashion as in Bi et al. (2020b). The result of Problem 1 is presented
in Table 3.17. We present the resulting TPD value with the number of iterations from each of the
initial approximations. One can observe that both methods correctly declare the state as unstable.
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property [unit] Problem 1 Problem 4

U [J] ´756500.80 ´636468.00
V [cm3] 52869.00 9926.71
NC1

[mol] 10.00 10.00
NH2S [mol] 90.00 90.00

Table 3.16: Specifications of Problems 1 and 4. The reference state for internal energy U is
described in Section 2.7.3. Example E3: mixture C1´H2S.

SSI Newton–Raphson
initial approximation TPDmin iterations TPDmin iterations

1 ´875.549 40 ´1555279.350 12
2 ´875.549 29 ´1555279.350 12
3 ´875.549 29 ´1555279.350 10
4 ´875.549 31 ´1555279.350 12

total time [s] 0.0165 0.1052

Table 3.17: Result of Problem 1. Numbers of iterations needed to achieve convergence in the
stability testing and the minimum values of function TPD for each of initial approximation for
the SSI and Newton–Raphson method. Example E3: mixture C1´H2S.

SSI Newton–Raphson
initial approximation TPDmin iterations TPDmin iterations

1 ´26708.511 17 3.645ˆ10´14 7
2 ´26708.511 14 2.230ˆ10´13 9
3 ´26708.511 13 6.667ˆ10´14 9
4 ´26708.511 17 ´26708.511 10

total time [s] 0.0060 0.0444

Table 3.18: Result of Problem 4. Numbers of iterations needed to achieve convergence in the
stability testing and the minimum values of function TPD for each of initial approximation for
the SSI and Newton–Raphson method. Example E3: mixture C1´H2S.

However, the SSI method did not find the correct global minimum. The computation time of
the SSI is approximately 10 times faster. Second, we tested the algorithm on Problem 4. The
result is presented in Table 3.18. Here, the Newton–Raphson method had a problem finding the
minimum. In three out of four initial approximations, the Newton–Raphson method converges
toward the trivial solution. However, from the last initial approximation, the correct solution is
found. Therefore, we do not report the same problem with the Newton–Raphson method as Bi
et al. (2020b). The SSI method finds correctly the minimum in all four initial approximations.
Concerning the time, the SSI method was again 10 times faster.
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Summary

We believe that the use of the SSI method is not ideal in the V TN - and UV N -specification.
Multiple times, the SSI method encountered a problem with convergence in the stable area. In
the PTN -specification, the combination of the Newton–Raphson and SSI seems to be a robust
option.



Phase equilibrium
computation 4

The phase equilibrium computation is another basic problem of chemical engineering closely
related to the phase stability testing problem. Consider a mixture of n components with
temperature T ˚, pressure P ˚, and mole fractions x˚1 , . . . , x˚n. In Chapter 3, our goal was to
predict whether a given state remains stable or splitting will occur. This problem is called the
phase stability testing and was discussed in Chapter 3. In the phase equilibrium computation,
we extend the question. Now, we are interested not only if the phase is stable, but also in the
composition of the equilibrium phases. In Figure 4.1, the diagram of the problem is depicted.
Therefore, in the phase equilibrium computation, we have two goals:

1. Find the number of phases of the equilibrium state.

2. Find the chemical compositions and the amounts of all phases.

This problem has broad applications in the industry, e.g., the enhanced oil recovery (Hobson (1975);
Mosavat and Torabi (2013); Walsh (2003)), or the closely related carbon dioxide sequestration
(Gaspar Ravagnani et al. (2009); Holt et al. (1995); Kaya (1995)).

Similarly to the phase stability testing problem, there exist many formulations/specifications
of the phase equilibrium computation. The one presented above is known as the PTN -phase
equilibrium computation. Likewise, we define the V TN -phase equilibrium computation, UV N -
phase equilibrium computation, and others.

Remark 4.1. As in the phase stability testing, other specifications are studied in the literature.
Similarly to the phase stability testing, the HPN -specification (Michelsen (1987)) or SPN -
specification (Zhu and Okuno (2016)) were investigated.

Remark 4.2. For shortening the name ’phase equilibrium computation’, the term flash is often
used.

In this chapter, the phase equilibrium computation will be discussed in details. First, a
mathematical formulation of the problem will be given. A unified formulation will be presented.
Then, a numerical solution based on the elimination of the constraints and the Newton–Raphson
method will be given. Lastly, numerical examples showing the performance of the numerical
scheme will be presented.

4.1 Mathematical formulation
Using the laws of thermodynamics, the equilibrium state is the state with the lowest value of
an appropriate potential. In the case of the PTN -specification, we can use Theorem 2.10, the

113
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(a) PTN -specification

(b) V TN -specification

(c) UV N -specification

Figure 4.1: Diagram of the phase equilibrium computation under different specifications.

appropriate potential is the Gibbs free energy, and the equilibrium state has to satisfy

x˚i “
Π
ÿ

k“1
νkxk,i, i P pn, (4.1)

1 “
Π
ÿ

k“1
νk, (4.2)

1 “
n
ÿ

i“1
xk,i, k P pΠ, (4.3)

Π
ÿ

k“1
νkgpT

˚, P ˚, xk,1, . . . , xk,nq Ñ min . (4.4)

See Figure 4.1a for the diagram of the PTN -specification. Similarly, other phase equilibrium
specifications can be defined. However, in the next section, we present a unified formulation of
the phase equilibrium problem. Then, the three chosen formulations will be presented. We show
that the unified formulation covers these specifications.

4.1.1 Unified formulation of the Π-phase equilibrium computation

In Smejkal and Mikyška (2018), we defined the unified formulation as:
Let f : Rm Ñ R be defined on a convex set D Ă Rm, x˚ P D, and a natural number Π ą 1

be given. The task is to find affine independent vectors xp1q, . . . ,xpΠq P Rm and coefficients
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α1, . . . , αΠ ą 0 minimizing

F
´

xp1q, . . . ,xpΠq, α1, . . . , αΠ

¯

“

Π
ÿ

k“1
αkf

´

xpkq
¯

(4.5)

subject to

Π
ÿ

k“1
αkxpkq “ x˚, (4.6a)

Π
ÿ

k“1
αk “ 1. (4.6b)

Let us verify that for suitably chosen functions f and vectors x˚ the general formulation (4.5)–(4.6)
represents commonly used flash formulations.

4.1.2 VTN -specification

Consider a mixture of n components with mole numbers N˚1 , . . . , N˚n occupying volume V ˚ at
temperature T ˚. Let us assume that the mixture occurs in a Π-phase state. Then, using Theorem
2.9, the equilibrium state is the state with the minimum value of the total Helmholtz free energy

ApΠq
´

Np1q,Np2q, . . . ,NpΠq,V
¯

“

Π
ÿ

k“1
A pT ˚, Vk, Nk,1, . . . , Nk,nq (4.7)

subject to

Π
ÿ

k“1
Vk “ V ˚, (4.8a)

Π
ÿ

k“1
Nk,i “ N˚i , i P pn, (4.8b)

where V “ pV1, . . . , Vkq
T are volumes of each phase, Npkq “ pNk,1, . . . , Nk,nq

T for k P pΠ are mole
numbers of all components in phase k. According to equation (2.55), the Helmholtz free energy
A of phase k reads as

A pT ˚, Vk, Nk,1, . . . , Nk,nq “

n
ÿ

i“1
Nk,iµi pT

˚, Vk, Nk,1, . . . , Nk,nq ´ P pT
˚, Vk, Nk,1, . . . , Nk,nqVk.

(4.9)

Introducing the saturations Sk “ Vk
V ˚ for k P pΠ, concentrations ck,i “

Nk,i

Vk
for k P pΠ and i P pn,

and Helmholtz free energy density

a pc1, . . . , cnq “ A pT ˚, 1, c1, . . . , cnq , (4.10)

the V TN -flash problem can be transformed into minimizing

apΠq
´

cp1q, . . . , cpΠq,S
¯

“

Π
ÿ

k“1
Ska pck,1, . . . , ck,nq (4.11)
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subject to

Π
ÿ

k“1
Sk “ 1, (4.12a)

Π
ÿ

k“1
Skck,i “ c˚i , i P pn, (4.12b)

where S “ pS1, . . . , SΠq
T and cpkq “ pck,1, . . . , ck,nq

T for k P pΠ. Equations (4.11) and (4.12)
represent the general formulation (4.5)–(4.6) with

D “

#

pc1, . . . , cnq
T ; p@i P pnq pci ě 0q ^

n
ÿ

i“1
cibi ă 1

+

, (4.13a)

x˚ “ pc˚1 , . . . , c˚nq
T , (4.13b)

xpkq “ pck,1, . . . , ck,nqT , k P pΠ, (4.13c)
αk “ Sk, k P pΠ, (4.13d)

f
´

xpkq
¯

“ a
´

xpkq
¯

. (4.13e)

In equation (4.13a), bi is the co-volume parameter of component i from the Peng–Robinson
equation of state (see Section 2.4.2).

4.1.3 UVN -specification

Next, consider a mixture of n components with mole numbers N˚1 , . . . , N˚n occupying volume
V ˚ and having internal energy U˚. Let us assume that the mixture occurs in a Π-phase state.
Then, using Theorem 2.6, the equilibrium state is the state with the maximum value of the total
entropy

SpΠq
´

U,Np1q, . . . ,NpΠq,V
¯

“

Π
ÿ

k“1
S pUk, Vk, Nk,1, . . . , Nk,nq (4.14)

subject to

Π
ÿ

k“1
Uk “ U˚, (4.15a)

Π
ÿ

k“1
Vk “ V ˚, (4.15b)

Π
ÿ

k“1
Nk,i “ N˚i , i P pn, (4.15c)

where U “ pU1, . . . , UΠq
T are the internal energies of each phase. The entropy S of phase k

reads as

S pUk, Vk, Nk,1, . . . , Nk,nq “
Uk
T
`
PVk
T

´
1
T

n
ÿ

i“1
Nk,iµi, (4.16)
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where T, P, µi for i P pn are functions of variables Uk, Vk, Nk,1, . . . , Nk,n. Introducing the satura-
tions Sk and concentrations ck,i as above, energy density uk “ Uk

Vk
, and entropy density

s pu, c1, . . . , cnq “ S pu, 1, c1, . . . , cnq , (4.17)

the UV N -flash problem can be transformed into maximizing

spΠq
´

u, cp1q, . . . , cpΠq,S
¯

“

Π
ÿ

k“1
Sks puk, ck,1, . . . , ck,nq (4.18)

subject to

Π
ÿ

k“1
Sk “ 1, (4.19a)

Π
ÿ

k“1
Skuk “ u˚, (4.19b)

Π
ÿ

k“1
Skck,i “ c˚i , i P pn, (4.19c)

where u “ pu1, . . . , uΠq
T, which is the general formulation (4.5)–(4.6) with

D “

#

pu, c1, . . . , cnq
T ; p@i P pnq pci ě 0q ^

n
ÿ

i“1
cibi ă 1^

pDT ą 0q
´

u “ U pEOSq pT, 1, c1, . . . , cnq
¯

+

,

(4.20a)

x˚ “ pu˚, c˚1 , . . . , c˚nq
T , (4.20b)

xpkq “ puk, ck,1, . . . , ck,nqT , k P pΠ, (4.20c)
αk “ Sk, k P pΠ, (4.20d)

f
´

xpkq
¯

“ ´s
´

xpkq
¯

, (4.20e)

In equation (4.20a), U pEOSq denotes the thermal equation that was discussed in Section 2.7.3.

4.1.4 PTN -specification

Finally, consider a mixture of n components with mole fractions N˚1 , . . . , N˚n at temperature
T ˚ and pressure P ˚. Let us assume that the mixture occurs in a Π-phase state. Then, using
Theorem 2.10, the equilibrium state is the state with the minimum value of the total Gibbs
energy

GpΠq
´

Np1q, . . . ,NpΠq
¯

“

Π
ÿ

k“1
G pP ˚, T ˚, Nk,1, . . . , Nk,nq (4.21)

subject to

Π
ÿ

k“1
Nk,i “ N˚i , i P pn, (4.22)
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where the Gibbs energy G of phase k reads as

G pP ˚, T ˚, Nk,1, . . . , Nk,nq “

n
ÿ

i“1
Nk,iµi pP

˚, T ˚, Nk,1, . . . , Nk,nq . (4.23)

Introducing the mole fractions of the phases

νk “

n
ř

i“1
Nk,i

n
ř

i“1
N˚i

, (4.24)

mole fractions of component i in phase k

xk,i “
Nk,i
n
ř

i“1
Nk,i

, (4.25)

and the Gibbs energy per one mol

rg px1, . . . , xnq “
GpT, P,N1, . . . , Nnq

n
ř

i“1
Ni

, (4.26)

the PTN -flash problem can be transformed into minimizing

gpΠq
´

Xp1q, . . . ,XpΠq,v
¯

“

Π
ÿ

k“1
νkrg pxk,1, . . . , xk,nq (4.27)

subject to

Π
ÿ

k“1
νk “ 1, (4.28a)

Π
ÿ

k“1
νkxk,i “ x˚i , i P pn, (4.28b)

n
ÿ

i“1
xk,i “ 1, k P pΠ, (4.28c)

where v “ pν1, . . . , νΠq
T, and Xpkq “ pxk,1, . . . , xk,nq

T for k P pΠ are the mole fractions of all
components in phase k. Eliminating variables xk,n for k P pΠ using the constraint (4.28c) and
denoting

qg pxk,1, . . . , xk,n´1q “ rg

˜

xk,1, . . . , xk,n´1, 1´
n
ÿ

q“1
xk,q

¸

,

we get a problem of minimizing

g
pΠq
red

ˆ

rX
p1q
, . . . , rX

pΠq
,v
˙

“

Π
ÿ

k“1
νkqg pxk,1, . . . , xk,n´1q , (4.29)
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where rX
pkq
“ pxk,1, . . . , xk,n´1q

T for k P pΠ, subject to

Π
ÿ

k“1
νk “ 1, (4.30a)

Π
ÿ

k“1
νkxk,i “ x˚i , i P zn´ 1, (4.30b)

which is the general formulation (4.5)–(4.6) with

D “

#

px1, . . . , xn´1q
T ;

n´1
ÿ

i“1
xi ď 1^

´

@i P zn´ 1
¯

pxi ě 0q
+

, (4.31a)

x˚ “
`

x˚1 , . . . , x
˚
n´1

˘T
, (4.31b)

xpkq “ pxk,1, . . . , xk,n´1q
T , k P pΠ, (4.31c)

αk “ νk, k P pΠ, (4.31d)

f
´

xpkq
¯

“ qg
´

xpkq
¯

. (4.31e)

4.1.5 Complexities of the individual flash formulations

Although we have developed a single framework for all three flash formulations discussed above,
this is by no means to say that all the formulations are the same. All the formulations are
theoretically equivalent expressions of the second law of thermodynamics, each of them describing
the equilibrium state under different conditions. Nevertheless, the numerical behaviour of the
individual formulations can be very different, which will be demonstrated in Section 4.3.2. Here,
we will discuss several details related to the three flash formulations and reveal some differences
between the formulations.

We will start the discussion with the V TN -flash. The V TN -flash is the simplest flash among
the three formulations because the flash specification variables are the same as the natural
variables of the commonly used equation of state. When this type of flash is reformulated in
the variables temperature and concentrations using the Helmholtz free energy density as the
objective function, it fits the general formulation (4.5)–(4.6) perfectly. The objective function of
this flash is the Helmholtz free energy density, which is a smooth (at least twice continuously
differentiable, i.e., C2) function of the flash unknowns (concentrations of all components in all
phases and phase saturations). The gradient and the Hessian of the objective function are thus
at least continuous, and we can expect the Newton–Raphson method to work.

Next, we discuss the UV N -flash. Compared to the V TN -flash, this flash formulation is
slightly more complex. The new complexity stems from the fact that the specified flash variables
are internal energy density and overall molar concentrations of all components, but the equations
of state for pressure and entropy are formulated in terms of temperature and concentrations
(see Section 2.7.3). Therefore, for any specified set of variables u, c1, . . . , cn, we need to find
temperature T corresponding to this state by inverting the equation (2.224) written in terms
of densities as u “ U pEOSqpT, 1, c1, . . . , cnq. Fortunately, the dependence between u and T in
this equation on its domain of validity is one-to-one and smooth, so this complication is rather
technical and does not change the properties of the objective function of the flash formulation.
Indeed, the entropy density is a twice continuously differentiable function of the internal energy
density and molar concentrations of all components and we can expect the Newton–Raphson
method to work.
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Finally, we discuss the PTN -flash, which appears to be the most complex among the three
formulations. In this case, the flash specification variables are the pressure, temperature, and
overall molar fractions of all components (or more precisely, n´ 1 independent components), but
the equation of state is formulated in terms of temperature and concentrations of all components.
For any specified pressure P , temperature T and overall molar fractions xi, we need to find the
overall concentration c such that P “ P pEOSqpT, 1, cx1, . . . , cxnq holds. Unlike previously, the
equation of state for pressure may not be invertible with respect to c and may provide several
roots corresponding to different phases. Typically, there are up to three roots in cubic equations
of state, the lowest one corresponding to the gas, the highest one corresponding to the liquid
and the middle one corresponding to the unstable phase, which is disregarded. From these
candidates, we need to select the root with the lowest value of the Gibbs free energy. For small
changes of pressure, the concentration may jump abruptly, as it happens in the case of a single
component when the pressure is close to the saturation pressure. Consequently, the Gibbs free
energy per one mole is just continuous but may have discontinuities in the first derivatives at the
points corresponding to the phase change (it is a C0 function that is not C1 in its variables).
Consequently, we can expect convergence problems in the Newton–Raphson method, which will
be confirmed in Section 4.3.2.

4.2 Numerical algorithm for the phase equilibrium
computation

In this section, we present a numerical algorithm for solving the optimization problem given by
equation (4.5)–(4.6). In the literature, there is a broad variety of numerical algorithms for solving
the phase equilibrium, e.g., Gorucu and Johns (2014); Haugen et al. (2010); Li and Firoozabadi
(2012); Michelsen et al. (2013); Pan and Firoozabadi (1998). However, these algorithms are
mostly designed to solve the PTN -specification and the total number of phases is restricted to
Π “ 2 or Π “ 3. In this section, we present a unified algorithm that can be used to solve any
specification that can be written in the form given by equations (4.5)–(4.6), and an arbitrary
number of phases Π. Our numerical algorithm will be based on the elimination of the constraints.
Then, the constrained optimization problem given by equations (4.5)–(4.6) can be transformed
to an unconstrained one. The unconstrained optimization problem will be solved using the
Newton–Raphson method.

4.2.1 Modified Newton–Raphson method

Eliminating the variables xpΠq and αΠ using the constraints (4.6), we obtain

Fred

´

xp1q, . . . ,xpΠ´1q, α1, . . . , αΠ´1

¯

“

Π´1
ÿ

k“1
αkfpxpkqq `

˜

1´
Π´1
ÿ

k“1
αk

¸

f
´

qxpΠq
¯

, (4.32)

where we denote

qxpΠq “
x˚ ´

Π´1
ř

k“1
αkxpkq

1´
Π´1
ř

k“1
αk

. (4.33)

To determine the equilibrium state, one must solve the unconstrained minimization problem with
the objective function Fred of pΠ´ 1qpm` 1q unknown variables xp1q, . . . ,xpΠ´1q, α1, . . . , αΠ´1.
This problem can be solved using the modified Newton–Raphson method. Denoting the vectors of
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unknowns for the reduced unconstrained problem as well as for the original constrained problem
as

Z “

´

xp1q, . . . ,xpΠq, α1, . . . , αΠ

¯T
, (4.34)

z “

´

xp1q, . . . ,xpΠ´1q, α1, . . . , αΠ´1

¯T
, (4.35)

the modified Newton–Raphson method iterates the approximations as

Zpk`1q “ Zpkq ` λpkq∆Zpkq, (4.36)

where λpkq P p0, 1s is a damping factor determine using the line-search strategy, and ∆Zpkq “
E∆zpkq is the solution increment, which is obtained by solving the system of linear algebraic
equations

H
´

zpkq
¯

∆zpkq “ ´∇Fred

´

zpkq
¯

, (4.37)

where ∇Fred
`

zpkq
˘

is the gradient of function Fred and H
`

zpkq
˘

is the Hessian matrix of the
function Fred. The linear mapping E P R2pΠ´1q Ñ R2Π, which is used to extend the solution of
the reduced problem to the full set of variables, is defined as

Ez “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

0
...
0
x˚

1´
Π´1
ř

k“1
αk

0
...
0
1

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

`

¨

˚

˚

˝

A
B
C
D

˛

‹

‹

‚

z, (4.38)

where the term x˚

1´
Π´1
ř

k“1
αk

starts on the pΠ´1qm-th row, and the coefficients A,B,C,D are defined

as

A P RΠ´1,2pΠ´1q, A “ pIΠ´1,OΠ´1q ,

B P R1,2pΠ´1q, B “

˜

´α1

1´
řΠ´1
k“1 αk

, . . . ,
´αΠ´1

1´
řΠ´1
k“1 αk

, 0, . . . , 0
¸

,

C P RΠ´1,2pΠ´1q, C “ pOΠ´1, IΠ´1q ,

D P R1,2pΠ´1q, D “

¨

˚

˝

0, . . . , 0
loomoon

pΠ´1q

,´1, . . . ,´1
looooomooooon

pΠ´1q

˛

‹

‚

.

In the equations above, IΠ´1 is the identity matrix of order Π´ 1, and OΠ´1 is the null matrix
of order Π´ 1. The gradient ∇Fred

`

zpkq
˘

can be written as

∇Fred

´

zpkq
¯

“

ˆ

BFred
Bxp1q

´

zpkq
¯

, . . . ,
BFred
BxpΠ´1q

´

zpkq
¯

,
BFred
Bα1

´

zpkq
¯

, . . . ,
BFred
BαΠ´1

´

zpkq
¯

˙T
,

(4.39)
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where the elements can be evaluated using equation (4.32) as

BFred
Bxpjq

´

zpkq
¯

“ αj
df
dx

´

xpjq
¯

´ αj
df
dx

´

qxpΠq
¯

, (4.40)

BFred
Bαj

´

zpkq
¯

“ f
´

xpjq
¯

´ f
´

xpΠq
¯

`
1
qαΠ

df
dx

´

qxpΠq
¯

˜

x˚ ´ xpjq `
Π´1
ÿ

k“1
αk

´

xpjq ´ xpkq
¯

¸

,

(4.41)

for j P {Π´ 1, where we denoted qαΠ “ 1´
Π´1
ř

k“1
αk. The Hessian matrix H

`

zpkq
˘

can be written as

H
´

zpkq
¯

“

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

B2Fred
Bxp1qBxp1q , . . . , B2Fred

Bxp1qBxpΠ´1q ,
B2Fred
Bxp1qBα1

, . . . , B2Fred
Bxp1qBαΠ´1

...
...

...
...

...
...

B2Fred
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where all partial derivatives are evaluated in zpkq. Furthermore, using equation (4.32), we obtain

B2Fred
BxpiqBxpjq

´

zpkq
¯

“ αj
d2f

dx2

´

xpjq
¯

δi,j `
αiαj
qαΠ

d2f

dx2

´

qxpΠq
¯

, (4.43)

B2Fred
BαiBxpjq

´

zpkq
¯

“

ˆ

df
dx

´

xpjq
¯

´
df
dx

´

qxpΠq
¯

˙

δi,j

´
αj

pqαΠq
2

d2f

dx2

´

qxpΠq
¯

˜

x˚ ´ xpiq `
Π´1
ÿ

k“1
αk

´

xpiq ´ xpkq
¯

¸

,

(4.44)

B2Fred
BαiBαj

´

zpkq
¯

“

1
pqαΠq

3

´

x˚ ´ xpiq`
Π´1
ÿ

k“1
αk

´

xpiq ´ xpkq
¯

¸T
d2f

dx2

´

qxpΠq
¯

˜

x˚ ´ xpjq `
Π´1
ÿ

k“1
αk

´

xpjq ´ xpkq
¯

¸

,

(4.45)

for i, j P {Π´ 1 and where δi,j is the Kronecker delta.

Preconditioning of the system H∆z “ ´∇Fred

To determine ∆z, we have to solve the system

H∆z “ ´∇Fred. (4.46)

This system is solved using the modified Cholesky decomposition, which was described in Section
3.2.3. This method guarantees that the value of Fred will decrease in each iteration. Therefore, the
modified Newton method will converge to at least a local minimum of function Fred. Numerical
experiments indicate that it is advantageous to use the symmetric diagonal preconditioning
of matrix H to equilibrate the diagonal elements of H. Instead of solving (4.46), we solve an
equivalent system

PHPTy “ ´P∇Fred, (4.47)
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where ∆z “ PTy and P P RpΠ´1qm,pΠ´1qm is a diagonal matrix with nonzero diagonal elements
which are chosen such that the diagonal elements of the preconditioned matrix PHPT are equal
to ˘1, where the sign is identical to the sign of the original element of matrix H. This procedure
significantly improves the convergence of the Newton–Raphson method in the UV N -specification.
In the other specifications, the convergence is identical or slightly improved. At the same time,
the condition number of matrix PHPT is much lower compared to H, and we are thus solving a
better-conditioned problem.

The stopping criteria

Following the discussion in Gill et al. (1981), we propose the stopping criterion based on three
parameters – a decrease of function F , size of the increment of the solution, and the size of the
gradient of the function Fred. The modified Newton–Raphson iterations are terminated when all
the following conditions hold

F
´

Zpjq
¯

´ F
´

Zpj´1q
¯

ă Θj , (4.48)∥∥∥Zpjq ´ Zpj´1q
∥∥∥ ă ?τ ´1`

∥∥∥Zpjq
∥∥∥¯ , (4.49)∥∥∥∇Fredpzpjqq

∥∥∥
2
ă 3
?
τ

∥∥∥∇F
´

Zpjq
¯∥∥∥

2
, (4.50)

where

Θj “ τ
´

1`
ˇ

ˇ

ˇ
F
´

Zpjq
¯ˇ

ˇ

ˇ

¯

. (4.51)

Parameter τ is the prescribed tolerance. In this thesis, we use τ “ 10´15. The norm ‖¨‖2
in equations (4.50) is the standard Euclidean norm. In equation (4.49), ‖¨‖ is a formulation
dependent norm

∥∥∥Zpjq
∥∥∥2
“

Π
ÿ

k“1

ˆ∥∥∥xpkq
∥∥∥2

pn
` α2

k

˙

, (4.52)

where Zpjq “
`

xp1q, . . . ,xpΠq, α1, . . . , αΠ
˘T. The norm ‖¨‖pn in the three main specifications was

defined in equations (3.84)–(3.86).

Summary of the numerical algorithm for the general flash compitation with an a
priori known number of phases

In Algorithm 15, we summarize the essential steps of the algorithm for calculating the equilibrium
state of a Π-phase system.

Phase addition and removal

In Sections 3.1.1, we have described an algorithm for the general single-phase stability testing.
As the TPD function depends only on the values of the intensive thermodynamical variables
(which in the equilibrium system are the same in all phases), the same algorithm can be used
for testing the phase stability of a general Π-phase equilibrium system. In this situation, it is
necessary to test the stability of only one (arbitrarily selected) phase from the equilibrium phase
split. As already described at the end of Section 3.1.1, the phase stability testing provides a way
to introduce a new phase in an unstable equilibrium system so that the value of the objective
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Algorithm 15: Modified Newton–Raphson method for the phase equilibrium computa-
tion with an a priori known number of phases.
Input : f : Rm Ñ R, D Ă Rm, Π ą 1, and x˚ P D
Output : composition of the equilibrium state

1 assume an initial solution Zp0q in the form

Zp0q “
´

xp1q, . . . ,xpΠq, α1, . . . , αΠ

¯T

set iteration counter j “ 0
2 while j < maximum number of iterations do
3 assemble the Hessian matrix H and the gradient ∇Fred using equations (4.42) and

(4.39)
4 evaluate the increment of the solution ∆zpjq P RpΠ´1qpm`1q by solving the linear

algebraic system (4.37) using the modified Cholesky decomposition from
Section 3.2.3

5 evaluate the increment ∆Zpjq P RΠpm`1q using equation (4.38)
6 determine λpjq P p0, 1s using the line-search strategy from Section 3.2.3
7 update the solution using equation (4.36)
8 if convergence conditions (4.48)–(4.50) hold then
9 break

10 end
11 set j :“ j ` 1
12 end
13 return Zpj`1q

function is lower than the value of the equilibrium state. The phase stability testing thus provides
an excellent way for the initialization of the phase equilibrium computation.

During the computation of the phase equilibrium in systems with Π ě 3 phases, it may
happen that one of the phases disappears. This may be a consequence of the fact that during the
computation of the phase equilibrium in a pΠ´ 1q-phase system, the algorithm has converged to
a local minimum only, and therefore, there exists an pΠ´ 1q-phase state with a lower value of
the objective function than the currently computed state. For this reason, the algorithm must
involve a test of whether some of the current phases should be removed. We use the following
criterion for the phase removal. If αk ď 10´6 for some k P pΠ, and if after this phase is removed
from the system, the value of the objective function (4.5) decreases, then the phase k is removed,
and its extensive variables uniformly split to the remaining phases, and continue the computation
using the pΠ´ 1q-phase flash.

The proposed algorithm ensures a decrease of the objective function in each iteration (including
the steps in which the number of phases is changing). Thanks to this property, the convergence
towards the trivial solution is avoided, which is not the case of some other methods available in
the literature (see, e.g., Firoozabadi (1999); Michelsen (1982a,b)).

4.2.2 General equilibrium computation strategy

As we do not know the number of phases a priori, we start with Π “ 1, and we consecutively add
and remove phases until the phase stability test indicates the stable phase split. In Algorithm 16,
we present a general equilibrium computation strategy. Moreover, the flowchart is depicted in
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Figure 4.2: Flowchart of the general equilibrium computation strategy.

Figure 4.2. In every step of the algorithm (phase stability or phase equilibrium), the value of
the objective function is decreased. Therefore, the loop between phase equilibrium and phase
stability (see Figure 4.2) is finite, and the algorithm has to end in a finite number of steps.

Algorithm 16: General equilibrium computation strategy.
Input : f : Rm Ñ R, D Ă Rm, and x˚ P D
Output : composition of the equilibrium state and number of phases

1 Set number of phases Π “ 1.
2 while true do
3 test stability of Π-phase state using any Algorithm presented in Section 3.2.
4 if state is stable then
5 break
6 end
7 increase the number of phases by one
8 introduce a new phase using the strategy described in Section 3.1.1
9 evaluate the equilibrium state in the system with Π phases using the algorithm from

Section 4.2.1
10 in each iteration, test if for some phase the condition for the phase removal is fulfilled;

if yes, remove the pertinent phase and decrease the number of phases by one
11 end
12 return equilibrium state

4.3 Examples
In this section, we present examples showing the performance of the presented phase equilibrium
computation algorithms. First, in Section 4.3.1, we present numerical examples from the UV N -
specification using the modified Newton–Raphson method. Then, in Section 4.3.2, a comparison
of the individual specifications using the Newton–Raphson method will be presented. Comparison
with the standard PTN -specification solver, which uses the natural logarithms of the equilibrium
K-values and the gas-phase mole fractions as primary variables presented by Haugen et al. (2010);



126 4. Phase equilibrium computation

property [unit] Problem 1 Problem 2 Problem 3 Problem 4

U [J] ´756500.80 ´1511407.60 ´331083.70 ´636468.00
V [cm3] 52869.00 4268.10 80258.10 9926.71
NC1

[mol] 10.00 0.95 15.10 10.00
NH2S [mol] 90.00 99.05 84.90 90.00

Table 4.1: Specifications of Problems 1–4. The reference state for internal energy U is described
in Section 2.7.3. Example F1: mixture C1´H2S.

Li and Firoozabadi (2012) will be given. In all examples, the Peng–Robinson equation of state
from Section 2.4.2 will be used.

4.3.1 UVN examples

In this section, we present examples from Smejkal and Mikyška (2017). Using the initial guess
in the UV N -flash from the UV N -stability analysis allows to avoid the need for estimates of
the pressure and temperature of the system which were required in the previous works by
Castier (2009) and Saha and Carroll (1997). Compared to the previous works, the computational
algorithm is much simplified, treats both single-component and multi-component mixtures in the
same way, and can be performed in real arithmetics only. The numerical difficulties mentioned
by Castier (2009), which required some parts of the algorithm to be performed in the complex
arithmetics, are thus avoided.

Example F1: mixture C1´H2S

In the first set of examples, we consider a binary mixture of methane (C1) and hydrogen sulfide
(H2S). The binary interaction parameter between C1 and H2S is δC1´H2S “ 0.083. Four different
specifications are given in Table 4.1. According to Castier (2009), these specifications were chosen
so that large amounts of both (vapour and liquid) phases are present in equilibrium in Problem 1,
specifications of Problems 2 and 3 lead to states close to the bubble and dew points, respectively,
while the solution of Problem 4 is close to the critical point. All four problems have been solved
using our method. Results are given in Tables 4.2–4.5. We report the phase split properties
together with values of pressure, temperature, and chemical potentials of all components in each
phase. These data allow checking whether the iterations have converged towards the equilibrium
state. We also provide values of entropy of the hypothetical single-phase state, the total entropy
of the phase split, and the numbers of iterations needed for convergence.

The match between our results and the results given in Castier (2009) is quite satisfactory.
The numbers of iterations needed for convergence are either the same or lower in our method
than those reported in Castier (2009), but these numbers depend on the stopping criterion.
Interestingly, in Problem 4, which is deemed to be close-critical, convergence is achieved in 5
iterations only. Unlike in Castier (2009), our method does not need any estimates of the pressure
and temperature. Instead, it constructs an initial guess for two-phase flash computation using
the UV N -phase stability analysis. In Problems 1–4, stability detects the two-phase state using
one initial guess only and provides an initial guess for the UV N -phase equilibrium computation.
Iterations reported in Tables 4.2–4.5 count iterations of the modified Newton–Raphson method
in the UV N -flash computation using this single initial guess from the UV N -stability. Finally,
let us point out that our algorithm is fully performed in real arithmetics. On the other hand,
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Problem 1
property [unit] phase 1 phase 2

U [J] ´544956.214319 ´211544.585681
V [cm3] 1502.361229 51366.638771
NC1

[mol] 0.335680 9.664320
NH2S [mol] 35.684022 54.315978

T [K] 297.997716 297.997716
P [Pa] 2500170.787203 2500170.787153
µC1

[J mol´1] 3303.806129 3303.806129
µH2S [J mol´1] 7051.238967 7051.238967

SI [J K´1] ´4847.824318
SII [J K´1] ´4335.499136
iterations [-] 9

Table 4.2: Result of Problem 1. SI denotes the entropy of the hypothetical single-phase state,
while SII denotes the equilibrium entropy of the stable two-phase system. The reference states
for the internal energy U and entropy S are described in Section 2.7.3. Example F1: mixture
C1´H2S.

Problem 2
property [unit] phase 1 phase 2

U [J] ´1510985.753624 ´421.846376
V [cm3] 4165.673900 102.426100
NC1

[mol] 0.930730 0.019270
NH2S [mol] 98.941685 0.108315

T [K] 298.000861 298.000856
P [Pa] 2500317.847486 2500317.776275
µC1

[J mol´1] 3303.775622 3303.775371
µH2S [J mol´1] 7051.480304 7051.480059

SI [J K´1] ´7391.709463
SII [J K´1] ´7390.326639
iterations [-] 3

Table 4.3: Result of Problem 2. SI denotes the entropy of the hypothetical single-phase state,
while SII denotes the equilibrium entropy of the stable two-phase system. The reference states
for the internal energy U and entropy S are described in Section 2.7.3. Example F1: mixture
C1´H2S.
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Problem 3
property [unit] phase 1 phase 2

U [J] ´566.777015 ´330516.922985
V [cm3] 1.562506 80256.537494
NC1

[mol] 0.000349 15.099651
NH2S [mol] 0.037113 84.862887

T [K] 297.996887 297.996887
P [Pa] 2500125.243552 2500124.858262
µC1

[J mol´1] 3303.775698 3303.775686
µH2S [J mol´1] 7051.175471 7051.175450

SI [J K´1] ´2613.988230
SII [J K´1] ´2613.987835
iterations [-] 3

Table 4.4: Result of Problem 3. SI denotes the entropy of the hypothetical single-phase state,
while SII denotes the equilibrium entropy of the stable two-phase system. The reference states
for the internal energy U and entropy S are described in Section 2.7.3. Example F1: mixture
C1´H2S.

Problem 4
property [unit] phase 1 phase 2

U [J] ´245807.965175 ´390660.034825
V [cm3] 3512.626019 6414.083981
NC1

[mol] 3.551418 6.448582
NH2S [mol] 33.609473 56.390527

T [K] 361.997885 361.997885
P [Pa] 10130505.626170 10130505.626049
µC1

[J mol´1] 8352.778379 8352.778379
µH2S [J mol´1] 11536.674427 11536.674427

SI [J K´1] ´4579.402758
SII [J K´1] ´4579.402147
iterations [-] 5

Table 4.5: Result of Problem 4. SI denotes the entropy of the hypothetical single-phase state,
while SII denotes the equilibrium entropy of the stable two-phase system. The reference states
for the internal energy U and entropy S are described in Section 2.7.3. Example F1: mixture
C1´H2S.
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property [unit] Problem 5 Problem 6

U [J] ´16272506.4 24858.2
V [cm3] 479845.0 289380.3
NC2

[mol] 10.8 10.8
NC3H6

[mol] 360.8 360.8
NC3

[mol] 146.5 146.5
NiC4

[mol] 233.0 233.0
NC4

[mol] 233.0 233.0
NC5

[mol] 15.9 15.9

Table 4.6: Specifications of Problems 5 and 6. The reference state for internal energy U is
described in Section 2.7.3. Example F2: liquified petroleum gas (LPG) mixture.

Castier (2009) reported that in some cases it is necessary to perform some parts of the algorithm
in complex arithmetics.

Example F2: liquified petroleum gas (LPG) mixture

Another two examples from Castier (2009) deal with a six-component LPG mixture. As in
Castier (2009), the binary interaction coefficients between all components are set to zero. The
specifications of Problems 5 and 6 are given in Table 4.6. Castier (2009) reports that in Problem 5,
because of the appearance of the negative pressure in one part of the computation, his algorithm
has to be modified to use the nested loops. Using the UV N -phase stability analysis for the
construction of the initial phase split, our method converges directly in 10 iterations in Problem
5, and in 5 iterations in Problem 6. These numbers are the same or lower than those reported
in Castier (2009), but they depend on the formulation of the stopping criterion. The resulting
phase splits together with values of pressure, temperature, chemical potentials of all components
in all phases, values of the entropy in both single-phase and two-phase systems, and the numbers
of iterations are given in Tables 4.7 and 4.8.

Example F3: LPG gas mixture with water

The last three problems from Castier (2009) (denoted as Problems 7–9) deal with the 6 component
LPG mixture from the last subsection mixed with water (H2O). In agreement with Castier (2009),
all binary interaction coefficients are set equal to zero. The specifications of the problems are
given in Table 4.9. According to Castier (2009), the specifications are chosen so that Problem 7
leads to a three-phase vapour-liquid-liquid equilibrium, Problem 8 is a two-phase liquid-liquid
equilibrium, and Problem 9 represents a high-pressure three-phase equilibrium computation.
The resulting phase splits together with values of pressure, temperature, chemical potentials of
all components in all phases, entropies, and the numbers of iterations of the modified Newton–
Raphson method in the two-phase and three-phase UV N -flash equilibrium computations are
summarized in Tables 4.10, 4.11, and 4.12. The number of iterations in Problems 8 and 9 are
similar (same or lower in our method) to those reported in Castier (2009). For Problem 7, Castier
(2009) reports 3 iterations in three-phase computation together with 24 outer loop iterations
for initial estimates, while we have 15 iterations in two-phase and 13 iterations in three-phase
UV N -flash equilibrium computation using a single initial guess provided by the UV N -stability
testing algorithm. Let us point out again that unlike in Castier (2009), our approach does not
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Problem 5
property [unit] phase 1 phase 2

U [J] ´15892619.468615 ´379886.931385
V [cm3] 78647.609580 401197.390420
NC2

[mol] 6.596564 4.203436
NC3H6

[mol] 292.574168 68.225832
NC3

[mol] 122.083040 24.416960
NiC4

[mol] 214.470841 18.529159
NC4

[mol] 219.114563 13.885437
NC5

[mol] 15.574400 0.325600

T [K] 299.999735 299.999735
P [Pa] 700082.833469 700082.833469
µC2

[J mol´1] ´3805.672092 ´3805.672092
µC3H6

[J mol´1] 2997.221501 2997.221501
µC3

[J mol´1] 397.265640 397.265640
µiC4

[J mol´1] ´445.138790 ´445.138790
µC4

[J mol´1] ´1196.477103 ´1196.477103
µC5

[J mol´1] ´10746.440440 ´10746.440440

SI [J K´1] ´73647.697512
SII [J K´1] ´54939.068244
iterations [-] 10

Table 4.7: Results of Problems 5. SI denotes the entropy of the hypothetical single-phase state,
while SII denotes the equilibrium entropy of the stable two-phase system. The reference states
for the internal energy U and entropy S are described in Section 2.7.3. Example F2: liquified
petroleum gas (LPG) mixture.

require any initial estimates of the equilibrium pressure and temperature and the whole algorithm
proceeds in a straightforward way using the real arithmetics only.

Detailed computation of Problem 7

To demonstrate the main features of the UV N -stability analysis and its application in the UV N -
phase equilibrium computation, we present a detailed description of computation for Problem 7
from the previous paragraph. The procedure starts by testing the single-phase stability of the
proposed UV N -specification. The stability test indicates the unstable single-phase using only
one initial guess (the first guess indicated the phase as unstable, so the other initial guesses are
not tested) and needed 124 iterations to converge. The result of stability testing is summarized
in Table 4.13. This result is used for the construction of a two-phase split with higher entropy
than that of the single-phase state using the procedure described at the end of Section 3.1.1.
The initial phase split for two-phase equilibrium computation is presented in Table 4.14. Then,
the two-phase UV N -flash is performed. In 15 iterations, the algorithm converges towards the
two-phase split presented in Table 4.15. This split is tested for stability (the second phase is
tested). The stability test indicates the unstable two-phase split using the first available initial
guess (therefore, other initial guesses are not tested) and needed 23 iterations to converge. The
result of the two-phase stability testing is summarized in Table 4.16. This result is used for the
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Problem 6
property [unit] phase 1 phase 2

U [J] ´150012.775415 174870.975415
V [cm3] 16232.876572 273147.423428
NC2

[mol] 0.735307 10.064693
NC3H6

[mol] 27.089302 333.710698
NC3

[mol] 11.174346 135.325654
NiC4

[mol] 19.334487 213.665513
NC4

[mol] 19.881086 213.118914
NC5

[mol] 1.508810 14.391190

T [K] 394.998501 394.998501
P [Pa] 4230233.608414 4230233.576530
µC2

[J mol´1] ´3002.464669 ´3002.464675
µC3H6

[J mol´1] 7239.889856 7239.889846
µC3

[J mol´1] 3882.999701 3882.999692
µiC4

[J mol´1] 3964.389004 3964.388995
µC4

[J mol´1] 3693.302135 3693.302127
µC5

[J mol´1] ´6800.367303 ´6800.367304

SI [J K´1] ´9052.552759
SII [J K´1] ´9052.431373
iterations [-] 5

Table 4.8: Result of Problems 6. SI denotes the entropy of the hypothetical single-phase state,
while SII denotes the equilibrium entropy of the stable two-phase system. The reference states
for the internal energy U and entropy S are described in Section 2.7.3. Example F2: liquified
petroleum gas (LPG) mixture.

property [unit] Problem 7 Problem 8 Problem 9

U [J] ´17008802.6 ´4575454.3 ´7088052.5
V [cm3] 401916.6 2209.9 265831.3
NC2

[mol] 10.8 0.0108 10.8
NC3H6

[mol] 360.8 0.3608 360.8
NC3

[mol] 146.5 0.1465 146.5
NiC4

[mol] 233.0 0.233 233.0
NC4

[mol] 233.0 0.233 233.0
NC5

[mol] 15.9 0.0159 15.9
NH2O [mol] 14.0 100.0 200.0

Table 4.9: Specifications of Problems 7–9. The reference state for internal energy U is described
in Section 2.7.3. Example F3: LPG gas mixture with water.
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Problem 7
property [unit] phase 1 phase 2 phase 3

U [J] ´13481.947036 ´16692030.289355 ´303290.363609
V [cm3] 6.272850 81021.288073 320889.039078
NC2

[mol] 0.000000 7.247817 3.552183
NC3H6

[mol] 0.000000 306.177159 54.622840
NC3

[mol] 0.000000 127.045435 19.454565
NiC4

[mol] 0.000000 218.558557 14.441443
NC4

[mol] 0.000000 222.262356 10.737644
NC5

[mol] 0.000000 15.651320 0.248680
NH2O [mol] 0.295804 13.205980 0.498216

T [K] 299.999610 299.999610 299.999610
P [Pa] 700079.813661 700079.562268 700079.562267
µC2

[J mol´1] ´3666.963414 ´3666.963422 ´3666.963422
µC3H6

[J mol´1] 3001.678870 3001.678922 3001.678922
µC3

[J mol´1] 383.559360 389.822378 389.822378
µiC4

[J mol´1] ´507.024620 ´507.024327 ´507.024327
µC4

[J mol´1] ´1278.467315 ´1277.812907 ´1277.812907
µC5

[J mol´1] ´10963.269047 ´10858.073503 ´10858.073503
µH2O [J mol´1] ´8731.106730 ´8731.106738 ´8731.106738

SI [J K´1] ´75123.865978
SIII [J K´1] ´57057.389544
iterations [-] 15+13

Table 4.10: Result of Problem 7. Iterations X ` Y means X iterations in the two-phase and Y
iterations in the three-phase UV N -flash computations. SI denotes the entropy of the hypothetical
single-phase state, while SIII denotes the equilibrium entropy of the stable three-phase system.
The reference states for the internal energy U and entropy S are described in Section 2.7.3.
Example F3: LPG gas mixture with water.

construction of an initial three-phase split with higher entropy than that of the two-phase state.
The initial phase split for the three-phase equilibrium computation is presented in Table 4.17.
Then, the three-phase UV N -flash is performed. In 13 iterations the algorithm converges towards
the final result presented previously in Table 4.10. To confirm the stability of this three-phase
split, the UV N -phase stability test is performed. The numbers of iterations needed to achieve
convergence in the UV N -stability testing and the minimum values of function TPD for each
initial guess are summarized in Table 4.18. As all minimum values of TPD are positive, the
three-phase split is deemed to be stable and the computation is terminated.

Example F4: mixture CO2´C1

To demonstrate the robustness of our method, we consider a binary mixture of carbon dioxide
(CO2) and methane (C1) with overall mole fractions x˚CO2

“ 0.452587 and x˚C1
“ 0.547413.

Parameters for these components are presented in Appendix Table A.1.The binary interaction
coefficient between CO2 and C1 is δCO2´C1

“ 0.15. In Figure 4.3, we present the number of
equilibrium phases and the boundaries between the single-phase, two-phase, and three-phase
subdomains in the u–c domain (i.e., as a function of the internal energy density u “ U{V and
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Problem 8
property [unit] phase 1 phase 2

U [J] ´4556984.999158 ´18469.300842
V [cm3] 2120.250219 89.649781
NC2

[mol] 0.000032 0.010768
NC3H6

[mol] 0.000173 0.360627
NC3

[mol] 0.000014 0.146486
NiC4

[mol] 0.000000 0.233000
NC4

[mol] 0.000001 0.232999
NC5

[mol] 0.000000 0.015900
NH2O [mol] 99.985323 0.014677

T [K] 300.024831 300.024831
P [Pa] 1018719.106609 1018719.108927
µC2

[J mol´1] ´2928.755308 ´2928.755272
µC3H6

[J mol´1] 3165.466979 3165.466979
µC3

[J mol´1] 501.933729 501.933729
µiC4

[J mol´1] ´584.801381 ´584.801380
µC4

[J mol´1] ´1397.224869 ´1397.224869
µC5

[J mol´1] ´11050.066041 ´11050.066040
µH2O [J mol´1] ´8721.253771 ´8721.253897

SI [J K´1] ´12420.400838
SII [J K´1] ´12337.725969
iterations [-] 17

Table 4.11: Result of Problem 8. SI denotes the entropy of the hypothetical single-phase state,
while SII denotes the equilibrium entropy of the stable two-phase system. The reference states
for the internal energy U and entropy S are described in Section 2.7.3. Example F3: LPG gas
mixture with water.

overall molar concentration of the mixture c assuming that the overall composition of the mixture
remains the same). Note that for sufficiently low values of the internal energy U , there may be
no temperature corresponding to the given values U , V , and N1, . . . , Nn. The set of physically
reasonable values of U is thus bounded from below. In Figure 4.3, the nonphysical domain is
denoted as 0-phase domain.

Next, we investigate two cases, which are indicated in Figure 4.3. First, we study compression
of the mixture in a closed vessel while keeping the constant value of the internal energy density
u˚ “ ´2.5ˆ 108 J m´3. In Figures 4.4 and 4.5, we plot the equilibrium pressure of the mixture,
equilibrium temperature of the mixture, volume fractions of the phases, and molar fractions of
all components in all phases, respectively, as functions of the overall molar density of the mixture.
Second, we study the heating of the mixture in a closed vessel of constant volume. The total
molar density of the mixture is kept constant with c˚ “ 26000 mol m´3. In Figures 4.6 and
4.7, we plot the equilibrium pressure of the mixture, equilibrium temperature of the mixture,
volume fractions of the phases, and molar fractions of all components in all phases, respectively,
as functions of the internal energy density u.



134 4. Phase equilibrium computation

12

3

0

5 10 15 20 25 30 35
c [kmol m!3]

-500

-450

-400

-350

-300

-250

-200

-150

-100

-50

u
[M

J
m
!

3
]

Figure 4.3: Approximate boundaries between the single-phase, two-phase, and three-phase
domains. Example F4: mixture CO2´C1.
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Figure 4.4: Equilibrium pressure and temperature at u˚ “ ´2.5ˆ 108 J m´3 as functions of the
overall molar concentration c. The dashed lines represent the change of the number of phases in
equilibrium. Example F4: mixture CO2´C1.
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Figure 4.5: Volume fractions and mole fractions of the equilibrium phases at u˚ “ ´2.5ˆ108 J m´3

as functions of the overall molar concentration c. The dashed lines represent the change of the
number of phases in equilibrium. Example F4: mixture CO2´C1.
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Problem 9
property [unit] phase 1 phase 2 phase 3

U [J] ´4248079.288176 ´3197022.030237 357048.818413
V [cm3] 2558.556768 99659.564416 163613.178816
NC2

[mol] 0.000813 5.516386 5.282801
NC3H6

[mol] 0.013817 209.103028 151.683155
NC3

[mol] 0.002294 86.413985 60.083721
NiC4

[mol] 0.000395 150.396122 82.603483
NC4

[mol] 0.000684 154.757385 78.241932
NC5

[mol] 0.000005 11.577650 4.322345
NH2O [mol] 111.866010 59.314485 28.819505

T [K] 392.998062 392.998062 392.998062
P [Pa] 4000181.828793 4000181.828829 4000181.828791
µC2

[J mol´1] ´2911.962428 ´2911.962428 ´2911.962428
µC3H6

[J mol´1] 7042.451019 7042.451019 7042.451019
µC3

[J mol´1] 3674.467867 3674.467867 3674.467867
µiC4

[J mol´1] 3526.187438 3526.187438 3526.187438
µC4

[J mol´1] 3147.780938 3147.780938 3147.780938
µC5

[J mol´1] ´7673.646488 ´7673.646488 ´7673.646488
µH2O [J mol´1] 1691.295413 1691.295413 1691.295413

SI [J K´1] ´28761.584090
SIII [J K´1] ´27592.345637
iterations [-] 8+6

Table 4.12: Result of Problem 9. Iterations X ` Y means X iterations in the two-phase and Y
iterations in the three-phase UV N -flash computations. SI denotes the entropy of the hypothetical
single-phase state, while SII denotes the equilibrium entropy of the stable three-phase system.
The reference states for the internal energy U and entropy S are described in Section 2.7.3.
Example F3: LPG gas mixture with water.
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Figure 4.6: Equilibrium pressure and temperature at c˚ “ 26000 mol m´3 as functions of the
internal energy density u. The dashed lines represent the change of the number of phases in
equilibrium. Example F4: mixture CO2´C1.
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property [unit] Problem 7

cC2
[mol m´3] 0.000003

cC3H6
[mol m´3] 0.000011

cC3
[mol m´3] 0.000000

ciC4
[mol m´3] 0.000000

cC4
[mol m´3] 0.000000

cC5
[mol m´3] 0.000000

cH2O [mol m´3] 50790.652384
u [J m´3] ´3029929171.784120

TPD [Pa K´1] -9790660.167058
iterations [-] 124

Table 4.13: Problem 7: Result of the single-phase stability testing – values presented are the
concentrations and internal energy density of a trial phase that minimizes the function TPD,
the value of TPD at this state, and the number of iterations in the UV N -stability test. The
reference state for internal energy U is described in Section 2.7.3. Example F3: LPG gas mixture
with water.

Problem 7
property [unit] phase 1 phase 2

U [J] ´594618.569807 ´16414184.030193
V [cm3] 196.248340 401720.351660
NC2

[mol] 0.000000 10.800000
NC3H6

[mol] 0.000000 360.800000
NC3

[mol] 0.000000 146.500000
NiC4

[mol] 0.000000 233.000000
NC4

[mol] 0.000000 233.000000
NC5

[mol] 0.000000 15.900000
NH2O [mol] 9.967581 4.032419

SI [J K´1] ´75123.865978
SII [J K´1] ´73383.490865

Table 4.14: Problem 7: The initial two-phase split for the two-phase UV N -phase equilibrium
computation constructed using the single-phase stability analysis. SII denotes the entropy of the
two-phase split, while SI is the entropy of the hypothetical (unstable) single-phase state. The
reference states for the internal energy U and entropy S are described in Section 2.7.3. Example
F3: LPG gas mixture with water.
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Problem 7
property [unit] phase 1 phase 2

U [J] ´819369.896249 ´16189432.703751
V [cm3] 275.324119 401641.275881
NC2

[mol] 0.000000 10.800000
NC3H6

[mol] 0.000000 360.800000
NC3

[mol] 0.000000 146.500000
NiC4

[mol] 0.000000 233.000000
NC4

[mol] 0.000000 233.000000
NC5

[mol] 0.000000 15.900000
NH2O [mol] 14.000000 0.000000

T [K] 145.637031 145.637031
P [Pa] ´5338578.032320 ´5338578.032331
µC2

[J mol´1] ´8212.719344 ´8212.719344
µC3H6

[J mol´1] ´5846.099219 ´5846.099170
µC3

[J mol´1] ´7640.732298 ´7640.731359
µiC4

[J mol´1] ´9531.520073 ´9531.520028
µC4

[J mol´1] ´9937.110132 ´9937.109580
µC5

[J mol´1] ´15845.701333 ´15845.701333
µH2O [J mol´1] ´31867.132701 ´31867.132707

SII [J K´1] ´72803.265597
iterations [-] 15

Table 4.15: Problem 7: The two-phase split obtained from the two-phase UV N -flash equilibrium
computation. The reference states for the internal energy U and entropy S are described in
Section 2.7.3. Example F3: LPG gas mixture with water.

property [unit] Problem 7

cC2
[mol m´3] 44.606046

cC3H6
[mol m´3] 4819.073335

cC3
[mol m´3] 1489.109655

ciC4
[mol m´3] 2262.318729

cC4
[mol m´3] 5356.898847

cC5
[mol m´3] 636.576083

cH2O [mol m´3] 0.007316
u [J m´3] ´513216740.034418

TPD [Pa K´1] -669527.524959
iterations [-] 23

Table 4.16: Problem 7: Result of the two-phase stability testing – values presented are the
concentrations and internal energy density of a trial phase that minimizes function TPD, the
value of TPD at this state, and the number of iterations in the UV N -stability test. The reference
state for internal energy U is described in Section 2.7.3. Example F3: LPG gas mixture with
water.
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Figure 4.7: Volume fraction and mole fractions of equilibrium phases at c˚ “ 26000 mol m´3 as
functions of the internal energy density u. The dashed lines represent the change of the number
of phases in equilibrium. Example F4: mixture CO2´C1.
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property [unit] phase 1 phase 2 phase 3

U [J] ´819369.896249 ´3145.279332 ´16186287.424419
V [cm3] 275.324119 6.128560 401635.147322
NC2

[mol] 0.000000 0.000273 10.799727
NC3H6

[mol] 0.000000 0.029534 360.770466
NC3

[mol] 0.000000 0.009126 146.490874
NiC4

[mol] 0.000000 0.013865 232.986135
NC4

[mol] 0.000000 0.032830 232.967170
NC5

[mol] 0.000000 0.003901 15.896099
NH2O [mol] 14.000000 0.000000 0.000000

SIII [J K´1] ´72799.163197

Table 4.17: Problem 7: The initial three-phase split for the three-phase UV N -phase equilibrium
computation constructed using the UV N -stability analysis. SIII denotes the entropy of the
three-phase split. The reference states for the internal energy U and entropy S are described in
Section 2.7.3. Example F3: LPG gas mixture with water.

initial approximation iterations TPDmin

1 18 106.400525
2 19 106.430255
3 19 105.906830
4 18 106.464686
5 18 106.296797
6 18 106.369733
7 18 106.108887
8 30 0.547776
9 21 106.098904

Table 4.18: Problem 7: Numbers of iterations needed to achieve convergence in the UV N -phase
stability testing and the minimum values of function TPD for each of 9 initial approximation in
testing stability of the final three-phase equilibrium split.

Example F5: A single-component mixture CO2

In the last example, we investigate the phase equilibrium of pure CO2. We consider volume
V “ 1 m3 containing NCO2

“ 104 mol of CO2 with internal energy U “ ´87211375.744478 J.
The single-phase stability test indicates that CO2 is unstable using the first initial guess, and
the test needed 71 iterations to converge with the final value of TPD “ 4608.218797 Pa K´1

attained for c1 “ 19469.178481 mol m´3, and u1 “ ´249975359.270471 J m´3. Then, an initial
phase split with higher entropy than that of the single-phase state is constructed, see Table 4.19.
This two-phase split is then used as an initial guess in two-phase flash equilibrium computation,
which converges in 8 iterations to the final two-phase equilibrium state that is presented in
Table 4.20. Note that the computation of the UV N -phase equilibrium for the single-component
fluid proceeds without problems in the same way as for the multi-component mixture. This is
not the case of the UV N -flash presented in Saha and Carroll (1997), where the single-component
case required special treatment.
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property [unit] phase 1 phase 2

U [J] ´31246919.908809 ´55964455.835669
V [cm3] 125000.000000 875000.000000
NCO2

[mol] 2433.647310 7566.352690

SII [J K´1] -584220.924005

Table 4.19: Suggested two-phase split with higher entropy than that of single-phase state for pure
CO2 at U˚ “ ´87211375.744478 J, V ˚ “ 1 m3, and N˚CO2

“ 104 mol. The reference states for the
internal energy U and entropy S are described in Section 2.7.3. Example F5: A single-component
mixture CO2.

property [unit] phase 1 phase 2

U [J] ´70337586.354061 ´16873789.390417
V [cm3] 518716.380364 481283.619636
NCO2

[mol] 7181.961116 2818.038884

T [K] 299.040785 299.040785
P [Pa] 6570486.596964 6570486.595448
µCO2

[J mol´1] 9384.232798 9384.232798

SI [J K´1] -584388.217059
SII [J K´1] -583476.321606
iterations [-] 8

Table 4.20: Equilibrium phase split for pure CO2 at U “ ´87211375.744478 J, V “ 1 m3, and
NCO2

“ 104 mol. The reference states for the internal energy U and entropy S are described in
Section 2.7.3. Example F5: A single-component mixture CO2.

4.3.2 Comparison of individual flash formulations

In the following section, we report the results of the Newton–Raphson method algorithm presented
in Section 4.2.1. Further, we will always consider a specific physical situation and compare
how different flash algorithms (different in terms of the specification variables) solve the same
problem. In these examples, we will confirm our hypothesis that the flash computations are not
equivalent, and their numerical performance may vary significantly. Especially, the V TN -flash
computations has the same or better convergence than the PTN -flash, which may be caused by
the fact that in the PTN -flash the objective function is not differentiable everywhere as discussed
in Section 4.1.5 or by the choice of the primary variables (see Section 4.3.2). In Examples G1–G3,
we start from an initial PTN -specification (initial temperature, pressure, and mole fractions are
provided) and from the solution of the PTN -flash we calculate the specification for the V TN -
and UV N -flash computations. The initial concentrations c˚i for i P pn are calculated using

c˚i “
Π
ÿ

k“1
νkckxk,i, i P pn, (4.53)

where ck is the molar concentration of phase k. The energy density u˚ is calculated using

u˚ “
Π
ÿ

k“1
c˚νkckU

pEOSq pT ˚, 1, ck,1, . . . , ck,nq , (4.54)
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property [unit] phase 1 phase 2

xC1
[-] 0.041775 0.873807

xC5
[-] 0.958225 0.126193

νk [-] 0.461805 0.538195

µC1
[J mol´1] 17583.692411 17583.692519

µC5
[J mol´1] 12107.947856 12107.947852

Table 4.21: Resulting phase split with chemical potentials of both components. Example G1:
mixture C1´C5.

where c˚ is the initial molar concentration, and U pEOSq is the thermal equation of state from
Section 2.7.3. In Examples G4 and G5, we start with an initial V TN -specification (initial
temperature and concentration are provided). From the solution of the V TN -flash, the initial
specifications for the PTN - and UV N -flashes can be computed. The initial energy density is
calculated using

u˚ “
Π
ÿ

k“1
SkU

pEOSq pT ˚, 1, ck,1, . . . , ck,nq , (4.55)

and the initial pressure P ˚ is the equilibrium pressure resulting from the V TN -flash.

Example G1: mixture C1´C5

In the first example, we investigate a binary mixture of methane (C1) and normal pentane (C5)
with initial mole fractions x˚C1

“ 0.48957 and x˚C5
“ 0.51043. The initial pressure is P ˚ “ 9.93516

bar and the initial temperature is T ˚ “ 310.95 K. The binary interaction parameter between
C1 and C5 is δC1´C5

“ 0.041. The PTN -flash algorithm has converged in 9 iterations. The
resulting phase split together with the chemical potentials of all components in both phases
are summarized in Table 4.21. From the solution, we can calculate the initial specifications for
the V TN - and UV N -flash, which are presented in Table 4.22. The V TN -flash has converged
in 6 iterations, and the UV N -flash has converged in 8 iterations. The progress of convergence
is presented in Figure 4.8. In these three figures, we investigate the three stopping criteria
(4.48)–(4.50), namely decrease of the objective function, the norm of the restricted gradient, and
norm of the solution increment as functions of the number of iterations. For this purpose, we
have denoted the left-hand sides of equations (4.48)–(4.50) as

CRIT1 “ F
´

Zpjq
¯

´ F
´

Zpj´1q
¯

, (4.56)

CRIT2 “
∥∥∥Zpjq ´ Zpj´1q

∥∥∥, (4.57)

CRIT3 “
∥∥∥∇

´

zpjq
¯∥∥∥

2
. (4.58)

In Figure 4.8, we can see that all three computations have converged with almost identical slopes.

Example G2: mixture C1´CO2´C16

In the second example, we investigate a ternary mixture of methane (C1), carbon dioxide (CO2),
and normal hexadecane (C16) with mole fractions x˚C1

“ 0.05, x˚CO2
“ 0.90, and x˚C16

“ 0.05. The
initial pressure is P ˚ “ 67 bar and the initial temperature is T ˚ “ 294 K. The binary interaction
parameters are δC1´CO2

“ 0.15, δC1´C16
“ 0.065, and δCO2´C16

“ 0. The PTN -flash algorithm
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property [unit] VTN-flash UVN-flash

c˚C1
[mol m´3] 359.164316

c˚C5
[mol m´3] 3955.202609

T ˚ [K] 310.95 ´

u˚ [J m´3] ´ ´97236416.256943

Table 4.22: Specifications of the V TN - and UV N -flash for the same physical situation. Example
G1: mixture C1´C5.
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Figure 4.8: Progress of the convergence during the flash computation. Example G1: mixture
C1´C5.
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property [unit] phase 1 phase 2

xC1
[-] 0.138929 0.046580

xCO2
[-] 0.861058 0.901498

xC16
[-] 0.000013 0.051922

νk [-] 0.037034 0.962966

µC1
[J mol´1] 17136.266476 17136.266651

µCO2
[J mol´1] 20351.567761 20351.567717

µC16
[J mol´1] ´24196.389036 ´24196.390543

Table 4.23: Resulting phase split with chemical potentials of all components. Example G2:
mixture C1´CO2´C16.

property [unit] phase 1 phase 2

xC1
[-] 0.141623 0.049599

xCO2
[-] 0.858349 0.900182

xC16
[-] 0.000028 0.050219

νk [-] 0.004350 0.995650

µC1
[J mol´1] 17176.731680 17272.909313

µCO2
[J mol´1] 20344.923885 20347.209260

µC16
[J mol´1] ´22376.514270 ´24248.128053

Table 4.24: Resulting phase split using the conventional PTN -flash solver together with chemical
potentials of all components in both phases. Example G2: mixture C1´CO2´C16.

has converged in 18 iterations. The resulting phase split together with chemical potentials of all
component in both phases are summarized in Table 4.23. The initial specifications for the V TN -
and UV N -flash computation are presented in Table 4.25. The V TN -flash has converged in 12
iterations and the UV N -flash in 13 iterations. The progress of decrease of the objective function,
the norm of the restricted gradient, and the norm of the solution increment are presented in
Figure 4.9. From these figures, we can see that in the UV N - and PTN -flash computations the
criteria for the norm of the solution increment (CRIT2) and of the restricted gradient (CRIT3)
are fulfilled already in iterations 8 and 11, respectively. However, the last condition (CRIT1) for
the decrease of the objective function is still not satisfied, and the computation continues. This
example shows that all three stopping criteria are needed to obtain accurate results. Moreover,
in Table 4.24, the resulting phase split using a conventional solver is presented. The comparison
between the solutions is presented at the end of Section 4.3.2.

Example G3: mixture CO2´N2´Ci

In the third example, we investigate an 11 component mixture of carbon dioxide (CO2), ni-
trogen (N2), and nine alkanes, more precisely of methane (C1), ethane (C2), propane (C3),
iso-butane (iC4), normal butane (C4), iso-pentane (iC5), normal pentane (C5), hexane (C6), and
a pseudocomponent C7+ with molar fractions x˚CO2

“ 0.02980, x˚N2
“ 0.00120, x˚C1

“ 0.66870,
x˚C2

“ 0.06860, x˚C3
“ 0.03960, x˚iC4

“ 0.00730, x˚C4
“ 0.01820, x˚iC5

“ 0.00830, x˚C5
“ 0.01030,

x˚C6
“ 0.01400, and x˚C7`

“ 0.13400. The initial temperature is T ˚ “ 295.9 K and the initial
pressure is P ˚ “ 156.8557 bar. The binary interaction parameters between all components
are shown in Table 4.26. In this example the PTN -flash has converged in 206 iterations. The
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property [unit] VTN-flash UVN-flash

c˚C1
[mol m´3] 657.809193

c˚CO2
[mol m´3] 12405.774622

c˚C16
[mol m´3] 705.694805

T ˚ [K] 294 ´

u˚ [J m´3] ´ ´200605469.872798

Table 4.25: Specifications of the V TN - and UV N -flash for the same physical situation. Example
G2: mixture C1´CO2´C16.
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Figure 4.9: Progress of the convergence during the flash computation. Example G2: mixture
C1´CO2´C16.
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CO2 N2 C1 C2 C3 iC4 C4 iC5 C5 C6 C7+

CO2 0 0 0.150 0.150 0.150 0.150 0.150 0.150 0.150 0.150 0.150
N2 0 0 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100 0.100
C1 0.150 0.100 0 0.034 0.036 0.038 0.038 0.041 0.041 0.043 0.056
C2 0.150 0.100 0.034 0 0 0 0 0 0 0 0
C3 0.150 0.100 0.036 0 0 0 0 0 0 0 0
iC4 0.150 0.100 0.038 0 0 0 0 0 0 0 0
C4 0.150 0.100 0.038 0 0 0 0 0 0 0 0
iC5 0.150 0.100 0.041 0 0 0 0 0 0 0 0
n5 0.150 0.100 0.041 0 0 0 0 0 0 0 0
C6 0.150 0.100 0.043 0 0 0 0 0 0 0 0
C7+ 0.150 0.100 0.056 0 0 0 0 0 0 0 0

Table 4.26: The binary interaction parameters between all components. Data taken over from
Firoozabadi (2016). Example G3: mixture CO2´N2´Ci.

resulting phase split together with the chemical potentials of all components in both phases are
presented in Table 4.27. The initial specification for the V TN - and UV N -flash computation
are presented in Table 4.29. The V TN -flash has converged in 7 iterations, the UV N -flash in 19
iterations. The progress of decrease of the objective function, the norm of the solution increment,
and the norm of the restricted gradient are presented in Figure 4.10. This example clearly shows
that our implementation of the PTN -flash computation with the Newton–Raphson iterations
is not as fast as the V TN -flash computation. From all three figures, it can be seen that the
PTN -flash convergence is only linear, and the number of iterations needed for convergence is
much higher compared to the other two formulations. Moreover, in Table 4.28, the resulting
phase split using a conventional solver is presented. The comparison between the solutions is
presented later at the end of Section 4.3.2.

Example G4: mixture C1´CO2

In the fourth example, we investigate a binary mixture of methane (C1) and carbon dioxide
(CO2) with molar fractions x˚C1

“ 0.547413 and x˚CO2
“ 0.452587. The binary interaction

parameter between C1 and CO2 is δC1´CO2
“ 0.15. First, as in Jindrová and Mikyška (2015),

the V TN -phase stability test was performed in the temperature range T ˚ P r180, 260s K and the
whole range of feasible molar concentrations. Boundaries between the single-phase, two-phase,
and three-phase region are shown in Figure 4.11a. A grid with 200 ˆ 200 points was used.
Then, we compared different flash algorithms in physical situations of T ˚ “ 220 K and molar
concentrations in the range c˚ P r3000, 17000s mol m´3. In Figure 4.11b, numbers of iterations
of the V TN -, UV N - and PTN -flash solver are presented. In this figure, we also include data
from a conventional PTN -flash, see the end of Section 4.3.2 for more information. From this
figure, one can see that with a higher molar concentration, when the phase boundary is being
approached, the PTN -flash computation needs more iterations for convergence. However, in
the V TN - and UV N -flash computations, the number of iterations is almost constant for every
molar concentration.

Example G5: mixture C1´CO2´H2S

In the fifth example, we investigate a ternary mixture of methane (C1), carbon dioxide (CO2), and
hydrogen disulfide (H2S) with mole fractions x˚C1

“ 0.4023, x˚CO2
“ 0.0988, and x˚H2S “ 0.4989.
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property [unit] phase 1 phase 2

xCO2
[-] 0.032681 0.024743

xN2
[-] 0.001689 0.000342

xC1
[-] 0.857059 0.338079

xC2
[-] 0.062048 0.080100

xC3
[-] 0.026078 0.063334

xiC4
[-] 0.003851 0.013354

xC4
[-] 0.008013 0.036081

xiC5
[-] 0.002712 0.018108

xC5
[-] 0.002941 0.023217

xC6
[-] 0.002604 0.034003

xC7`
[-] 0.000324 0.368639

νk [-] 0.637059 0.362941

µCO2
[J mol´1] 14160.356303 14160.356619

µN2
[J mol´1] 8852.593725 8852.594027

µC1
[J mol´1] 22951.153205 22951.153508

µC2
[J mol´1] 14675.131950 14675.132203

µC3
[J mol´1] 11077.596731 11077.596914

µiC4
[J mol´1] 5239.010667 5239.010769

µC4
[J mol´1] 6723.790309 6723.790420

µiC5
[J mol´1] 2944.546598 2944.546635

µC5
[J mol´1] 2840.684984 2840.685014

µC6
[J mol´1] 1156.026651 1156.026593

µC7`
[J mol´1] ´12671.659672 ´12671.660058

Table 4.27: Resulting phase split together with chemical potential of all components in both
phases. Example G3: mixture CO2´N2´Ci.

The binary interaction parameters are δC1´CO2
“ 0.13, δC1´H2S “ 0.095, and δCO2´H2S “ 0.097.

First, the V TN -phase stability test was performed in the temperature range T ˚ P r100, 350s K
and the whole range of feasible molar concentration. Boundaries between the single-phase, two-
phase, three-phase, and four-phase regions are shown in Figure 4.12a. A grid with 200ˆ200 points
was used. Then, we compared different flash algorithms for physical situations of T ˚ “ 250 K
and molar concentrations in the range c˚ P r4000, 20000s mol m´3. In Figure 4.12b, numbers of
iterations of the V TN -, UV N - and PTN -flash solver are presented. As in Example G4, data
from the conventional PTN -flash are included, see the end of Section 4.3.2 for more information.
As in Example G4, with a higher molar concentration, the PTN -flash computation needs more
iterations for convergence. Different is the behaviour of the UV N -flash computation. For low
molar concentrations, the number of iterations is around 25, but when increasing the molar
concentration above 7000 mol m´3 the number of iterations decreases to 12 and remains around
that value till the end of the computation.

Comparison of the PTN-flash with the conventional formulation

Our PTN -flash formulation presented above uses Π´1 phase mole fractions and pΠ´1qˆpn´1q
components’ mole fractions as primary variables. This set of independent variables is exactly
that presented for the first time in Fussell and Yanosik (1978); Fussell (1979). Results reported
in the previous section indicate that this implementation of the PTN -flash needs much more
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property [unit] phase 1 phase 2

xCO2
[-] 0.032406 0.025802

xN2
[-] 0.001723 0.000397

xC1
[-] 0.861537 0.372836

xC2
[-] 0.060308 0.081323

xC3
[-] 0.024783 0.062333

xiC4
[-] 0.003581 0.013006

xC4
[-] 0.007481 0.034646

xiC5
[-] 0.002490 0.017214

xC5
[-] 0.002704 0.021954

xC6
[-] 0.002359 0.031861

xC7`
[-] 0.000628 0.338628

νk [-] 0.605410 0.394590

µCO2
[J mol´1] 14143.188989 14219.743729

µN2
[J mol´1] 8892.253125 9123.313691

µC1
[J mol´1] 22961.512188 23115.194361

µC2
[J mol´1] 14616.715573 14680.674694

µC3
[J mol´1] 10973.893296 11015.018484

µiC4
[J mol´1] 5089.314460 5145.138482

µC4
[J mol´1] 6586.461648 6607.955629

µiC5
[J mol´1] 2774.135731 2802.161068

µC5
[J mol´1] 2675.697104 2690.383824

µC6
[J mol´1] 963.722977 982.363635

µC7`
[J mol´1] ´10924.119746 ´12782.958426

Table 4.28: Resulting phase split using the conventional PTN -flash solver together with chemical
potentials of all components in both phases. Example G3: mixture CO2´N2´Ci.

property [unit] VTN-flash UVN-flash

c˚CO2
[mol m´3] 265.666841

c˚N2
[mol m´3] 10.740300

c˚C1
[mol m´3] 5975.497098

c˚C2
[mol m´3] 610.072314

c˚C3
[mol m´3] 351.064668

c˚iC4
[mol m´3] 64.607924

c˚C4
[mol m´3] 160.897042

c˚iC5
[mol m´3] 73.269184

c˚C5
[mol m´3] 90.876259

c˚C6
[mol m´3] 123.362969

c˚C7`
[mol m´3] 1177.967621

T ˚ [K] 295.9 ´

u˚ [J m´3] ´ ´139163012.871018

Table 4.29: Specifications of the V TN - and UV N -flash for the same physical situation. Example
G3: mixture CO2´N2´Ci.
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Figure 4.10: Progress of the convergence during the flash computation. The uninteresting area
between iteration 20 and 200 is omitted. Example G3: mixture CO2´N2´Ci.

iterations compared to the other two flash formulations, especially close to the phase boundary.
Contemporary formulations of the PTN -flash may not suffer from this deficiency. Therefore, we
would like to discuss the conventional formulation of the PTN -flash in this thesis as well.

Let us note that the increase of the number of iterations close to the phase boundary has also
been reported for the volume-based PTN -flash by Nichita (2018b) when the flash computation
was initialized using the ideal equilibrium constants. According to Petitfrere and Nichita (2016),
it is recommended to initialize the volume based PTN -flash computation using the results of
stability testing (Nichita (2018c)). At the same time, the volume-based PTN -flash formulation
can be derived readily from the V TN -flash. It is; therefore, in principle, easy to transform the
V TN -flash code to the volume-based PTN -formulation (see Michelsen (1999b, 2012); Nichita
(2018b)). However, the volume based PTN -formulation does not fit our general framework given



150 4. Phase equilibrium computation

12

3

0.5 1 1.5 2 2.5 3 3.5
c [mol m!3] #10 4

180

190

200

210

220

230

240

250

260
T

[K
]

(a) approximate boundaries

0 0.5 1 1.5 2
c [mol m!3] #10 4

0

20

40

60

80

100

120

140

it
e
ra

ti
o
n
s

VTN
UVN
PTN
PTN conventional SSI
PTN conventional SSI+Newton

(b) numbers of iterations

Figure 4.11: Approximate boundaries between the single-phase, two-phase and three-phase regions
in the cT space (top). Numbers of iterations needed for convergence in the flash computation.
In this case the number of iterations is the sum of all computations (bottom). Example G4:
mixture C1´CO2.
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Figure 4.12: Approximate boundaries between the single-phase, two-phase and three-phase regions
in the cT space (top). Numbers of iterations needed for convergence in the flash computation.
In this case the number of iterations is the sum of all computations (bottom). Example G5:
mixture C1´CO2´H2S.
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by equations (4.5)–(4.6). Similarly, other approaches to the PTN -stability such as volume-based
formulation (Nagarajan et al. (1991); Nichita (2018c); Nichita et al. (2006b); Souza et al. (2006);
Xu et al. (2002)), where the molar densities or other volume-based variables are the choice
of primary variables, do not fit our general stability formulation (see Section 3.1.1). To get
working implementations of the volume-based PTN -stability and volume-based PTN -flash, we
would have to develop a stand-alone code. For this reason, the volume-based PTN -stability and
volume-based PTN -flash formulations are not discussed in this thesis any more.

Instead, in this section, we compare our implementation of the PTN -flash with a conventional
PTN -flash solver, which uses natural logarithms of equilibrium K-values and the gas-phase mole
fractions as primary variables (see Firoozabadi (2016); Haugen et al. (2010); Li and Firoozabadi
(2012); Petitfrere and Nichita (2016)). Neither the volume-based PTN -flash, nor the conventional
PTN -flash formulation fit the unifying framework given by equations (4.5) and (4.6). However,
for the conventional PTN -formulation, we have a stand-alone code available, which can be used
for the comparison.

As the conventional PTN -flash solver we have used an implementation developed in RERI
(Reservoir Engineering Research Institute) provided to us by prof. Abbas Firoozabadi. In the
conventional PTN -stability testing, a quasi-Newton method with BFGS (Broyden–Fletcher–
Goldfarb–Shanno, see Broyden (1970); Fletcher (1970); Goldfarb (1970); Shanno (1970)) update
is used to minimize the modified TPD function of Michelsen (1982a), which leads to the
unconstrained optimization. In the PTN -flash computation the Successive Substitution Iteration
(SSI) and Newton–Raphson methods are adopted. The SSI is accelerated with the General-
Dominant-Eigenvalue method, which is applied after every five iterations. The natural logarithms
of equilibrium K-values are chosen as primary variables. The computation starts with the SSI.
When a switching criterion is met, the computation switches to the Newton–Raphson method. If
a Newton–Raphson iteration is not convergent, the computation is switched back to the SSI. Such
a combination of a slow but robust method (SSI) and the fast solving method (Newton–Raphson),
which requires a good initial guess, is known to be a fast and robust solver of the PTN -flash
problem. The details of implementation can be found elsewhere, e.g., Firoozabadi (2016); Haugen
et al. (2010); Li and Firoozabadi (2012).

Let us emphasize that the stopping criterion used in the conventional solver differs signifi-
cantly from the one used in our unified implementation. The available conventional PTN -flash
implementation does not allow us to get reports on the progress of convergence in terms of the
criteria that we have used in the first three examples. In Examples G4 and G5, the number of
iterations can be evaluated, but the comparison of the individual numbers of iterations with
those obtained with the conventional PTN -code must be done with care, as the accuracy of the
results can be very different. In some cases, the two implementations of the PTN -flash lead
to different results because the too loose stopping criterion can lead to the premature stop of
iterations before convergence. On the other hand, we can study the behaviour of the conventional
PTN -flash solver when the phase boundary is being approached. The conventional PTN -flash
solver will be used in two settings. The first option is the combined SSI and Newton–Raphson
iterations. The other option is to use the SSI method only for the PTN-flash computation. Below,
we summarize the performance of the conventional PTN-flash solver on the five examples from
the previous section.

In Example G1: mixture C1´C5, the conventional PTN -flash solver has converged to the
same solution as our code after 4 SSI and 2 Newton–Raphson iterations. With SSI iterations
only, the solver has converged after 6 iterations.

In Example G2: mixture C1´CO2´C16, the conventional PTN -flash solver has converged
after 5 SSI and 2 Newton–Raphson iterations or with 6 SSI iterations only. However, the
resulting phase split, which is presented in Table 4.24 is different from ours reported in Table
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4.23. Comparing the values of the objective function F , which are 17963.659835 Jmol´1 for
the result from the conventional PTN -flash and 17963.404751 Jmol´1 for our result, we can
state that our results are more precise. Moreover, in Table 4.24, the chemical potentials of all
component of the resulting phase split from the conventional PTN -flash solver are presented. We
see that the necessary condition of phase equilibrium is not satisfied, as the chemical potentials
of components in both phases are not equal.

In Example G3: mixture CO2´N2´Ci, using the conventional PTN -flash solver, the phase
split from Table 4.28 is obtained after 7 SSI and 3 Newton–Raphson iterations or with 11 SSI
iterations only. As in Example G2, our result and the results obtained using the conventional
PTN -flash are not the same. The values of the objective function are 15760.288044 Jmol´1

for the phase split from the conventional PTN -flash solver and 15757.923293 Jmol´1 for our
implementation. Comparing these values, we again can state that our phase split result is more
precise. The chemical potentials, which are provided together with the resulting phase split
from the conventional PTN -flash solver in Table 4.28, clearly show that the necessary condition
of phase equilibrium is not satisfied. Most probably, the conventional PTN -flash solver was
stopped too early. This example shows the importance of stopping criteria for the evaluation of
different flash formulations. The stopping criteria that were presented in this thesis within the
unified framework lead to better results in comparison with the conventional approaches.

In Example G4: mixture C1´CO2, we provide in Figure 4.11b the numbers of iterations
obtained by the conventional PTN -flash in the two settings mentioned above. In Figure 4.11b, we
can observe almost identical behaviour of our PTN -flash and the conventional PTN -flash solver
when using the combined SSI and Newton–Raphson iterations. In each computation, the number
of iterations of the conventional PTN -flash is lower than ours. However, when approaching the
phase boundary, the number of iterations of both solvers increase. The computation with the
SSI method only is more disorganized, but the number of iterations again increases when the
phase boundary is being approached.

In Example G5: mixture C1´CO2´H2S, we use the same settings of the conventional PTN -
flash solver as in Example G4. In this example, we have observed (see Figure 4.12b) different
behaviour of the conventional PTN -flash solver with SSI and Newton–Raphson iterations. The
number of iterations in this settings remains constant around 18 even if the phase boundary is
being approached. In our implementation of the PTN -flash, the number of iterations increases up
to 57. However, the number of iterations of the V TN - and UV N -flash are lower than the number
of iterations of the conventional PTN -flash in all computation except the first 6 computation,
where the UV N -flash needed more iterations. The conventional PTN -flash with SSI iterations
only shows similar behaviour as in Example G4. As the phase boundary is being approached,
the number of iterations increases and is more or less comparable to our PTN -flash solver.





Application of phase
equilibrium computation in
multi-phase compositional

flow in porous medium 5
In Chapters 3 and 4, we presented several numerical algorithms for the computation of the phase
equilibrium states of a multi-component mixture. In the examples, we showed that the most
robust, reliable, and efficient are the algorithms based on the Newton–Raphson method (defined
in Sections 3.2.3 and 4.2.1). Now, we present one of the possible applications of these algorithms
in the area of the numerical modelling of the fluid flow in a porous medium. Consider a porous
medium (e.g., a hydrocarbon reservoir) filled with a mixture of n components at a constant
temperature T ˚. Based on the injection and the boundary conditions, we want to study the
compositional flow of this multi-component fluid through the porous medium. These simulations
of the compositional flow are applicable in environmental sciences (carbon dioxide sequestration)
or the energy sector (enhanced oil recovery).

First, we present few basic assumptions:

• Diffusion is neglected.

• The porous medium has a fixed position during the simulation, i.e., it is incompressible.

• The velocity is described by Darcy flow.

• The temperature is constant during the simulation.

• The multi-component mixture is considered compressible, multi-phase, and fully miscible.

With respect to the given assumptions, our mathematical model will be given. Then, a
numerical solution based on the mixed-hybrid finite element method (MHFEM) will be derived.
Lastly, examples showing the performance of the numerical algorithm will be presented.

5.1 Mathematical model

In this section, we present a compact form of our mathematical model. For the full derivation of
the equations, see, e.g., Kolev (2005) or Slattery (1999). Our mathematical model is designed to
describe the multi-phase multi-component compressible miscible flow in a porous medium. The
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mathematical model consists of the mass conservation equation of each component, extended
Darcy’s law for each phase, and an appropriate set of the initial and boundary conditions. The
phase split is computed using the phase equilibrium computation in the V TN -specification.
Classically, the PTN -specification is used to determine the phase equilibrium state, see, e.g.,
Hoteit and Firoozabadi (2006a) or Moortgat et al. (2011). However, we choose to use the
V TN -specification based on our experience with the flash computation.

5.1.1 Transport equations

The mass balance equation for component i P pn is

Bpφciq

Bt
`∇ ¨ qi “ fi, (5.1)

where φ [-] is the porosity, ci [mol m´3] is the molar concentration (density) of the i-th component,
qi [mol m´2 s´1] is the flux of the i-th component, and fi [mol m´3 s´1] is the source/sink of
the i-th component. Since the porous medium is incompressible, i.e., Bφ

Bt “ 0, equation (5.1) can
be written as

φ
Bci
Bt
`∇ ¨ qi “ fi. (5.2)

For a multi-phase system without diffusion, the flux qi can be expressed as

qi “
Π
ÿ

α“1
cα,iuα, (5.3)

where cα,i [mol m´3] is the concentration of the i-th component in phase α, Π is the number
of phases present in the phase split, and uα [m s´1] is the velocity of phase α. The relation
between concentrations ci and cα,i is given by the phase equilibrium computation and presented in
Section 4.1.2. Note, here for clarity, we omit the superscript ˚ denoting the initial concentrations.
For the derivation of equation (5.1), the reader is referred to, e.g., Slattery (1999).

5.1.2 Extended Darcy’s law

In fluid dynamics, the velocity field u is generally given by the Navier-Stokes equations

Bpρuq
Bt

`∇ ¨

´

ρuuT
¯

“ ´∇p`∇ ¨ σ ` ρg, (5.4)

where ρ is the mass density, σ is the stress tensor, and g is the gravity vector. For the derivation of
the Navier-Stokes equations, see, e.g., Drazin (2006). In our model, we replace the Navier-Stokes
equations by Darcy’s law which can be derived from the Navier-Stokes equations using the
averaging procedure, see Neuman (1977) or Hassanizadeh (1986). In the literature, there is
consent that Darcy’s law is valid for the Reynolds number Re up to the range 1 to 10. See, e.g.,
Bejan (2013), Kaviany (1991), or Bear (1988). Therefore, the velocity of each phase is modeled
using Darcy’s law

uα “ ´λαK p∇p´ ραgq , (5.5)

where λα [kg´1 m s] is the mobility of phase α, K [m2] is the intrinsic permeability tensor, p
[Pa] is the pressure, ρα [kg m´3] is the mass density of the phase α, and g [m s´2] is the gravity
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acceleration. The mobility and the density are calculated using

λα “
kr,αpSαq

ηα pT, cα,1, . . . , cα,nq
, (5.6)

ρα “
n
ÿ

i“1
cα,iMi, (5.7)

where kr,α [-] is the relative permeability of phase α, Sα [-] is the saturation of phase α, ηα [kg
m´1 s´1] is the dynamic viscosity of phase α, and Mi [kg mol´1] is the molar weight of the i-th
component. In this thesis, we are using two models to compute the relative permeability. The
first option is the linear model

kr,αpSαq “ Sα. (5.8)

The second option is the quadratic model

kr,αpSαq “ S2
α. (5.9)

The dynamic viscosity ηα is calculated using the Lohrenz, Bray, and Clark model presented by
Lohrenz et al. (1964). See Appendix B.1 for details.

5.1.3 Pressure equation

Let the pressure be a function of total concentrations

ppt,xq “ p(eq) pc1 pt,xq , . . . , cn pt,xqq . (5.10)

If the state is in one phase (Π “ 1q, the equilibrium pressure p(eq) (5.10) is given by the equation
of state

p(eq)pc1, . . . , cnq “ ppEOSqpc1, . . . , cnq. (5.11)

The possible equations of state are listed in Section 2.4. On the other hand, if the equilibrium
state is in Π ą 1 phases, the equilibrium pressure p(eq) is given by

p(eq) pc1, . . . , cnq “ ppEOSq pcα,1, . . . , cα,nq , (5.12)

for an arbitrary α P pΠ since the pressures of each phase in the phase equilibrium are equal (see
equation (2.47)).

Taking derivative with respect to time in equation (5.10) results in

Bp

Bt
pt,xq “

n
ÿ

i“1

Bp(eq)

Bci
pc1, . . . , cnq

Bci
Bt
pt,xq , (5.13)

where we use the chain rule. Therefore, we assume that p(eq) is a smooth function. From the
mass balance equation (5.2), the terms Bci

Bt read as

Bci
Bt
pt,xq “ 1

φ
pfi pt,xq ´∇ ¨ qi pt,xqq , i P pn. (5.14)

Combining equations (5.13) and (5.14) results in

φ
Bp

Bt
pt,xq `

n
ÿ

i“1
Θi p∇ ¨ qi pt,xq ´ fi pt,xqq “ 0, (5.15)
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where we denoted

Θi “ Θi pc1, . . . , cnq “
Bp(eq)

Bci
pc1, . . . , cnq . (5.16)

The previous equation is called pressure equation. The derivatives Bp
Bci
pc1, . . . , cnq are calculated

from the phase equilibrium computation, see Appendix B.2.

5.1.4 Fluxes definition

In this section, we define fluxes needed for the description of the numerical scheme. Let

qα,i “ cα,iuα (5.17)

be the flux of the i-component of α-phase. Then, the flux of phase α is

qα “
n
ÿ

i“1
qα,i “ cαuα, (5.18)

where cα “
n
ř

i“1
cα,i is the total concentration of phase α. Lastly, the total flux q is defined as

q “
Π
ÿ

α“1
qα “

Π
ÿ

α“1
cαuα, (5.19)

and the total velocity u as

u “
Π
ÿ

α“1
uα. (5.20)

Inserting equation (5.5) into the previous equation results in

u “ ´λK
´

∇p´ ρ(avg)g
¯

, (5.21)

where the total mobility λ and the average density ρ(avg) are defined as

λ “
Π
ÿ

α“1
λα, (5.22)

ρ(avg) “

Π
ř

α“1
λαρα

λ
. (5.23)

If the tensor K is positive definite, its inverse exists, and the gradient ∇p can be expressed from
equation (5.21) as

∇p “ ´λ´1K´1u` ρ(avg)g. (5.24)

Inserting the previous equation into Darcy’s law (5.5) results in

uα “
λα
λ

˜

u´
Π
ÿ

β“1
λβ pρβ ´ ραqKg

¸

. (5.25)

Therefore, the flux of the i-th component in phase α is

qα,i “ cα,i
λα
λ

˜

u´
Π
ÿ

β“1
λβ pρβ ´ ραqKg

¸

. (5.26)
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5.1.5 Initial and boundary conditions

Now, let us summarize the equations and define the initial and boundary conditions. Let Ω Ă Rd
be a bounded domain and J be a time interval. In J ˆ Ω, we solve equations (5.2) and (5.15)

Bpφciq

Bt
`∇ ¨ qi “ fi,

φ
Bp

Bt
`

n
ÿ

i“1
Θip∇ ¨ qi ´ fiq “ 0,

for p “ ppt,xq and ci “ cipt,xq, i P pn. The fluxes qi are given by equation (5.3) and the
velocities uα are computed using Darcy’s law (5.5). The composition of the multi-phase state is
determined by solving the optimization problem given by (4.11) and (4.12). Note, here we omit
the superscript ˚ that indicates the initial state. The mathematical model has to be equipped
with initial conditions and an appropriate set of boundary conditions. The initial conditions read
as

cip0,xq “ c
p0q
i , @x P Ω, i P pn, (5.27)

pp0,xq “ p(eq)
´

c
p0q
1 , . . . , cp0qn

¯

, @x P Ω. (5.28)

Moreover, we impose the following boundary conditions

ppt,xq “ ppDqpt,xq, x P Γp, t P J, (5.29)
qipt,xq ¨ npxq “ 0,x P Γq, t P J, (5.30)

where n is the unit outward normal vector to the boundary BΩ. The Dirichlet part Γp Ă BΩ and
Neumann part Γq Ă BΩ of the boundary have to satisfy

Γp Y Γq “ BΩ, (5.31)
Γp X Γq “ H. (5.32)

5.2 Numerical solution

In this work, we assume that the domain Ω is a 2D rectangular domain. We consider a spatial
discretization τΩ “

!

Ki; i P pNel

)

consisting of triangles, where Nel is the number of elements.
We assume that the mesh is conforming. Moreover, we denote ΥΩ the set of all sides of τΩ, and
Υ(int)

Ω and Υ(ext)
Ω the set of interior and exterior (boundary) sides of τΩ, respectively. The total

number of sides in the mesh is denoted by Nsi. By ΥK , we denote the set of all sides of an
element K P τΩ. Lastly, we denote ΥΓp and ΥΓq the set of the Dirichlet and Neumann boundary
sides, respectively.

5.2.1 Discretization of Darcy’s law

On each element K P τΩ, we shall approximate u in the lowest order Raviar-Thomas-Nédélec
space RTN0pKq (see Brezzi and Fortin (2012); Nedelec (1980); Raviart and Thomas (1977))

upt,xq “
ÿ

EPΥK

uK,EptqwK,Epxq, (5.33)
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where wK,E P RTN0pKq are the basis functions and uK,Eptq is the velocity across the side E in
the outward direction with respect to K at time t. The basis functions wK,E are chosen such
that for all E,F P ΥK

wK,E ¨ nK,E1 “
δE,E1

|E|1
, (5.34)

∇ ¨wK,E “
1
|K|

, (5.35)

where |K| and |E|1 denote the Lebesgue measures of element K in R2 and side E in R1,
respectively. Multiplying equation (5.24) with function wK,E1 and integrating over K P τΩ results
in

ż

K
∇p ¨wK,E1dx “

ż

K

´

´λ´1K´1u` ρ(avg)g
¯

¨wK,E1dx. (5.36)

The left-hand side of the previous equation is
ż

K
∇p ¨wk,E1dx “

ÿ

EPΥK

ż

E
pwK,E1 ¨ nK,EdS ´

ż

K
p∇ ¨wK,Edx

“
1
|E1|1

ż

E1
pdS ´ 1

|K|

ż

K
pdx

“ qpK,E1 ´ pK ,

(5.37)

where we have denoted the average pressures on element K by pK , and the average traces of the
pressures on side E by qpK,E . Next, we will assume that the λ and ρ(avg) are constant on each
element K and denote these values by λK , and ρ(avg)K , respectively. Therefore, using the previous
derivation and equation (5.33), the weak formulation of Darcy’s law reads as

qpK,E1 ´ pK “ ´λ
´1
K

ÿ

EPΥK

uK,E

ż

K
pK´1wK,Eq ¨wK,E1dx

`ρ
(avg)
K

ż

K
g ¨wK,E1dx,

(5.38)

where ρ(avg)K is the average density on element K. Denoting

BK
E,E1 “

ż

K
pK´1wK,Eq ¨wK,E1dx, (5.39)

CKE1 “

ż

K
g ¨wK,E1dx, (5.40)

equation (5.38) reads as
ÿ

EPΥK

uK,EB
K
E,E1 “ λK

´

pK ´ qpK,E1 ` ρ
(avg)
K CKE1

¯

. (5.41)

This equation can be inverted, and the velocities uK,E are expressed as

uK,E “ λK

˜

DK
E pK ´

ÿ

E1PΥK

`

BK
˘´1
E,E1

qpK,E1 ` F
K
E ρ

(avg)
K

¸

, (5.42)
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where

DK
E “

ÿ

E1PΥK

`

BK
˘´1
E,E1

, (5.43)

FKE “
ÿ

E1PΥK

`

BK
˘´1
E,E1

CKE1 . (5.44)

Now, we will use continuity assumptions and the balance of fluxes without source at a given side
E. If E is not on the boundary, i.e, E P Υ(int)

Ω , then,

uK1,E ` uK,E “ 0, (5.45)
qpK,E “ qpK1,E “: qpE , (5.46)

where K 1 XK “ E. If E is a side on the boundary, i.e., E P Υ(ext)
Ω , then

qpK,E “ p
pDq
E , for E P ΥΓp , (5.47)

uK,E “ 0, for E P ΥΓq . (5.48)

Therefore, in equation (5.42), the velocities uK,Eptq can be eliminated, and the only unknowns
are pK , qpE . In the case E is not the boundary side, i.e., E P Υ(int)

Ω , equation (5.45) implies

0 “
ÿ

KĄE

λK

˜

DK
E pK ´

ÿ

E1PΥK

`

BK
˘´1
E,E1

qpE1 ` F
K
E ρ

(avg)
K

¸

. (5.49)

If E is a boundary side, i.e., E P Υ(ext)
Ω , then

qpE “ p
pDq
E , for E P ΥΓp , (5.50)

´λKD
K
E pK `

ÿ

E1PΥK

λK
`

BK
˘´1
E,E1

qpE1 “ λKF
K
E ρ

(avg)
K , for E P ΥΓq . (5.51)

The previous equations (5.49)–(5.51) form a system of linear equations for the unknowns qpE , pK :

R1p`R2qp “ L1, (5.52)

where R1 P RNsi,Nel , R2 P RNsi,Nsi , L1 P RNsi , and

p “ pp1, . . . , pNel
q
T , (5.53)

qp “ pqp1, . . . , qpNsiq
T . (5.54)

5.2.2 Discretization of the pressure equation

Integrating the pressure equation (5.15) over an element K P τΩ results in

0 “ φK

ż

K

Bp

Bt
dx`

n
ÿ

i“1

ż

K
Θi p∇ ¨ qi ´ fiq dx, (5.55)

where φK is the average porosity on element K. Then, we denote the average source term on
element K by

fi,K “
1
|K|

ż

K
fidx. (5.56)
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Moreover, interchanging the integral and partial derivative in the first term, equation (5.55)
reads as

0 “ φK
d
dt

ż

K
pdx`

n
ÿ

i“1
Θi

ż

K
∇ ¨ qidx´

n
ÿ

i“1
Θi|K|fi,K . (5.57)

Using the divergence theorem (see, e.g., Arfken (2005)), we have

0 “ φK |K|
dpK
dt `

n
ÿ

i“1
Θi

ż

BK
qi ¨ ndS ´

n
ÿ

i“1
Θi|K|fi,K . (5.58)

The flux qi across side E is approximated by numerical flux qi,K,E . The form of the approximation
qi,K,E will be given later in equation (5.71). Therefore, equation (5.58) is approximated by

0 “ φK |K|
dpK
dt `

n
ÿ

i“1
Θi

ÿ

EPΥK

qi,K,E ´
n
ÿ

i“1
Θi|K|fi,K . (5.59)

Using relation

qi,K,E “

ΠpKq
ÿ

α“1
qα,i,K,E , (5.60)

equation (5.26), and the backwards Euler scheme, equation (5.59) can be approximated by

0 “ φK |K|
pm`1
K ´ pmK

∆t ´

n
ÿ

i“1
Θm`1
i |K|fm`1

i,K dx` pm`1
K Xm`1

K

`
ÿ

E1PΥK

qpm`1
E1 Y m`1

E1 ` Zm`1
K ,

(5.61)

where the superscript denotes the time level, i.e., pmK “ pK pt0 `m∆tq, where ∆t is the fixed
discrete time step. In equation (5.61), we denoted

XK “

n
ÿ

i“1

ÿ

EPΥK

ΠpKq
ÿ

α“1
Θicα,i,Kλα,KD

K
E

YE1 “
n
ÿ

i“1

ÿ

EPΥK

ΠpKq
ÿ

α“1
´Θicα,i,Kλα,K pBKq

´1
E,E1 ,

ZK “
n
ÿ

i“1

ÿ

EPΥK

ΠpKq
ÿ

α“1
λ´1
K Θicα,i,Kλα,K

˜

λKF
K
E ρ

avg
K

´

ΠpKq
ÿ

β“1
λβ,Kpρβ,K ´ ρα,KqF

K
E

¸

,

(5.62)

where cα,i,K is the average concentration of the i-th component in phase α on element K, λα,K
is the average mobility of phase α on element K, and ΠpKq is the number of phases in the
equilibrium on element K. Equation (5.61) forms a system of linear equations for the unknowns
pm`1
K and qpm`1

E1

R3p`R4qp “ L2, (5.63)
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where R3 P RNel,Nel , R4 P RNel,Nsi , and L2 P RNel . To conclude, combining equations (5.52) and
(5.63) gives the final system for the pressure field

ˆ

R1 R2
R3 R4

˙ˆ

p
qp

˙

“

ˆ

L1
L2

˙

. (5.64)

The matrix R3 is diagonal, therefore, its inverse R´1
3 is readily available. Multiplying equa-

tion (5.63) with R´1
3 gives

p “ R´1
3 L2 ´R´1

3 R4qp. (5.65)

Therefore, the unknowns p can be eliminated from the system (5.64), and only the pressure
traces qp are computed using

pR2 ´R1R´1
3 R4qqp “ L1 ´R1R´1

3 L2. (5.66)

In this thesis, we are using the C++ numerical library Armadillo (see Eddelbuettel and Sanderson
(2014); Sanderson and Curtin (2016)) to solve the system (5.66). Having the pressure traces qp,
the pressures p, and consequently, the discrete velocities uK,E are computed using equations
(5.65) and (5.42), respectively.

5.2.3 Solution of transport equations

Having the pressure field, the concentrations are updated using the explicit finite-volume method.
Integrating equation (5.2) over K P τΩ results in

φ

ż

K

Bci
Bt

dx`
ż

K
∇ ¨ qidx “

ż

K
fidx. (5.67)

Interchanging the integral and partial derivative in the first term, using the divergence theorem,
and equation (5.56) gives

φ
d
dt

ż

K
cidx`

ż

BK
qi ¨ ndS “ |K|fi,K . (5.68)

Defining the average total concentration ci,K on element K by

ci,K “
1
|K|

ż

K
cidx, (5.69)

and using the Euler forward scheme, equation (5.68) can be approximated by

cm`1
i,K “ cmi,K `

∆t
φ|K|

˜

|K|fmi,K ´
ÿ

EPΥK

qmi,K,E

¸

, (5.70)

The numerical fluxes qi,K,E are calculated using the upwind scheme

qi,K,E “

$

’

’

’

’

&

’

’

’

’

%

ř

αPΠ`pK,Eq
qα,i,K,E ´

ř

βPΠ`pK1,Eq
qβ,i,K1,E , @E P Υ(int)

Ω , E “ K XK 1

ř

αPΠ`pK,Eq
qα,i,K,E , @E P ΥΓp ,

0, @E P ΥΓq .

(5.71)

where Π`pK,Eq “
!

α P pΠpKq; qα,i,K,E ą 0
)

for E P ΥK , and

qα,i,K,E “ cα,i,Kλ
´1
K λα,K

¨

˝uK,E ´

ΠpKq
ÿ

β“1
λβ,K pρβ ´ ραqFK,E

˛

‚, (5.72)

where the discrete velocies uK,E are given by equation (5.42).
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5.2.4 Algorithm for one time step ∆t

Now, we present the full numerical algorithm. This iterative IMPEC algorithm is based on the
numerical scheme presented in Chen et al. (2019). Having solution on time-level tm, the solution
on time level tm`1 is computed using the following algorithm.

1. Set l “ 0 and pm`1,0
K “ pmK , c

m`1,0
i.K “ cmi,K , Θm`1,0

i,K “
Bp(eq)

Bci

´

cm1,K , . . . , c
m
n,K

¯

for K P τΩ, i P

pn.

2. Set l “ l ` 1.

3. On each element K P τΩ, compute cm`1,l´1
α,i,K and Sm`1,l´1

α,K by solving the phase equilibrium
computation given by equations (4.11)–(4.12) with initial concentrations

cm`1,l´1
1,K , . . . , cm`1,l´1

n,K .

4. On each element K P τΩ, update λm`1,l´1
K and ρ

(avg),m`1,l´1
K using equations (5.6) and

(5.22) with values cm`1,l´1
α,i,K and Sn`1,l´1

α,K computed in the previous step.

5. Find pm`1,l
K and um`1,l

K,E by solving system (5.64) with the concentrations cm`1,l´1
α,i,K , coeffi-

cients Θm`1,l´1
i,K , total mobility λm`1,l´1

K , and average density ρ(avg),m`1,l´1
K .

6. On each element K P τΩ, for all i P pn update cm`1,l
i,K explicitly by

cm`1,l
i,K “ cmi,K `

∆t
φ|K|

˜

|K|fmi,K ´
ÿ

EPΥK

qm`1,l´1
i,K,E

¸

,

where the flux qm`1,l´1
i,K,E is evaluated using the velocity um`1,l

K,E and concentrations cm`1,l´1
α,i,K .

7. On each element K P τΩ, for all i P pn update Θm`1,l
i,K by

Θm`1,l
i,K “

p(eq)pcp1qq ´ p(eq)pcp2qq
cm`1,l
i,K ´ cmi,K

, (5.73)

where

cp1q “
´

cm`1,l
1,K , . . . , cm`1,l

i,K , cmi`1,K , . . . , c
m
n,K

¯T
, (5.74)

cp2q “
´

cm`1,l
1,K , . . . , cm`1,l

i´1,K , c
m
i,K , . . . , c

m
n,K

¯T
. (5.75)

To compute the pressures, the phase equilibrium computation is used to determine the
number of phases and the equilibrium pressure.

8. Check convergence. If the convergence criteria are met, set

pm`1
K “ pm`1,l

K , cm`1
i,K “ cm`1,l

i,K , @K P τΩ,@i P pn, (5.76)
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(b) Examples H2–H4

Figure 5.1: Depiction of the physical situation in Example H1: EOC study (left), and the
structure of the mesh used in Examples H2–H4 (right).

and terminate the Algorithm. Otherwise, go to step 2. In this work, we terminate the
algorithm if the maximum number of iterations lmax is reached or the criterion

max

$

&

%

∥∥∥pm`1,l ´ pm`1,l´1
∥∥∥

‖pm`1,l‖
,
n
ÿ

i“1

∥∥∥cm`1,l
i ´ cm`1,l´1

i

∥∥∥∥∥∥cm`1,l
i

∥∥∥ ,

n
ÿ

i“1

∥∥∥Θm`1,l
i ´Θm`1,l´1

i

∥∥∥∥∥∥Θm`1,l
i

∥∥∥
,

.

-

ă ε,

(5.77)

is fulfilled. In the previous equation ‖¨‖ is the L2pΩq norm and ε is a given tolerance.

5.3 Examples

In this section, we provide numerical examples showing the behaviour of the numerical scheme
presented in Section 5.2. In all examples, the computation domain Ω is a square domain of size
50ˆ50 meters with porosity φ “ 0.2 and isotropic permeability

K “ k

ˆ

1 0
0 1

˙

, (5.78)

where k “ 9.87 ˆ 10´15 m2 “ 10 mD. The ε tolerance is set to ε “ 10´5, and the maximum
number of inner iterations is set to lmax “ 30.

5.3.1 Example H1: EOC study

In the first example, we simulate the injection of methane (C1) into a horizontal (i.e., no gravity)
reservoir. The reservoir is initially filled with a propane (C3) at a constant pressure p “ 6.9 MPa
and temperature T “ 311 K. The binary interaction coefficient is δC1´C3

“ 0.0365. Methane
is injected at the left top corner and the propane is produced at the right side, see Figure 5.1a
for the visualization. The rate of the injection is 85 m2 per day at atmospheric pressure and
temperature 293 K. The boundary of the domain is impermeable except for the right side where
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mesh
∥∥∥Eppqm ∥∥∥

1
EOCppq1

∥∥∥Eppqm ∥∥∥
2

EOCppq2

m “ 2ˆ 2ˆ 2 3.1159ˆ106 7.5965ˆ104

m “ 2ˆ 4ˆ 4 3.2525ˆ106 ´0.062 7.5602ˆ104 0.007
m “ 2ˆ 8ˆ 8 1.2495ˆ106 1.380 2.9422ˆ104 1.362
m “ 2ˆ 16ˆ 16 7.2306ˆ105 0.789 1.7179ˆ104 0.776
m “ 2ˆ 32ˆ 32 3.5328ˆ105 1.033 8.5044ˆ103 1.014

Table 5.1: The errors and experimental orders of convergence for the pressure p. The pseudo-
analytical solution is taken as a solution on a grid with m “ 2ˆ 64ˆ 64 elements. Example H1:
EOC study.

pressure p “ 6.9 MPa is maintained. The linear model given by equation (5.8) is used to compute
the relative permeability. The final time is set to tfinal “ 175 days. On this example, we verify
the convergence of the numerical scheme. To be best of our knowledge, there is no analytical
solution for the multi-phase compositional flow. Therefore, the numerical solution on the finest
mesh with m “ 8192 elements is taken as a pseudo-analytical solution. The experimental order
of convergence (EOC) is defined as

EOCpαqξ “

ln
∥∥∥Epαqm1

∥∥∥
ξ
´ ln

∥∥∥Epαqm2

∥∥∥
ξ

lnm2 ´ lnm1
, (5.79)

where
∥∥∥Epαqm1

∥∥∥
ξ
is the error of the α variable using mesh with m1 elements in norm ξ. The

experimental orders of convergence were computed at the final time between neighboring triangular
meshes with m “ 2ˆ 2ˆ 2, 2ˆ 4ˆ 4, 2ˆ 8ˆ 8, 2ˆ 16ˆ 16, 2ˆ 32ˆ 32 using the L1 and L2 norms.
The notation m “ 2ˆxˆy represents regular triangular mesh with x`1 nodes on the x-axis and
y nodes on the y-axis forming xˆy rectangles that are divided in half to create regular triangular
mesh with 2ˆxˆ y elements. The time step on the coarsest grid (m “ 8) is ∆t “ 50000 s. Then,
the time step is four times smaller for each mesh refinement (∆t „ m´1). In Figure 5.2, the
resulting computed state is presented on different meshes. The iso-lines of methane mole fraction
from 0.75 to 0.05 are depicted. The two-phase area is depicted in red color. The resulting errors
and EOC for the pressure and molar concentration of methane are presented in Tables 5.1 and
5.2. In the pressure variable, we observe that during the first refinement, the error even increases
in the L1 norm. The explanation could be that the first mesh, which has only eight elements,
is too coarse. Therefore, the numerical solution on this mesh is not comparable. The other
EOC are around one and at least 0.75. A similar situation is in the second variable - the molar
concentration of methane. Here, during the first refinement, the EOC in the L2 norm is small,
around 0.3. However, after the first refinement, the values of EOC increases and are around 0.6,
which is expected for the first order upwind on hyperbolic problems with discontinuous solutions
(see Leveque (2004)).

5.3.2 Example H2: C1 injection

In the second example, we simulate the injection of methane (C1) into a reservoir. The reservoir
is initially filled with a propane (C3) at a constant pressure p “ 6.9 MPa and temperature
T “ 311 K. The methane (C1) is injected at the right bottom corner. The rate of the injection is
85 m2 per day at atmospheric pressure and temperature 293 K. The binary interaction coefficient
is δC1´C3

“ 0.0365. The boundary of the domain is impermeable except for the outflow corner
where pressure p “ 6.9 MPa is maintained. The linear model given by equation (5.8) is used to



5.3. Examples 167

0.05

0.75

(a) 2ˆ 2ˆ 2 elements

0.05

0.75

(b) 2ˆ 4ˆ 4 elements

0.05

0.75

(c) 2ˆ 8ˆ 8 elements

0.05

0.75

(d) 2ˆ 16ˆ 16 elements

0.75

0.05

(e) 2ˆ 32ˆ 32 elements

0.75

0.05

(f) 2ˆ 64ˆ 64 elements

Figure 5.2: The iso-lines of methane mole fraction in final time tfinal “ 175 days. The values are
from 0.05 to 0.75 with step size 0.1. The two-phase area is depicted in red color. Example H1:
EOC study.
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q

2

m “ 2ˆ 2ˆ 2 1.0677ˆ106 3.2790ˆ104

m “ 2ˆ 4ˆ 4 6.7335ˆ105 0.665 2.5486ˆ104 0.364
m “ 2ˆ 8ˆ 8 4.2968ˆ105 0.648 1.7389ˆ104 0.552
m “ 2ˆ 16ˆ 16 2.5000ˆ105 0.781 1.0722ˆ104 0.698
m “ 2ˆ 32ˆ 32 1.0935ˆ105 1.193 5.0671ˆ103 1.081

Table 5.2: The errors and experimental orders of convergence for the methane concentration cC1
.

The pseudo-analytical solution is taken as a solution on a grid with m “ 2ˆ 64ˆ 64 elements.
Example H1: EOC study.

compute the relative permeability. In this example, we use a triangular mesh with 2ˆ 20ˆ 20
elements, i.e., total 400 elements are used. The scheme of the mesh is presented in Figure 5.1b.

First, we simulate a horizontal cut through the reservoir, i.e., the gravity is neglected. The
final time is set to tfinal “ 365 days and the time step is ∆t “ 1000 seconds. In Figure 5.3, the
iso-lines of methane mole fraction at different times are depicted. The values are from 0.05 to
0.95 with a step size 0.1. Moreover, in Figure 5.3, the two-phase region is depicted in red color.

Second, we simulate a vertical cut through the reservoir, i.e., the gravity is considered with
the gravity vector g “ p0,´9.81q m s´2. The final time is set to tfinal “ 200 days and the time
step is ∆t “ 1000 seconds. In Figure 5.4, the iso-lines of methane mole fraction at different times
are depicted. The values are from 0.05 to 0.95 with a step size 0.1. Moreover, in Figure 5.4, the
two-phase region is depicted in red color.

5.3.3 Example H3: CO2 injection

In the third example, we simulate the injection of carbon dioxide (CO2) into a reservoir. The
reservoir is initially filled with pure propane (C3) at a constant pressure p “ 5 MPa and
temperature T “ 311 K. The CO2 is injected at the right bottom corner. The rate of the
injection is 85 m2 per day at atmospheric pressure and temperature 293 K. The binary interaction
coefficient is δC1´C3

“ 0.15. The boundary of the domain is impermeable except for the outflow
corner where pressure p “ 5 MPa is maintained. The linear model given by equation (5.8) is used
to compute the relative permeability. In this example, we use a triangular mesh with 2ˆ 20ˆ 20
elements, i.e., total 400 elements are used. The scheme of the mesh is presented in Figure 5.1b.

First, we simulate a horizontal cut through the reservoir, i.e., the gravity is neglected. The
final time is set to tfinal “ 365 days and the time step is ∆t “ 500 seconds. In Figure 5.5, the
iso-lines of carbon dioxide mole fraction at different times are depicted. The values are from 0.05
to 0.95 with step size 0.1. Moreover, in Figure 5.5, the two-phase region is depicted in red color.

Second, we simulate a vertical cut through the reservoir, i.e., the gravity is considered with
the gravity vector g “ p0,´9.81q m s´2. The final time is set to tfinal “ 200 days and the time
step is ∆t “ 500 seconds. In Figure 5.6, the iso-lines of methane mole fraction at different times
are depicted. The values are from 0.05 to 0.95 with a step size 0.1. Moreover, in Figure 5.6, the
two-phase region is depicted in red color.

5.3.4 Example H4: CO2 injection into oil

Lastly, we again simulate injection of carbon dioxide (CO2) into a reservoir. However, here, the
reservoir is initially filled with a multi-component mixture representing oil at a constant pressure
p “ 27.6 MPa and temperature T “ 403.15 K. The oil is modelled using two components – nitrogen
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Figure 5.3: The iso-lines of methane mole fraction in different times. The values are from 0.05 to
0.95 with step size 0.1. The two-phase area is depicted in red color. Example H2: C1 injection
without gravity.

(N2), methane (C1), and five pseudo-components representing higher alkanes – PC2-3, PC4–5,
PC6–10, PC11–24, and PC25+. The initial mole fractions are xCO2

“ 0.0086, xN2
“ 0.0028, xC1

“

0.4451, xPC2´3
“ 0.1207, xPC4´5

“ 0.0505, xPC6´10
“ 0.1328, xPC11´24

“ 0.1660, xPC25`
“ 0.0735.

The binary interaction coefficients are presented in Table 5.3. The data are taken over from
Polívka and Mikyška (2014). The boundary of the domain is impermeable except for the outflow
corner where pressure p “ 27.6 MPa is maintained. The CO2 is injected at the right bottom
corner. The rate of the injection is 266.66 m2 per day at atmospheric pressure and temperature
293 K. The quadratic model given by equation (5.9) is used to compute the relative permeability.
In this example, we use a triangular mesh with 2ˆ 20ˆ 20 elements, i.e., total 400 elements are
used. The scheme of the mesh is presented in Figure 5.1b.

In this example, we only simulate a horizontal cut through the reservoir, i.e., the gravity
is neglected. The final time is set to tfinal “ 300 days and the time step is ∆t “ 1000 seconds.
In Figure 5.7, the iso-lines of carbon dioxide mole fraction at different times are depicted. The
values are from 0.05 to 0.95 with step size 0.1. Moreover, in Figure 5.7, the two-phase region is
depicted in red color.
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Figure 5.4: The iso-lines of methane mole fraction in different times. The values are from 0.05 to
0.95 with step size 0.1. The two-phase area is depicted in red color. Example H2: C1 injection
with gravity.

CO2 N2 C1 PC2-3 PC4-5 PC6-10 PC11-24 PC25+

CO2 0 0 0.15 0.15 0.15 0.15 0.15 0.08
N2 0 0 0.10 0.10 0.10 0.10 0.10 0.10
C1 0.15 0.1 0.0 0.0346 0.0392 0.0469 0.0635 0.1052
PC2-3 0.15 0.1 0.0346 0 0 0 0 0
PC4-5 0.15 0.1 0.0392 0 0 0 0 0
PC6-10 0.15 0.1 0.0469 0 0 0 0 0
PC11-24 0.15 0.1 0.0635 0 0 0 0 0
PC25+ 0.15 0.1 0.1052 0 0 0 0 0

Table 5.3: The binary interaction coefficients. Data taken over from Polívka and Mikyška (2014).
Example H4: CO2 injection into oil.
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Figure 5.5: The iso-lines of carbon dioxide mole fraction in different times. The values are from
0.05 to 0.95 with step size 0.1. The two-phase area is depicted in red color. Example H3: CO2
injection without gravity.
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Figure 5.6: The iso-lines of carbon dioxide mole fraction in different times. The values are from
0.05 to 0.95 with step size 0.1. The two-phase area is depicted in red color. Example H3: CO2
injection with gravity.
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Figure 5.7: The iso-lines of carbon dioxide mole fraction in different times. The values are from
0.05 to 0.95 with step size 0.1. The two-phase area is depicted in red color. Example H4: CO2
injection into oil without gravity.





Conclusion 6
We have presented the mathematical model and possible numerical solutions of the phase stability
testing and phase equilibrium computation problems. The mathematical model has been based
on the unified framework in which an arbitrary specification or an equation of state can be used.
Moreover, we have presented a possible application of the phase equilibrium computation in the
modelling of the multi-phase compositional simulations in a porous medium.

In this thesis, we have started with the equilibrium thermodynamics. We have presented the
basic principles and derived the essential equations needed in this thesis. Then, the main parts
of this thesis has been presented.

Phase stability testing

In Chapter 3, the phase stability testing problem has been discussed. We have proposed a unified
formulation of the phase stability testing problems for multi-component mixtures. We have verified
that this formulation covers the V TN -, UV N -, and PTN -specifications. A unified condition of
stability has been derived. The condition of stability leads to a non-convex optimization problem.
We have presented various numerical strategies for solving this global optimization problem.
First, we have presented the SSI (Successive Substitution Iteration) method, which is one of the
most popular methods. However, this method suffers from slow convergence at the vicinity of
the critical points, and the computation time rises unacceptable. Moreover, a unified formulation
of the problem could not be used, and each specification had to be solved separably. Therefore,
we have proposed a local optimization method based on the Newton–Raphson method with
multiple initial approximations. The modified Cholesky decomposition has been used to ensure
the convergence toward a minimum. Moreover, we have presented an alternative approach for
the computation of the increment in the Newton–Raphson method. Using the structure of the
Hessian matrix, we have derived a simple procedure for solving the system of linear equations
arising from the linearization of the V TN -phase stability problem. The significant advantage of
this method is that the Hessian matrix does not have to be even assembled, and the computation
times can be decreased. Then, the system has been solved using the sequential usage of the
Sherman–Morrison iterations. However, using the local Newton–Raphson method, there is no
guarantee that the algorithm is going to converge toward the global minimum. Therefore, we have
proposed a global optimization method that has to converge toward the global minimum. We
have presented a global optimization algorithm for the V TN -phase stability testing based on the
Branch and Bound strategy. In this strategy, an underestimate convex function of the objective
function has to be defined. We have developed a strategy based on the convex-concave splitting of
the Helmholtz free energy function. We have presented two different splitting strategies; one our
own, the second has been found in the literature. Using a global deterministic method, the global
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minimum is always found. However, the computation can exceed a reasonable time, and its usage
is limited. Therefore, we have presented global minimization methods based on the heuristical
approach. In contrast to deterministic, the heuristical approach should solve the problem faster.
However, this is only a trade-off of the mathematical certainty of finding the minimum for speed.
We have compared the performance of five different evolution strategies: Differential Evolution,
Cuckoo Search, Harmony Search, CMA-ES, and Elephant Herding Optimization.

All presented algorithms for solving the phase stability testing problem have been tested on
numerous examples from the literature.

First, we have shown the performance of the numerical algorithm based on the Newton–
Raphson method using the unified formulation of the phase stability testing. In all examples,
the algorithm proceeded without any difficulties in both V TN and PTN specifications. In
one example, to correctly model the water, we used the Peng–Robinson equation of state with
association. Even with this more complex equation of state, the algorithm found the minima
of the TPD function successfully in all cases. Then, the procedure for solving the system of
linear equations arising from the linearization of the V TN -phase stability problem using the
Sherman–Morrison iterations has been tested. The actual speed-up of the computation has been
presented in two computational studies. In both examples, the new algorithm was able to reduce
the computation times if the number of components was at least 10. For smaller mixtures, the
classical algorithm is preferred. For the mixtures with 45 components, the computation speed-ups
for examples C1 and C2 were 4.75 and 3.66, respectively. Moreover, we have shown that in the
stable area, where more calculation has to be performed, the speed-up is even higher. Then, we
tested the global optimization method based on the Branch and Bound strategy. In our tests, our
new splitting strategy was at least ten times faster than the splitting from Kou and Sun (2018)
with binary mixtures. In case of a four-component mixture, the strategy from Kou and Sun (2018)
needed the maximum number of iterations in almost all cases. Therefore, the difference between
the splitting strategies in this example was not that significant. Furthermore, in one example, we
managed to find a solution that previously used locally convergent algorithms have not detected.
However, the computation times are higher than the times with a stand-alone gradient method,
so the usability in large scale algorithms is only possible for mixtures with a small number of
components. Then, we have compared the global heuristical algorithms on two examples from
the literature. The best performance had the Differential Evolution and CMA-ES algorithm.
The other three algorithms had not been able to find the solution in most cases. Moreover, we
have performed the Wilcoxon signed-rank test to prove the significant difference between the
methods. All pairwise tests resulted in the rejection of the hypothesis about the median equality.
The highest p-value was less than 10´9. However, none of the evolution strategies found the
solution in 100 percent of cases. Therefore, the usage of these algorithms in the area of chemical
engineering is limited. Even more, in comparison with the classical Newton–Raphson method
with line-search, the computation times of the evolution strategies were significantly higher.
Lastly, we have tested the SSI method in the three main specifications: V TN , UV N , and PTN .
The method solves the PTN -specification without any difficulties. Moreover, the combination of
the Newton–Raphson and SSI has seemed to be a robust option. However, in the V TN -, and
UV N -specification, the method has encountered a problem with convergence in the stable area.

Phase equilibrium computation

In Chapter 4, the phase equilibrium computation for multi-component mixtures has been
discussed. We have presented a unified formulation of this problem and have verified that
the formulation covers the V TN -, UV N -, and PTN -specification. The unified formulation
transforms the phase equilibrium problem into a global non-convex optimization problem with
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constraints. We have presented a numerical algorithm based on the elimination of the constraints
and the Newton–Raphson method. The algorithm has been designed to find the equilibrium state
with a priori given number of phases. As the number of phases is in practice a priori unknown,
we have presented a strategy for computation of the equilibrium state without a priori given
number of phases. This strategy has been based on the repeated phase stability testing and
phase split computation until a stable state is found.

The numerical algorithm for solving the phase equilibrium computation has been tested on
examples from the literature. First, examples showing the performance in the UV N -specification
has been presented. In all cases, the algorithm proceeded without difficulties and has found a
sequence of states with increasing value of the total entropy converging towards an equilibrium
state consisting of up to three phases. Thanks to this property, convergence towards the trivial
solution does not occur. Using the initial guess in the UV N -flash from the UV N -stability analysis
allows avoiding the need for estimates of the pressure and temperature of the system, which were
required in the previous works. The numerical difficulties mentioned in Castier (2009), which
required some parts of the algorithm to be performed in the complex arithmetics, are thus avoided.
Then, as we verify that the general formulation of the phase equilibrium problems represent
commonly used flash formulations in our own examples, we have compared the behaviour of
V TN -, UV N -, and PTN - flash computation using the elimination method in different physical
situations. In the presented examples, we have demonstrated that these formulations are not
equivalent, and the computation can proceed very differently. Especially in our implementation
of the PTN -flash computation, the number of iterations needed for convergence strongly differs
from the other two formulations. We have compared our implementation of the PTN -flash
with a conventional PTN -flash solver. In Example G2: mixture C1´CO2´C16 and Example
G3: mixture CO2´N2´Ci, we observed that the conventional solver found a solution in fewer
iterations than ours. However, the results were different, and by comparing the values of the
Gibbs free energy, we find that our phase split is more precise. In Example G4: mixture C1´CO2
and Example G5: mixture C1´CO2´H2S, in the vicinity of the phase boundary, our PTN solver
needed more iterations. We have observed the same behaviour of the conventional solver in one
of these examples, while in the other example, the conventional solver performed well even when
approaching the phase boundary.

Compositional simulations

In Chapter 5, we have presented a possible application of the phase equilibrium computation in
the multi-phase compositional flow in a porous medium. The mathematical model has consisted
of the mass conservation equations for each component, extended Darcy’s law for the velocity
field of each phase, and the pressure equation for the pressure field. The numerical solution
has been based on a mixed-hybrid finite element method and a novel iterative IMPEC scheme.
Unlike in traditional solvers, the local thermodynamical behaviour has been determined by the
phase equilibrium computation in the V TN -specification. We have provided examples showing
the performance of the numerical scheme. The converge of the numerical algorithm has been
verified using the experimental orders of convergence (EOC).





Appendices

179





Component database A
Here, we present chemical properties of all component used in examples. The data comes from
various research papers and books, mainly Reid et al. (1987) and Firoozabadi (2016). The
components are listed by their ID used in this thesis and the values are:

Tc [K] . . . . . . . . . . . . . . . . . . . . . . . . . critical temperature,
Pc [MPa] . . . . . . . . . . . . . . . . . . . . . . critical pressure,
ω [-] . . . . . . . . . . . . . . . . . . . . . . . . . . acentric factor,
M [g mol´1] . . . . . . . . . . . . . . . . . . . molar weight,

αk [J mol´1 K´k´1] . . . . . . . . . . . . correlation coefficients for cpigqp “
3
ř

k“0
T kαk.

The correlation coefficients αi are only listed for components where the UV N -specification
was used.

ID Tc Pc ω M α0 α1 ˆ 101 α2 ˆ 104 α3 ˆ 108

components

N2 126.21 3.390 0.0390 28.0 31.15 ´0.1357 0.2680 0.0293
CO2 304.14 7.375 0.2390 44.0 19.80 0.7344 ´0.5602 ´1.715
H2S 373.20 8.940 0.0810 34.1 31.94 0.014 63 0.2432 ´1.176
C1 190.56 4.599 0.0110 16.04 19.25 0.5213 0.1197 ´1.132
C2 305.32 4.872 0.0990 30.10 5.409 1.781 ´0.6938 0.8713
C3 369.83 4.248 0.1530 44.096 ´4.224 3.063 ´1.586 3.215
C3H6 364.9 4.600 0.144 42.08 3.710 2.345 ´1.160 2.205
iC4 408.20 3.650 0.1830 58.1 ´1.390 3.847 ´1.846 2.895
C4 425.12 3.796 0.1990 58.1 9.487 3.313 ´1.108 ´0.2822
iC5 460.40 3.380 0.2270 72.15 ´9.525 5.066 ´2.729 5.723
C5 469.70 3.370 0.2510 72.15 3.626 4.873 ´2.580 5.305
C6 507.40 3.012 0.2960 86.2 ´4.413 5.820 ´3.119 6.494
C7 556.45 2.675 0.2940 100.0
C8 574.76 2.330 0.4180 114.2
C9 593.07 2.155 0.4910 128.0
C10 617.07 2.110 0.5340 142.0
C11 638.24 1.974 0.5660 156.0
C12 657.81 2.167 0.7251 170.0
C13 675.69 2.044 0.7771 184.0
C14 691.84 1.925 0.8293 198.0
C15 702.79 1.824 0.8764 212.0
C16 715.63 1.725 0.9271 226.0 ´69.02 16.54 ´9.613 21.43
C17 728.11 1.634 0.9771 240.0
C18 738.13 1.557 1.0237 254.0
C19 749.76 1.474 1.0788 268.0
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ID Tc Pc ω M α0 α1 ˆ 101 α2 ˆ 104 α3 ˆ 108

C20 758.61 1.408 1.1280 282.0
C21 768.11 1.348 1.1761 296.0
C22 777.55 1.292 1.2254 310.0
C23 787.12 1.238 1.2781 324.0
C24 795.55 1.190 1.3315 338.0
C25 803.69 1.147 1.3834 352.0
C26 810.22 1.114 1.4295 366.0
C27 819.52 1.074 1.4859 380.0
C28 824.86 1.047 1.5342 394.0
C29 831.36 1.019 1.5849 408.0
C30 837.94 0.993 1.6385 422.0
C31 845.34 0.970 1.6877 436.0
C32 851.87 0.948 1.7432 450.0
C33 858.49 0.927 1.8019 464.0
C34 863.52 0.911 1.8543 478.0
C35 869.83 0.895 1.9092 492.0
C36 874.79 0.881 1.9629 506.0
C37 880.83 0.869 2.0137 520.0
C38 886.00 0.857 2.0742 534.0
C39 891.18 0.846 2.1365 548.0
H2O 647.3 22.12 0.3440 18.015 32.24 0.019 24 0.1055 ´0.3596
pseudo-components

PC1 333.91 5.329 0.1113 34.64
PC2 456.25 3.445 0.2344 69.52
PC3 590.76 2.376 0.4470 124.57
C7+ 647.59 2.224 0.7006 164.7 ´5.146 6.762 ´3.651 7.658
C12+ 742.58 1.341 0.9125 248.3
C20+ 793.40 1.202 1.3175 334.0
C25+ 849.61 0.99 1.6043 437.75
C30+ 860.39 0.800 1.7500 550.0
C40+ 896.12 0.837 2.1941 562.0
PC6-9 547.43 3.03 0.4099 103.56
PC10-14 643.77 2.29 0.6714 161.99
PC15-19 724.23 1.70 0.9296 233.97
PC20-24 777.38 1.34 1.1603 302.66

Table A.1: Database of components and pseudo-components used in Examples.



Miscellaneous equations B
B.1 Viscosity model

The dynamic viscosity ηα is calculated using the Lohrenz, Bray, and Clark model presented in
Lohrenz et al. (1964). According to Lohrenz et al. (1964), the scientific units of measurement
have to be used: temperature in the kelvin [K], pressure in the atmosphere [atm], and molar
weights in the pound per pound-mole [lb lb-mol´1]. Here, we briefly present the algorithm. First,
the zero viscosity η0 of the i-th component is computed using

η0,i “

$

&

%

17.78 p4.580Tr,i´1.67q
5
8

ζi
ˆ 10´5, Tr,i ą 1.5,

34.0T
0.94
r,i

ζi
ˆ 10´5, Tr,i ď 1.5,

(B.1)

where Tr,i “ T {Tc,i is the reduced temperature, and ζi is the viscosity reducing parameter defined
as

ζi “
T

1
6
c,i

?
MiP

2
3
c,i

. (B.2)

Then, the dynamic viscosity at the atmospheric pressure η˚α is computed using

η˚α “

n
ř

i“1
ziη0,i

?
Mi

n
ř

i“1
zi
?
Mi

, (B.3)

where zi is mole fraction of the i-th component. To conclude, the dynamic viscosity of the phase
α is computed using

ηα “ η˚α ` ξ
´1
m

`

0.1023` 0.023364ρr ` 0.058533ρ2
r ´ 0.040758ρ3

r ` 0.0093324ρ4
r

˘4
´ 10´4, (B.4)

where ρr is the reduced mass density, and ξm is mixture viscosity parameter defined as

ξm “

ˆ

n
ř

i“1
ziTc,i

˙
1
6

c

n
ř

i“1
ziMi

ˆ

n
ř

i“1
ziPc,i

˙
2
3
. (B.5)

183



184 B. Miscellaneous equations

B.2 Computation of Bp(eq)

Bci

In this section, we present a method for the computation of the Θi coefficients which are defined
as

Θi pc1, . . . , cnq “
Bp(eq)

Bci
pc1, . . . , cnq . (B.6)

In the Π-phase equilibrium, the saturations, pressures, and chemical potentials satisfy
Π
ÿ

α“1
Sα “ 1, (B.7)

Π
ÿ

α“1
Sαcα,i “ ci, (B.8)

p(EOS) pcα,1, . . . , cα,nq “ p(EOS) pcβ,1, . . . , cβ,nq , α, β P pΠ, α ‰ β, (B.9)

µ
(EOS)
i pcα,1, . . . , cα,nq “ µ

(EOS)
i pcβ,1, . . . , cβ,nq , α, β P pΠ, α ‰ β. (B.10)

First two equations represent the conservation of volume and mass (see Section 4.1.2), the third
and fourth are the necessary equilibrium conditions (see Section 2.1.3). Therefore, we have
2` p1` nq

`Π
2
˘

equations. Differentiation these equations with respect to cj (other ci are kept
constant) results in

Π
ÿ

α“1

BSα
Bcj

pc1, . . . , cnq “ 0, (B.11)

Π
ÿ

α“1

ˆ

BSα
Bcj

pc1, . . . , cnq cα,i ` Sα
Bcα,i
Bcj

pc1, . . . , cnq

˙

“ δi,j , (B.12)

n
ÿ

k“1

Bp(EOS)

Bcα,k
pcα,1, . . . , cα,nq

Bcα,k
Bcj

pc1, . . . , cnq

“

n
ÿ

k“1

Bp(EOS)

Bcβ,k
pcβ,1, . . . , cβ,nq

Bcβ,k
Bcj

pc1, . . . , cnq ,

(B.13)

n
ÿ

k“1

Bµ
(EOS)
i

Bcα,k
pcα,1, . . . , cα,nq

Bcα,k
Bcj

pc1, . . . , cnq

“

n
ÿ

k“1

Bµ
(EOS)
i

Bcβ,k
pcβ,1, . . . , cβ,nq

Bcβ,k
Bcj

pc1, . . . , cnq

(B.14)

The unknowns in the previous system are
BSα
Bcj

pc1, . . . , cnq ,
Bcα,i
Bcj

pc1, . . . , cnq (B.15)

for i, j P pn and α P pΠ. Therefore, we have Πn`Πn2 unknowns. Since

Bp(eq)

Bci
pc1, . . . , cnq “

n
ÿ

k“1

Bp(EOS)

Bcα,k
pcα,1, . . . , cα,nq

Bcα,k
Bci

, (B.16)

the unknown derivatives Θi “
Bp(eq)

Bci
are the right or left hand side of the equation (B.13) for an

arbitrary α or β in pΠ. The solution of the linear system given by equations (B.11)–(B.14) can
be solved using LU decomposition.
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