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Abstract
This work is focused on the search of electro-weak production of two Z bosons
accompanied by a pair of jets in proton-proton collisions with the ATLAS detec-
tor at the LHC in CERN. The effort aspires to be a basis for further research
of vector boson scattering phenomena with two Z bosons in the final-state de-
caying into charged leptons. The search exploits ATLAS proton-proton colli-
sion data corresponding to 139 fb−1 of integrated luminosity, acquired at 13 TeV
center-of-mass energy in proton-proton collisions during the Run 2 period of LHC.
The background-only hypothesis is excluded with statistical significance of 5.8σ,
and the fiducial ZZjj EW production cross-section is measured to be σEW =
0.36+0.09

−0.09(stat.)+0.05
−0.05(syst.) fb, with no significant deviation from the standard model

prediction. This makes the measurement, together with simultaneous indepen-
dent results from the ATLAS and CMS experiments [1, 2], the first observation of
electro-weak production of two Z bosons in four-lepton channel.

Abstrakt
Tato práce je zaměřena na hledání elektroslabé produkce dvou Z bosonů do-
provázených dvojicí spršek při proton-proton srážkách v detektoru ATLAS na
LHC v CERNu. Pokládá základ pro další výzkum rozptylu vektorových bosonů
se dvěma Z bosony v konečném stavu, rozpadajících se na nabité leptony. Pátrání
po těchto jevech využívá kolizní data experimentu ATLAS se 139 fb−1 integrované
luminosity, získaná při 13 TeV srážkách protonů s protony během období Run
2 na LHC. Oproti statistickému pozadí jsou tyto jevy potvrzeny se statistickou
významností 5.8σ, a účinný průřez elektro-slabé produkce ZZjj je změřen jako
σEW = 0.36+0.09

−0.09(stat.)+0.05
−0.05(syst.) fb, bez významné odchylky od predikcí standard-

ního modelu. Toto měření je spolu s nezávislými výsledky experimentů ATLAS a
CMS [1, 2] prvním pozorováním elektro-slabé produkce dvou Z bosonů ve čtyř-
leptonovém kanálu.
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Chapter 1

Introduction

During the first data-taking period of the Large Hadron Collider (LHC), a long
time missing puzzle-piece of the Standard Model (SM) was discovered. The obser-
vation of a new scalar particle during the search for the SM Higgs boson, performed
by the ATLAS and CMS experiments in 2012 [3, 4], was a huge success of both the-
oretical and experimental particle physics. The theory demonstrated its predictive
power by proposing the Brout-Englert-Higgs (BEH) mechanism, that suggested the
existence of such a particle in 1964 [5, 6] and the experiments confirmed it by the
discovery of this hard-to-find particle after almost a half of century.

All the ingredients participating in the Electro-Weak Symmetry Breaking
(EWSB) of SM were collected, so, further investigations of the mechanism can ad-
vance in two main ways: precise measurements of properties of the acting particles
or scrutiny of the processes associated to the EWSB. Since the fundamental prop-
erties of Electro-Weak (EW) bosons were already measured by the Large Electron
Positron collider (LEP) and Tevatron, the former way would be focused primarily
on the Higgs boson and precise measurements in the Higgs factories such as the
ILC, CLIC, and FCC-ee, as well as in the high-luminosity LHC, during Run 3 of
the LHC, or in another future collider [7–10]. The latter way is a newly opening
field of the EW sector of SM, since the LHC provides large enough data sample to
probe even the rare EW interactions.

Self-interaction between EWK intermediate vector bosons is directly connected
with BEH mechanism and EWSB [11]. It is the existence of the Higgs boson that
complements the rest of the SM in such a way, that it cancels out unphysical
divergences in vector boson scattering (VBS) and restores unitarity that would
otherwise be violated already at the energy scale of the LHC. Importance of the
VBS processes lies also in the fact that some of the theories beyond the Stan-
dard Model (BSM) such as Supersymmetry [12], Composite Higgs [13], and Little
Higgs [14] include mechanisms that make VBS differ from SM predictions at very
high energies (over 100 TeV). Precise measurements of VBS cross-sections enable
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not only a verification of the SM, but are also suitable for a BSM phenomena
search.

The VBS processes in proton-proton collisions are accessible only through a
measurement of EW production of the bosons accompanied by two jets. The
EW production is a superior class of processes to VBS, where the VBS plays a
significant role, sharing the importance and sensitivity to the phenomenology of
both SM and BSM physics. In the final-state of processes like these, the jets play an
important role for the VBS tagging. The two hadronic jets are remnants of quarks
that were kicked-out of a proton after the emission of heavy vector bosons and are
completing the typical signature of VBS processes. One of the most rare channels
is the four-lepton ZZjj VBS channel, too rare to be visible even in full Run 2 LHC
data. Hence this work is focused on a measurement of ZZjj EW production, to
which the VBS is a part. This process has never been measured before, so, this
thesis (and the related work published in reviewed journals) presents the first
complete study of the ZZjj EW production. The CMS collaboration carried out
an independent study of the production with 139 fb−1 of data, which claims a four
σ observation as well.

Similar studies have been carried out at the LHC with different vector bosons in
a fully leptonic channel such as the W±W±jj and W±Zjj processes, which found
no deviations from the SM to this date [15, 16] and [17, 18]. The semileptonic
channels V V jj (V denotes Z or W boson) with one boson decaying to two jets
still wait for evidence [19].

This work studies the four-lepton ZZjj EW channel at unprecedented 13 TeV
center-of-mass energy. Even though this channel suffers from a small cross-section,
it provides a very clean final-state, with two Z bosons decaying into four leptons,
excluding the semileptonic final-state with neutrinos. The main goal is the ex-
traction of EW production significance over background accompanied by a mea-
surement of inclusive production cross-section in VBS enhanced phase space. The
measurement exploits data corresponding to 139 fb−1 of the integrated luminosity,
acquired between years 2015-2018 in Run 2 of the LHC.

This thesis is closely related to publications [1, 20] where the author has sig-
nificantly contributed. In the work [20], the author and others have analyzed the
inclusive ZZ production in four-lepton channel at the ATLAS detector over the
years 2015 and 2016 with 36.1 fb−1 of data. A differential cross-section for this
process was measured as a function of 20 different variables which have theoreti-
cal and phenomenological implications since they are sensitive to the QCD nature
of the process, parton distribution functions of the proton, as well as initial and
final-state radiation effects. The author contributed to the area of jet analysis,
acquired important experiences to be able to exploit them towards the goal of his
work, the search for EW ZZjj production. This work was published on behalf of
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the ATLAS collaboration in the Physical Review D journal.
In the work [1], observation of the rare EW production of two Z bosons and

a pair of jets in the four-lepton channel is presented. The author contributed
primarily to the background estimate efforts. The results presented therein exclude
the hypothesis of no EW production with a statistical significance of 5.5 σ and
are consistent with SM predictions. This paper was submitted for publication
in the Nature Physics journal and is currently in the process of being reviewed.
The results were also presented at the conference ICHEP2020 in Prague. The
analysis is repeated in this document, borrowing some of the intermediate results
from the ATLAS collaboration analysis [1]. The result is replicated and even
brought some new information. The presented work is a stand-alone effort using
a comprehensive and independent framework developed by the author. Based on
the framework used for the inclusive ZZ production measurement.

This document is divided into several parts. The measurement motivation is
briefly discussed in Chapter 2, explaining the relation of VBS and EW production.
The experimental setup is discussed in Chapter 3, focusing on the LHC as well as
on the ATLAS detector. The analysis work itself starts with data and Monte Carlo
samples, as the input to the measurement in Chapter 4 followed by Chapter 5 dis-
cussing the analysis workflow and its origin in the inclusive ZZ production. The
executive part is started with an event selection in Chapter 6, followed by a back-
ground estimation in Chapter 7, and completed with a systematic uncertainties
scrutiny in Chapter 8. The final have two parts, a cross-section measurement of
inclusive ZZjj production in Chapter 10 and an extraction of EW signal strength
in Chapter 9.

The main analysis results extend the knowledge of SM, and the main analysis
task addresses specifically the EW sector. However, the presented document is
primarily a proof that the author mastered all important aspects of the analysis
process and is eligible to lead a similar analysis belonging to the efforts in the EW
sector of the SM and BSM searches.
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Chapter 2

Motivation

An in-depth study of scattering of electro-weak (EW) massive gauge bosons, called
Vector Boson Scattering (VBS), has several motivations. Brief discussion of some
will be introduced here as an invitation to the Standard Model (SM) section, where
corresponding theory fundamentals are discussed.

The mass of vector bosons implies a longitudinal polarization which cause a
divergence of cross-section at high energies, if not compensated. The scattering
realization via a Higgs boson exchange is significant in the VBS processes, playing
the role of the compensator. And finally, all bosons are incorporated into the SM
via an Electro-Weak Symmetry Breaking (EWSB) mechanism tailored to fit the
non-Abelian feature of the SM.

The VBS can therefore be seen as a complex test of the SM, from the EWSB
and non-Abelian perspective. Moreover, the VBS has a direct contribution of a
four-vertex interaction, which becomes accessible.

2.1 Standard Model

To shed more light to the origin of the VBS and motivation of its measurement,
necessary fundamentals of the SM will be described. This chapter introduces the
relevant parts of the model as a theoretical description of the EW interaction
and EWSB, while leaving the strong interaction details and phenomenological
classification of the elementary particles to the reader, recommending to have a
look for example in [21]. In the following text, the speed of light c and reduced
Planck constant h̄ are equal to one.

The SM Lagrangian is composed of several parts, describing the behavior of
nature, so far, up to the energies achievable at the LHC:

LSM = LEW + LHiggs + LYukawa + LQCD, (2.1)
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where the first two terms describe the EW interaction and EWSB mechanism
introducing the Higgs boson, while the third and fourth describes the fermion mass
generation through a Yukawa coupling and the strong interaction using quantum
chromodynamics (QCD) theory. The subsequent sections briefly describe the EW
unification, genesis of the EW gauge bosons, a way how the bosons acquire mass,
and the derivation of the boson self-interaction and interaction with the Higgs
field. Finally, the fermion mass generation by the Yukawa coupling is mentioned
at the end. For a more complete description of the aforementioned, see [22].

2.1.1 Electroweak Theory

The EW theory was developed between years 1961 and 1969 [23–25] by Glashow,
Salam, and Weinberg (GSW theory). As a result, the electromagnetic and weak
interactions are unified exploiting the SU(2)T3 and U(1)Q symmetry groups into
a new group SU(2)L × U(1)Y introducing a weak hypercharge

Y = Q− T3, (2.2)

where Q denotes a particle charge and T3 a weak isospin. Fermion currents of the
unified interaction couple only to the left-handed particles (denoted by L), which
are arranged into SU(2) doublets with the third component of the weak isospin
T3 = ±1/2. The right-handed fermions form SU(2) singlets with T3 = 0. The
electroweak Lagrangian has a kinetic term, describing the gauge fields only; and
an interaction term, describing their interaction with fermions, following a form

LEW = Lgauge + Lfermion = −1

4
BµνB

µν − 1

4
F a
µνF

aµν +
∑
fL,fR

ψ̄fL,R
iγµD

fL,R
µ ψfL,R

(2.3)

with a covariant derivative

D
fL,R
µ = ∂µ − igAaµ

τa

2
− ig′Y (f)

L,RBµ, (2.4)

where the gauge part of the Lagrangian can be decomposed using

F a
µν = ∂µA

a
ν − ∂νAaµ + gεabcAbµA

c
ν (2.5)

and

Bµν = ∂µBν − ∂νBµ,
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where γ and τ denote the Dirac and Pauli matrices. The triplet Aaµ (a = 1, 2, 3)
denotes Yang–Mills fields corresponding to the weak isospin subgroup SU(2), and
Bµ represents a gauge field associated to the weak hypercharge subgroup U(1). If
the covariant derivative acts on a right-handed singlet (ψfR), the non-Abelian part
naturally disappears, since the SU(2) generators τa are trivial. The left-handed
doublets ψfL are formed as

ψ`L =

(
ν`L
`L

)
, (2.6)

deliberately placing the neutrino to the top, which ensures the doublet constituents
have the same hypercharge YL = −0.5, signaling they belong to the same lepton
current. The ` denotes the lepton families, however the doublet can be formed of
quarks as well, in the same manner placing the family member with higher charge
on top. The coupling constants g and g′, introduced in the Lagrangian through
the covariant derivative (2.4), are related according to

g sin θW = g′ cos θW = e (2.7)

with the weak mixing angle θW and the electromagnetic coupling constant e. The
Aaµ and Bµ are rather abstract gauge fields without an association to real particles.
However, the physical meaning can be revealed after application of an appropriate
transformation based on linear combinations of the fields. The charged fields W±

µ

are defined by

W±
µ =

1√
2

(A1
µ ∓ A2

µ), (2.8)

representing weak charged currents. A neutral weak current is represented by
Zµ and together with electromagnetic boson Aµ are obtained via an orthogonal
transformation

Bµ = cos θWAµ − sin θWZµ,

A3
µ = sin θWAµ + cos θWZµ.

(2.9)

The last transformation recovers the massless photon of electromagnetic interac-
tion at first glance hidden in the Lagrangian (2.3). The weak interaction is handled
by three newly born real bosons W± and Z. The EW unification manifests itself
already by a formulation of Equation (2.7). Two artificially added couplings g
and g′ relate to each other, and furthermore, to the coupling e. This in principle
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represents the EW unification and birth of a new EW interaction with g coupling,
denoted as αEW.

Once the EW bosons are established, an investigation on their interactions is
desirable. The gauge part of the electroweak Lagrangian (2.3) can be decomposed
firstly to non-diagonal part choosing τ 1 and τ 2, which leads to a derivation of
the charged current weak interaction Lagrangian, and the diagonal part with the
third Pauli matrix and the Abelian part of covariant derivative. The diagonal
part, after the transformation (2.9), leads to the neutral current weak interaction
and electromagnetic interaction Lagrangians. The former is directly involved in
the VBS via exchange of a Z boson.

The interactions of massive vector bosons are of a special interest in the VBS
phenomenology since they define the scattering realizations. The corresponding
Lagrangians are derived from the gauge part of the (2.3) after a decomposition
using (2.5) and exclusion of the kinetic terms. The decomposition comes from a
fact that the gauge field tensor can be expressed in terms of the commutator of
covariant derivatives, namely

−igFµν = [Dµ, Dν ].

Finally, the EW interaction couplings of the W±, Z0, and photon get a shape of

LWWγ =− ie(AµW−
ν

↔

∂µW+µ +W−
µ W

+
ν

↔

∂µAν +W+
µ Aν

↔

∂µW−ν),

LWWZ =− ig cos θW(ZµW
−
ν

↔

∂µW+µ +W−
µ W

+
ν

↔

∂µZν +W+
µ Zν

↔

∂µW−ν),

LWWγγ =− e2(W−
µ W

+µAνA
ν −W−

µ A
µW+

ν A
ν),

LWWZZ =− g2 cos2 θW(W−
µ W

+µZνZ
ν −W−

µ Z
µW+

ν Z
ν),

LWWWW =
1

2
g2(W−

µ W
−µW+

ν W
+ν −W−

µ W
+µW−

ν W
+ν),

LWWZγ = g2 sin θW cos θW×
(−2W−

µ W
+µAνZ

ν +W−
µ Z

µW+
ν A

ν +W−
µ A

µW+
ν Z

ν),

(2.10)

where the symbol
↔

∂ is defined by f(∂g)− (∂f)g. The terms in brackets define the
vertex shape in sense of the Feynman diagrams, while the coefficient expresses the
coupling strength.

The briefly sketched theory of the EW boson interactions, reveals a very in-
teresting SM phenomena connected to the VBS, the electro-weak three- and four-
vertices or triple and quartic gauge couplings (QGC). The triple gauge couplings
were already measured at the Large Electron Positron collider [26–28] together
with the QGC involving two photons (WWγγ) [29, 30], as the first probe of the
phenomenon. However, the couplings composed entirely of the EW bosons, typ-
ical for the VBS, start to be accessible only at the LHC, namely WWWW and
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WWZZ. The remainingWWZγ coupling also deserves attention, since an off-shell
Z boson is experimentally indistinguishable from an off-shell γ particle. This is the
reason why theWγ and Zγ are sometimes also considered as VBS channels. Since
the VBS channels include a contribution of various types of couplings, it makes
the scattering measurement a very sensitive test of the SM. Especially, when tak-
ing the couplings into account as a compensation of a divergent behavior of the
intermediate vector boson (IVB) model in the high energy region.

The high energy misbehavior of Z and W± bosons is tightly connected with
their non-zero mass implying a longitudinal polarization component. The mass of
weak gauge bosons is directly generated by employing the second part part of the
SM Lagrangian, LHiggs.

2.1.2 Electro-Weak Symmetry Breaking

The EW boson mass terms can not be added to the model simply by hand, since
the gauge invariance as well as the renormalizability would be violated. The mass is
acquired by adoption of a cognac bottle (or Goldstone) potential into the SU(2)×
U(1) gauge theory. The mechanism was proposed by Brout, Englert, and Higgs
in the 1960s [5, 6], called BEH or simply Higgs mechanism. The mechanism is
tailored for the mass generation of three weak bosons and at least one massive
scalar boson. Thus, it is clear that one has to start with at least four real scalar
fields, from which three will become the so called Goldstone bosons which are to
be “eaten” by the gauge bosons, as is spoken in a common physics “folklore”. The
fourth scalar turns into the Higgs boson. The four fields must obey the constraints
of the SU(2) symmetry, which can be done by coupling of scalars in complex
fields and mounting them in a doublet representation. This rather a non-trivial
composition leads to a weak isodoublet

Φ =

(
ϕ+

ϕ0

)
=

(
ϕ1 + iϕ2

ϕ3 + iϕ4

)
, (2.11)

where the upper pair of fields, denoted by a plus superscript, represents the fields
carrying a positive charge and the lower neutral fields, following the same pre-
scription as in Equation (2.6). Since the SU(2) doublet corresponds to the weak
isospin, together with the charge it determines the value of the weak hypercharge
YΦ = 1/2, which is associated to the U(1) subgroup, according to the origin of
Equation (2.2). The Higgs Lagrangian is based on the Klein-Gordon Lagrangian
endowed with the SU(2) × U(1) covariant derivative (2.4) with YL = −YΦ in a
form

LHiggs = (DµΦ)†(DµΦ)− V (Φ), (2.12)
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with a potential V given by

V (Φ) = −µ2Φ†Φ + λ(Φ†Φ)2, (2.13)

where the scalar parameters µ and λ determine a shape of the potential as well as
a vacuum expectation value v and the Higgs boson mass

v =
µ√
λ

and m2
H = 2λv2. (2.14)

The first step towards the generation of weak gauge boson masses is an application
of the U -gauge fixation

Φ(x)→ ΦU(x) =

(
0

1√
2
(v +H(x))

)
, (2.15)

which also defines H(x), the Higgs field. In short, the fixation embodies three
important steps:

1. reparametrization of the Φ doublet in a complex plane,

2. exploitation of a degree of freedom, coming from the Lagrangian invariance
under local phase transformation, i.e. a choice of the phase to eliminate
completely the angular fields corresponding to the Goldstone bosons,

3. shifting of the radial field to the local minimum (definition of v).

After some manipulations, the Lagrangian LHiggs comprises a Higgs field kinetic,
self-interaction, and mass terms. The remaining terms can be divided into two
groups: the terms that do not consist of the Higgs field at all will give a rise of
the massive weak gauge fields, the other terms govern the Higgs boson interactions
with the electroweak gauge bosons.

After selection of terms without Higgs field H and application of the usual
transformations as before (2.8) and (2.9), one is left with massive weak bosons

mW =
1

2
gv,

mZ =
1

2
(g2 + g′2)1/2v. (2.16)

When the terms that consist of weak gauge and Higgs fields together are chosen,
one can determine the interactions of W , Z, and Higgs bosons as
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LWWH = gmWW
−
µ W

+µH,

LZZH =
gmZ

2 cos2 θW
ZµZ

µH. (2.17)

The described mechanism is a minimal model of the EWSB as a part of the
SM of particle physics. The symmetry breaking is in fact caused by a non-zero
vacuum expectation value, caused by an unusual shape of the Goldstone potential.
It is useful to emphasize that the weak gauge bosons acquire their mass thanks
to the Goldstone bosons, massless unphysical bosonic fields originating from the
complex reparametrization of the scalar isodoublet. The number of bosons is
equal to the number of broken symmetry generators (corresponding to τ1, τ2,
and τ3), therefore since we have three massive gauge bosons, after invoking the
BEH mechanism, three Goldstone bosons are spent for the mass generation, while
leaving one scalar, the Higgs boson. The act of spending of the Goldstone bosons
is artistically depicted by the author in Figure 2.1.

Figure 2.1: Artistic illustration of the act of spending of Goldstone bosons when three
EW gauge bosons become heavy leaving one massive scalar field as a consequence of
EWSB.

This section explains the origin of the EW gauge bosons masses their self-
interaction and interaction with the Higgs boson. All this is necessary since this
document study the EW VBS and touches the EWSB mechanism. All three mas-
sive electro-weak bosonsW+, W−, and Z0were incorporated into the SM by adop-
tion of a non-Abelian gauge group SU(2) along with an Abelian U(1) into a Dirac
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equation. A measurement of electro-weak boson interactions in VBS therefore
probes the gauge structure and non-Abelian feature of the SM.

2.1.3 Mass Generation

Introduction of the SU(2)× U(1) symmetry to the SM has another consequence,
the traditional mass term of Dirac equation can not be simply added due to the fact
that the left-handed components form doublets while the right-handed are singlets
which would violate the symmetry. The fermion masses have to be generated
through interactions involving Higgs doublet employing a Yukawa-type coupling.
Firstly invented by Yukawa for a description of interactions of nucleons in 1935 [31]
(which later led to the prediction of a π meson). It can be said the mass of
Higgs boson itself is generated the same way through the self-interaction terms.
These facts amazingly close the circle and define the Higgs field interaction as
a phenomenon generating the mass of all SM particles. For details on Yukawa
couplings see Reference [32].

2.2 Vector Boson Scattering

The term Vector Boson Scattering or VBS is adopted from literature [33] and will
be used as an abbreviation of massive EW gauge boson scattering throughout the
document. The VBS channels are categorized according to the final-state bosons
after the scattering.

The first examined VBS channel at the LHC was a same-signW pair (W±W±)
in a leptonic final-state, conducted as a search for an EW production of the bosons
in proton-proton collisions. How the EW production and VBS are related is a
subject of the following text. Nevertheless, the channel was celebrated for the
first evidence of such production ever, in terms of a 3-σ statistical significance of
the signal. The measurement was possible thanks to the same-sign requirement
which suppresses a natural VBS background. The analysis was carried out by
both ATLAS and CMS collaborations in the first years of LHC operation in 2012
[34, 35] at 8 TeV center-of-mass energy with 20 fb−1 of data.

2.2.1 ZZ Scattering

The EW vertices introduced in Equations 2.10 give a composition of all possi-
ble realization of VBS. The process at a tree level includes Feynman diagrams
fundamentally divided into categories, involving

• triple gauge boson vertices in the s, t, and u channels,
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• Higgs boson exchanges,

• and quartic gauge boson vertex,

using the Mandelstam notation. The SM does not allow the s channel realization
of the VBS without the Higgs boson exchange in the ZZ VBS channel, due to
an absent EW neutral coupling in Equations 2.10. The t channel realization can
be mediated with a W boson, when initiated by a pair of W s, or by the Higgs
exchange. The quartic gauge coupling QGC contributes in a form of WWZZ. All
diagrams in the Mandelstam channels are depicted in Figure 2.2 together with the
diagrams of Higgs boson exchange, and QGC.

H

V

V

Z

Z

H

Z

Z

Z

Z

W

W

Z

Z

VBS W

W

W

Z

Z

H

Z

Z

Z

Z

W

W

W

Z

Z

Figure 2.2: Leading order Feynman diagrams of the VBS contributing to the ZZ
channel (V denotes W or Z). Any diagram can be inserted into the "VBS bubble" into
Figure 2.3.

At the LHC, the scattering must be ignited via interaction of protons. The
collision must be hard enough (with large transfer of momentum between pro-
ton constituents) to produce the vector bosons as mediators of the interaction.
This requirement together with the small cross-section of inclusive ZZ production
in proton-proton collisions and missing s channel in the ZZ VBS diagrams can
illustrate why the phenomenon is so rare.
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A leading order diagram representing a VBS of bosons V (denoting either W
or Z) in the proton-proton collisions is depicted in Figure 2.3. Two quarks from
colliding protons radiate two massive EW bosons to initiate the VBS. To get the
ZZ channel diagrams one can simply replace the “VBS bubble” with any diagram
from Figure 2.2.

V

V

V

V

q2

q1

q′2

q′1

VBS

Figure 2.3: Feynman diagram of VBS in proton-proton collisions. The gray “VBS bub-
ble” stands for any leading-order diagram with compatible external lines, i.e. diagrams
shown in Figure 2.2.

The scattered quarks subsequently hadronize creating jets, an important signa-
ture crucial for VBS identification. The tagging jets are coming directly from the
scattered protons, hence are expected to carry a significant amount of momentum
directed to a forward kinematic region of the detector. Overall, the di-jet system is
expected to be of large invariant mass with well separated constituents. In general,
large mass and rapidity separation of the di-jet is a typical signature of any VBS
process.

To complete the picture of VBS with other channels than the ZZ, one may
consider putting diagrams from Figure 2.4 to the “VBS bubble” in Figure 2.3, as
a representative sample of the WW and WZ channels.

W

W

W

W

Z

W

W

W

W

W

W

Z

Z

W

Figure 2.4: Representative set of the VBS Feynman diagrams contributing to the other
channels besides the ZZ.

Since the VBS is a very rare process, it is logical to start with a more general set
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of processes. An inclusive ZZ production is already well measured, representing a
good starting point for understanding of the VBS as well as its natural background.

2.3 ZZ Production

The inclusive ZZ production comprises of many processes in which the VBS is
hidden. The following text breaks down the composition and describes the usual
categorization of the contributing processes. Several mechanisms deliver two Z
bosons in the final-state, although only two dominant for proton-proton collision
production will be mentioned for now. The first one is based on qq̄ interactions,
further called quark-induced production, while the second one is based on gg inter-
action with a quark loop as an intermediate step, called gluon-induced production.
A diagram representing the quark-induced production is depicted in Figure 2.5a.
It is a leading order (LO) process, therefore it dominates over the gluon-induced
production shown in Figure 2.5b, which must employ the loop.

Z

Zq̄

q

(a)

Z

Z
g

g

(b)

Figure 2.5: Diagrams of ZZ production dominating in proton-proton collisions.

The processes depicted in Figure 2.5 do not contain interaction of the bosons,
thus represents a natural VBS background. Since the quarks and gluons are precur-
sors of the final-state boson production, the processes are conceptually called QCD
production or QCD background, each sub-process is accordingly called quark- and
gluon-induced background.

Once the VBS tagging jets are added to the final-state, according to the di-
agram in Figure 2.3, it can be said the ZZ production is primed towards the
VBS.

2.4 ZZjj Production

The ZZjj production is still dominated by the QCD background, however the
two-jets requirement with the VBS signature discussed in Section 2.2.1 makes
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accessible a new set of processes called EW production. The set includes also
the VBS, which is far from being distinguishable using the current available data
sample. Therefore, the VBS efforts are focused on searches for EW production in
different channels.

The EW production is often characterized by a notation of counting the power
of EW coupling at the level of LO matrix element (ME). Hereby, sixth order of EW
and zeroth order of QCD coupling in the ME is necessary for the EW production,
while the QCD production demands only fourth order of EW and second order of
QCD coupling. The processes shown in Figures 2.3 and 2.5 are in accordance with
the orders of couplings, which justifies the notation and association of the VBS to
the EW production. Example diagrams for non-VBS EW and QCD productions
in ZZjj final-state are shown in Figures 2.6a and 2.6b.
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q1

f

f ′

q′2

f

f ′
q′1
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q2

q1

f

f ′

q′2

q′1

f

f ′

(b)

Figure 2.6: Typical representants of the non-VBS EW production (a), with an order
of six of EW coupling, and the QCD production (b).

The VBS channels can be categorized by an EW-QCD ratio. For example the
W±W±jj channel has the ratio larger than one thanks to the same-sign require-
ment, which does not allow the bosons to be born from a single fermion current
as can be seen in Figure 2.5a with Z bosons. This channel has the largest ratio
among all, which explains why it is the first observed EW production channel. In
comparison, the presented ZZjj channel has the ratio below one, which makes
it more challenging from the statistical population perspective. The trick with
same-sign requirement can not be applied to channel with Z bosons for obvious
reasons.

A pure VBS process is almost impossible to distinguish from other processes of
EW production at the moment. A limited data collection does not allow to scru-
tinize the observable distributions which would help to further select the events.
Such selection would have to employ finer selection criteria such as a jet-boson
isolation or boson centrality.
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A search for the ZZjj EW production is the objective of this analysis, repre-
senting one of the first steps towards the future VBS studies. The EW production,
as the superior class of processes to the VBS, share the aforementioned sensitivity
to a possible divergence from the SM, therefore the ZZjj EW production mea-
surement is still a very good test of the SM.

2.5 VBS Research

The ZZ VBS channel was probed firstly by a search for ZZjj EW production by
CMS collaboration [36] using 36 fb−1 of data, unfortunately without a significant
success. The production was observed with a statistical significance of over 5-σ for
the first time by the ATLAS [1] and over 4-σ by CMS [2] collaborations exploiting
139 fb−1 of data at 13 TeV center-of-mass energy.

From historical point of view, the ZZ EW production was studied first in a γγ
production in the LEP era in 1993 in [37] and further discussed in the light of the
discovered Higgs boson in 2013 [38]. Monte Carlo (MC) simulated prediction of
the ZZjj EW production was discussed in [39].

Since the first evidence of the EW production of two massive vector bosons
in the proton-proton collisions, the three-σ observation in the W±W±jj leptonic
channel in 2012, the VBS efforts flourish. Especially during the second operation
period of the LHC, in which also this work was conducted. The W±W±jj success
was extended to a five-σ observation [15, 16] at 13 TeV energy with 36 fb−1 of data.
A W±Zjj EW leptonic channel celebrated a five-σ observation at the same time,
exploiting the same data collected by the ATLAS [17]. The CMS reported the
observation with an extended data collection afterwards [18]. The latter reference
also includes a differential cross-section measurement in W±W±jj channel. A
semileptonic V V channel, considering the second V decaying hadronically, was
conducted by ATLAS collaboration [19], unfortunately still waiting for at least
three-sigma evidence. A complementary leptonic W±W∓jj channel has not been
studied yet. The ATLAS results are in detail summarized by the author in [40].
Up to this date, no EW production searches have announced a deviation from the
SM expectations.

2.6 Beyond the Standard Model

In general, all pioneer theories must be confronted with observed data. Also the
GSW theoretical approach needed a confirmation from the experimental side. Es-
pecially because G. ’t Hooft in 1971 proved a renormalizability of massless Yang-
Mills fields as a general result and triggered a wave of construction of new models
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based on non-Abelian gauge groups, from which the right one has to be chosen.
The successful search for muon-neutrino scattering confirmed the existence of neu-
tral currents by their first observation in 1973 and brought a firm base of the
current SM to the fore. The discovery of the W± and Z0bosons in 1983 then
confirmed the SM as a realistic description of our universe. And the Higgs boson
finally completed the whole picture in 2012. Nevertheless, the so far complete zoo
of the particles do not imply there are no other undiscovered or hidden particles
and do not prove the EWSB mechanism. Rephrased, there is no reason to believe
the EWSB is realized in the minimal way, as is implemented in the SM. More-
over, very interesting phenomena like the dark matter, dark energy, or imbalance
between matter and anti-matter in the universe [41] have so far no acceptable
explanation. Therefore, it is necessary to study phenomena with a potential of
pointing beyond the SM (BSM).

Many models of BSM physics can be considered as an alternative in the EWSB
sector. Since the BSM physics is out of scope of this work, they will be only listed
here as a reference for further studies: a composite Higgs boson model [42], pseudo-
Nambu-Goldstone generation of the Higgs boson [43], an additional complex singlet
to the SM [44], or a two Higgs doublet model [45], and the minimal Supersymmetric
standard model itself [46]. The EWSB is directly connected to the VBS, as is shown
in Section 2.1, therefore the listed models predict deviations from the SM in the
yields of VBS and EW production.

A rather large number of alternative models offers many possibilities how to
test the BSM physics. Evaluation of every BSM model by a comparison of its pre-
dictions to real data, a so called top-down approach, is therefore quite challenging.
In the VBS efforts, it is common to use a model independent approach either based
on anomalous couplings or more general Effective Field Theory, expanding the SM
with effects of higher-dimensional operators suitable for SM fields [47, 48].

Nonetheless, the aim of this work is rather an observation of anticipated phe-
nomena, then its interpretation. This probe will be followed by subsequent BSM
efforts and if consistent with the SM prediction by limit settings of anomalous
phenomena.
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Chapter 3

Experiment

3.1 Introduction

A precise description of experimental settings is necessary to enable its repetition
by other scientists, in order to confirm an observation. The description necessary
for the presented analysis is possible only in a very condensed manner due to its
enormous complexity and limited scope of this document. Therefore, it will be
focused on the significant and interesting aspects with regard to the presented
analysis, encouraging the reader to refer to the original documents, describing the
Large Hadron Collider (LHC) [49] and ATLAS experiment [50], and additional
documents describing the details, throughout the text. The project of proton-
proton collision research at CERN is extremely unique outcome of the scientific
cooperation which already cost a tremendous amount of person-power and financial
support from the nations around the world. So, the possibility of repetition of the
experiment is not only a question of its precise description.

As in all branches of human efforts, also in physics a certain level of competition
exists. It is usually constructive and the physics field profits from it, for example
when different experiments observe the same phenomenon, utilizing distinct phys-
ical detection principle at best, or simply replicating an experiment at another
place. In the land of High Energy Physics (HEP), a famous example is the discov-
ery of the J/ψ particle in Brookhaven National Laboratory in a proton-proton fixed
target experiment and at the SLAC in the e+e−collider SPEAR simultaneously.

A priori doubling of experiments in the HEP is driven by a fact the accelerating
machines are of huge proportions, so it is convenient to exploit the whole size of
a machine by employing more experiments, not mentioning its enormous financial
requirements. Examples from the collider physics efforts are: the experiments
Underground Area 1 and 2 (UA1 and UA2), placed on the accelerator Super
proton-antiproton Synchrotron (Spp̄S), which observed the W and Z bosons for
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the first time simultaneously in 1983 [51, 52]; the experiments Delphi and Aleph,
installed on the Large Electron Positron accelerator (LEP) [53], which for the
first time observed the multiboson production (W pairs [54], Z pairs [55]) and
did the first measurements of the triple and quartic gauge couplings [56]; and at
last the experiments CDF and D0, stringed on the pp̄ accelerator Tevatron [57],
which discovered the top quark in 1995 [58, 59] and for the first time observed the
QCD-initiated multiboson production [60, 61].

3.2 Large Hadron Collider

The LHC has several meanings, from the particle physics point of view it is just
a particle collider, while from the accelerator physics perspective it is an accelerator
as well as a storage ring. In the analysis part we will call it a collider, in the LHC
description section rather a machine, a storage ring, or just a ring, because of the
accelerating cavities make only a fraction of the ring body.

Primary function of the LHC is a research of proton-proton collisions, therefore
the most important parameters of the machine are the center-of-mass energy of the
collision

√
s, using Mandelstam variable, and luminosity L. The latter expresses

the machine capability to bring protons in a collision, representing an instanta-
neous amount of deliverable data in equation

dN

dt
= σp-pL(t). (3.1)

where N is a number of observed events in the collisions and σp-p is the proton-
proton cross-section. While the energy parameter can represent the immediate
discovery potential (J/ψ, W , Z ), the luminosity is rather a key for the under-
standing of hidden and more complex physical mechanisms such as EWSB.

The LHC has started its operation on 18 September 2008 and already has a
colorful operation history, divided into several periods: a commissioning period
from 2008 to 2009, during which the LHC become the world’s number one collider
but also had to face childbirth troubles; a period from 2010 to 2012 called Run
1 (Run 1), when the paramount physics results were achieved [3, 4]; a period
from 2013 to 2014 called Long Shutdown 1 (LS 1) dedicated to maintenance and
moderate upgrade of the machine and its experiments; a period from 2015 to 2018
called Run 2 (Run 2), the second data taking period from which the presented
analysis benefits; and since 2019 the Long Shutdown 2 (LS 2), a period for further
maintenance and upgrades. The LHC will soon enter Run 3 period after which
a major upgrade of the machine will take place resulting in a High Luminosity
LHC (HL-LHC) [10]. The periods are summarized in Table 3.1 including delivered
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data at various energies using integrated luminosity defined by the equation

Lint. =

∫
L(t)dt. (3.2)

Table 3.1: LHC operation periods in time

Years Period Description

2008-2009 Commissioning Technical authorization of the LHC machine and detec-
tors.

2010-2012 Run 1 Physics data-taking,
√
s of 7 and 8 TeV,

Ldelivered = 28 fb−1.
2013-2014 LS 1 LHC upgrade towards 13 TeV, general maintenance, mi-

nor upgrade of the LHC experiments.
2015-2018 Run 2 Physics data-taking,

√
s = 13 TeV, Ldelivered = 156 fb−1.

2018-2021 LS 2 CERN accelerator complex consolidation, preparation
for High Luminosity LHC, major upgrade of some LHC
experiments.

3.2.1 Dimensions and Experiments

The CERN follows the experiment doubling strategy with the LHC by employing
the ATLAS and CMS detectors on its ring. Enormous dimension of the ring with
27 km in circumference suggests to use even more experiments. The parameters of
machine did not allow its construction in a hall or a building, the only possibility
was to go underground. The solution minimizes the impact on the landscape and
the soil provides a good shielding against cosmic radiation. The machine, together
with its experiments, is placed roughly 100 m underground in a tunnel complex
interconnected with the pre-accelerating stages. The ring has eight places called
interaction points (IP), where the beam crossing is possible, however only four of
these are active. Each of the IPs hosts an experiment or provides a service for the
beam, such as a beam cleaning at IP3 and IP7, an acceleration at IP4, and a beam
dump at IP6. In total the LHC engages four major experiments at the active IPs,
namely:

• ATLAS - a general purpose detector placed at IP1,

• ALICE - a heavy-ion detector placed at IP2,

• CMS - a general purpose detector placed at IP5,
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• LHCb - a b-physics specialized detector placed at IP8.

All the IPs are marked in an illustration of the LHC underground complex in
Figure 3.1. The LHC colorful physics program is completed by three secondary
experiments. TOTEM measures the collisions in the forward region primarily the
σp-p, but also elastic scattering and diffraction dissociation of the protons, and is
placed at IP5. LHCf simulates the cosmic rays in the atmosphere using the forward
protons originating in IP1. The MoEDAL searches for magnetic monopoles and
highly ionizing stable massive particles, occupying the complementary kinematic
region of LHCb at IP8.

IP1IP2

IP3

IP4 IP5

IP6

IP8

IP7

LHC

SPS

Figure 3.1: Sketch of the LHC underground complex with marked interaction points
and an illustrated ring of Super Proton Synchrotron (SPS).

The ATLAS and CMS are high luminosity experiments employing a so called
general purpose detector concept. These almost hermetical detectors are capable
of measuring or setting limits on any SM particle in a wide momentum and an-
gular range. Some of the design goals were a discovery of the SM Higgs boson, or
a discovery of new particles, pointing to alternative theoretical models, such as the
W ′ and Z ′ or the superpartners of the Super Symmetry (SUSY) model [62]. The
LHCb experiment searches for new phenomena in decays of hadrons containing
a b-quark [63], determining the weak mixing angles, exploring the CP violation
(first observation of direct violation in Charm meson decay [64]), and studying
“molecular” pentaquarks with meson-baryon substructure [65]. The ALICE ex-
periment is optimized for the heavy-ion research in p-Pb and Pb-Pb collisions.
The physics program of the experiment concerns mainly the hadron sub-structure,
quark confinement, and quark-gluon plasma (QGP) research [66].
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3.2.2 Proton Chain and Beam

The experimental setup for the presented analysis consists primarily of a tandem
of the LHC storage ring and ATLAS detector. The ring delivers proton-proton
collisions and the detector detects the collision products. This is a very simplified
picture though, since a proton before the collision has to be accelerated in a chain
of Linear Accelerator 2 (LINAC2), Proton Synchrotron Booster (PSB), Proton
Synchrotron (PS), and Super Proton Synchrotron (SPS) storage rings, depicted in
Figure 3.2. The chain gradually accelerates a beam of protons, taking advantage
of the long history of CERN accelerator physics, utilizing the machines from the
previous physics programs as the PS or SPS. Besides of the LHC, the proton chain
supplies additional experiments, for example Antimatter Decelerator (AD) [67],
an experiment which studies properties of an anti-hydrogen molecule [68], and
CERN Neutrinos to Gran Sasso (CNGS), a former experiment which for the first
time observed a muon-tau neutrino oscillations [69].

Figure 3.2: A schematic illustration of the chain of particle suppliers and accelerators
at the CERN. The figure is completed with another proton beam users, i.e. the CNGS
and AD experiments [70].
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To increase the number of inelastic proton-proton collisions as much as possi-
ble, the LHC is nominally filled with 2808 bunches of approximately 115 billions
protons per bunch (Np), entirely called a beam. Two beams circulate in the LHC,
and the bunches cross each other at frequency (fb-c) of 40 MHz causing up to 70
proton-proton inelastic interactions per a bunch-crossing, called pile-up interac-
tions. The parameters result in the machine luminosity according to equation

L =
N2

pfb-c
4πσxσy

, (3.3)

where the σx,y describe the transversal dimensions of the beam. The high frequency
of bunch-crossing and the multiplicity of proton-proton collisions reflect both: the
need for production of many experiment results, from which the rare and inter-
esting realizations of physics can be found; and the probabilistic nature of the
quantum mechanics, although having a minor effect since the beam size is roughly
17 µm at the IP. The designed luminosity of LHC is of order of 1034 cm−2s−1.

The 25 ns bunch timing is defined already by the PS. For a regular run, the
PS is filled with 72 bunches forming a batch. The SPS can be filled with up
to 4 batches, with a time gap between each, allowing the SPS injection system
to react. The SPS batch tuple is called a train. The trains are injected to the
LHC per triplets forming the whole filling scheme [71]. During Run 1 of the LHC,
a regular beam was arranged of 39 batches of 72 bunches with a pattern 234 334
334 334 made of four train triplets with the first one made of two-, three-, and
four-train [72], as can be seen in Figure 3.3.

SPS PS
7/27 LHC 1/11 SPS

LHC

TRAIN BATCH

Figure 3.3: A regular filling scheme pattern for Run 1 of the LHC is depicted in the
picture, together with the PS batch and SPS train sizes. Also lengths of the storage rings
relative to the LHC are displayed.
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3.2.3 Ring

The LHC ring is geometrically not a precise circle, the shape constitutes rather
a rounded octagon. The octagon vertices are called arcs and the sides are called
edges. The edges have three parts: the central part, called an insertion, is sand-
wiched from both sides by matching sections and dispersion suppressors. From the
machine perspective the experimental or service assemblage can be inserted into
the ring as a module. Two beams circulate inside of the ring with the clockwise
and counter-clockwise direction along a closed path called a reference trajectory.

3.2.4 Arcs and Dispersion

The arcs bend the beam keeping it on the reference trajectory and allowing a grad-
ual acceleration by a single device, the main advantage of the circular colliders in
comparison to the linear ones. A vertical magnetic field for the proton deflection is
generated by dipole magnets with a radius of approximately 2.7 km, smaller than
the 27 km ring radius (≈4.3 km). The deflection changes a particle velocity vector
in the sense of direction and escalates a beam spread. The beam has a non-zero
width and length, and has to be taken as a dynamic system with its own phase
space. This means the protons enter a dipole magnet with a slightly different an-
gles, momenta, and positions. As a result, the deflecting magnetic field (shown in
a dipole magnet in Figure 3.4) increases the differences in the particle collection,
causing a dispersion effect in the horizontal plane.

(a) An inter-section of the mag-
net in the transverse plane to
the beam with a depicted mag-
netic flux map [73].

(b) A three dimensional illustration of a field
generated by the magnet (yellow), with de-
noted electric current direction (green), and
the beams order (red arrows) [74].

Figure 3.4: An illustration of the magnetic field of a twin aperture main dipole magnet
used in the LHC ring.
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A beam moving in a dipole magnet is rather stable in the horizontal plane,
but destabilized in the vertical plane, taking into account the homogeneous charge
of the particle ensemble. This is corrected by a number of quadrupole magnets
(shown in Figure 3.5) in a focusing-defocusing F0D0 composition, where the "0"
represents a zero focusing element or the deflecting dipole magnets. Simply, these
are subsequential quadrupoles revolved by 90◦, focusing and later defocusing the
beam in horizontal plane and in the opposite order in the vertical plane.

(a) An inter-section of a sin-
gle aperture quadrupole mag-
net in the transverse plane to
the beam with a depicted mag-
netic flux map [75].

(b) A photograph detail of the left duct of
a twin aperture quadrupole magnet. Four
wiring defining the poles of the magnetic field
are visible, together with an ovaloid beam
screening and two cooling tubes in the beam
pipe [76].

Figure 3.5: An illustration of the quadrupole magnets designed for the LHC ring.

The beam bending in the vicinity of an IP is undesired for the dispersion effect,
therefore, the straight sections of the ring are needed to make space for a beam
recovery. This justifies the octagon shape of the LEP tunnel, which was adjusted
to an e+e−experiment. However, still more than suitable for the LHC purpose.
It also explains the smaller radius of the main dipole magnets. The dispersion
is an unwanted effect which needs to be suppressed, because at the interaction
points the beam has to be focused and stable to maximize the probability of the
proton-proton collisions at the designed center-of-mass energy. The other side of
the coin, from the accelerator composition perspective, is, the linear colliders have
a negligible dispersion effect.

The LHC is a continuous machine, which means its sections at a certain level
blend into each other. A dispersion suppressor connected to an arc still consists
of the main dipoles and starts the transition to the straight part of the ring.
The dispersion effect needs to be suppressed in the arcs as well. While the ideal
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infinitive for a suppressor would be “to eliminate”, in case of an arc it would be “to
sustain”, the effect.

The suppression sequence of dipoles is interleaved with special single powered
quadrupole magnets. These are supposed to cancel the horizontal dispersion in-
troduced in the arcs as well as the one generated by the magnetic system at the
IPs by adjusting a crossing angle for the beam alternation.

Another two essential purposes of the suppressors are to adapt the LHC ref-
erence trajectory to the geometry of the LEP tunnel, and to adjust the beam for
a matching section and support the transition from the insertion optics to the
periodical solution of arc and vice versa.

3.2.5 Theory and Beta Function

The accelerator physics base stone is a differential equation of motion with periodic
focusing properties, so called Hill’s equation

d2x

ds2 +K(s)x = 0, (3.4)

where K is a periodic function of a distance s around a storage ring representing
its focusing strength and the x represents a transversal displacement of a beam.
A solution of Equation (3.4) leads to a periodic function which implies quasi-
harmonic oscillations of the beam in a storage ring aperture as

x(s) =
√
εβ(s) cos [φ(s) + φ0] , (3.5)

where the amplitude β is called an optical function, φ represents the phase advance
of oscillations, and

√
ε and φ0 are the integration constants. The solution is in

principle a machine lattice and operation regime dependent, or in general, time
and length dependent. Although it is typically considered from the maximal value
perspective, so the envelope eliminates the time dependence. A solution including
the dispersion effect would require to solve an inhomogeneous differential equation.

A beam is usually described using Twiss (or Courant-Snyder) parametrization
using a phase space ellipse derived from the solution in Equation (3.5), parameters

α(s) = −β
′

2
, γ(s) =

1 + α2

β
, (3.6)

and the first derivation of the solution

x(s)′ = −
√

ε

β(s)
{α(s) cos [φ(s) + φ0] + sin [φ(s) + φ0]} . (3.7)
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The ellipse parametrization is depicted in Figure 3.6 together with the equations
justifying the choice of α and γ parameters. These highlight the proportionality
of the beam size to the β-function and the beam dispersion to the γ, an inverse
function of β-function. The ellipse area is defined by the emittance ε which acts
as a constant due to Liouvile’s theorem [77]. This implies a low β-function gives
a smaller beam size although a larger beam dispersion and vice versa. In the
transverse plane a beam experiences betatron oscillations, emerging primarily due
to the beam bending in the arcs. The beam perturbations in the direction of
motion are driven by synchrotron oscillations caused by the accelerating system.
The beam reference trajectory is never fully achieved due to a misalignment and
factory imperfections of magnets. Therefore, the trajectory must be corrected for
the errors, giving a closed orbit. On the closed orbit the β-function is integrated,
see Figure 3.7. The function represents one of the most important parameters of
the machine.

Figure 3.6: The phase space ellipse describing the transverse displacement of beam in
the x direction and its derivative x′, as a solution of Equation (3.4).

Since the β-function depends on the machine lattice, another essential storage
ring parameter is a number of oscillations per turn. It is called a betatron tune and
exists in both horizontal and vertical planes. The number stands additionally for
a possibility of resonances, as betatron, synchrotron, skew, and combined synchro-
betatron resonances. A storage ring as complex as the LHC has to deal with many
sources of a non-linear force arising in multipole magnet correctors defining the
real shape of the closed orbit. A threshold amplitude beyond which the betatron
motion becomes unbounded is called a dynamic aperture [78]. As was mentioned,
a bunch in the beam is a dynamic system. It embodies collective effects, arising
from the electromagnetic interaction of the particles among themselves, with their
environment (possibly including outside particles such as electrons), and with the
other beam. Collective effects are also a function of the vacuum system geometry
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reference
trajectory

closed

 orbit

   beta

envelope

Figure 3.7: An illustration of a beam particles trajectory. The designed reference
trajectory is corrected for magnet errors due to a misalignment and construction im-
perfections, becoming the closed orbit. The β-function is integrated to the closed orbit
giving the real particle motion envelope.

and its surface properties. Coherent oscillations generate a charge in the vacuum
system causing instabilities which must be suppressed by Landau damp correction
magnets [79].

The β-function is periodical in the arcs because of the F0D0 cells. In the in-
sertion regions the amplitude variance is rather small, and minimal in the low-β
experimental insertions of the ATLAS and CMS. Increase of the focusing strength
decreases the size of the beam envelope β and increases the tune and vice versa [80].
The transition between the periodic optic in an arc and the low-β optic in an in-
sertion region is managed by a matching section. It is a natural follow-up of the
dispersion suppressors, again a sequence of the quadrupole magnets, now without
dipoles.

3.2.6 Insertion Regions

The straight sections of the ring have a length of 528 m, and have two categories,
an experimental and utility insertion region. The utility insertions contain the
beam control and maintenance appliances which demand a special adjustment of
the beam. The experimental insertions have the active IP in the center which
demands separation and recombination dipole magnets and a device for the final
focusing of the beam before a collision. The final beam preparation for each
experimental insertion region is made of three quadrupole magnetic systems used
for a reduction of the optical β-function, called an Inner Triplet (IT). The triplet is
connected to a matching section and represents the final stage of the IP sandwich
towards the center.

Dipole magnets commence a collision by a gentle deflection of beams under
a small angle towards the IP, resulting in a crossing angle of 285 µrad. In case of
the low-β regions, the crossing-angle scheme for the ATLAS is in the vertical plane,
while for the CMS in the horizontal plane. This approach minimizes an unwanted
long-range beam-beam interactions since the two beams share a single vacuum
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chamber at the experimental insertions. During a beam injection and ramp-up
phase the collisions are avoided by a parallel deflection of the beams out of the
crossing plane achieved by a magnetic bump.

The LHC has to count also with the magnetic systems of the LHCb and ALICE
experiments. The magnetic fields of their spectrometers are perpendicular to the
beam, asymmetrical, and directly affect the beam conditions. Therefore also com-
pensating magnetic systems for these experiments have to be employed in the ring.
This fact also constrains the choice of the beam crossing and separation scheme.
Moreover, IP8 is shifted by 15 half RF wavelengths (≈ 11.25 m) towards IP7 in
order to make enough space for the spectrometer magnet of the LHCb experiment.

3.2.7 Acceleration

The LHC acceleration system design profits from the loop shape of the machine.
A single Radio Frequency (RF) system is reused many times at every turn of the
beam.

Protons are injected to the LHC from the SPS at energy of 450 GeV and ac-
celerated up to energy of 6.5 TeV afterwards. In Run 3, the maximal beam energy
is planned to be the nominal 7 TeV. The storage ring needs the highest aperture
at the injection energy. Once the particle ensemble is accelerated in the ring, due
to the relativistic contraction the emittance is reduced and the beam size shrinks
(i.e. the transverse beam size changes from 1.19 mm to 0.3 mm [79]). The ma-
chine optics has to adapt to different energies during the acceleration, taking in
to account a parameter called chromaticity [81]. It is a parameter that describes
how particles of a different momentum see a different focusing strength in the
quadrupole magnets and, as a consequence, have a different betatron oscillation
frequency [82]. Mathematically it is how a change of the relative momentum vary
the tune.

The RF system utilizes superconducting acceleration cavities, generating an elec-
tromagnetic field of a nominal frequency of 400 MHz. Each bunch of a beam is
carried in a RF bucket as on a wave. The dynamic electromagnetic field acts on
the full length of a bunch, accelerating the "late" protons more and the "early"
ones less. It keeps the particles together, although is the primary source of the
synchrotron oscillations which needs to be maintained. In fact the LHC employs
an exclusive RF system for each beam. Separated accelerating system is less de-
manding on the beam handling power than a wide aperture cavity system for both
beams. The superconducting cavity in Figure 3.8 is larger than a regular cop-
per one. The standard distance between the beams defined as 194 mm had to be
increased to 420 mm, to enable two superconducting RF cavities accelerate the
beams next to each other [79]. This is another point where the separation dipole
magnets enter the scene, similarly as at the IPs. However, deflecting the beam in
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the opposite direction. The RF system also controls the timing of the beams and
is a point where the synchronization signals are distributed from.

Figure 3.8: A photo of a part of the RF accelerating system, placed in a helium
cryostat [83].

3.2.8 Beam Cleaning

The beam cleaning is achieved by various devices, but primarily by a combination
of collimators and magnets. A collimator physically cuts off beam margins by
its jaws actuated in and out to the beam pipe of the storage ring. Any possible
hardware solution for the collimators can only resist a small fraction of the LHC
beam energy [84]. Therefore a considerably precise and firm construction of the
jaws had to be achieved, using carbon and tungsten based materials with a high
melting point to withstand the extreme conditions of temperature and stress in case
of accidental beam disturbances [85]. Particles outside of a tolerable momentum
range must be absorbed in the momentum cleaning insertion before they can be
lost in the arcs. The arcs protection rises a special interest, since the cold mass
of the main dipole magnets is vulnerable to loss of its superconductivity, called
a magnet quench. The jaws are outstretched between 6σ to 7σ from the beam
center, supposing the σ to be a natural unit of the beam. Such as the standard
deviation in a case of the Gaussian distribution of particles in the beam.

A multi-stage cleaning process is implemented in the LHC storage ring. A pri-
mary collimator intercepts a possible lost primary proton generating an on-
momentum and off-momentum secondary proton halo. The secondary proton halo
is intercepted by the secondary collimators which leak only a small tertiary halo.
The last halo represents a negligible harm to the cold mass of the superconducting
magnets. The tertiary collimators are used locally to provide an additional protec-
tion of sensitive devices [79]. The collimators absorb only a small fraction of the
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energy from the lost protons. To avoid secondary particle showers carrying energy
from the beam, additional fixed absorbers are installed in to the collimation sys-
tem. The machine employs also two injection collimators at IP2 and IP8, installed
to protect the ring against a mis-kicked beam during the beam injection. And
collision collimators, installed to catch the debris from proton-proton collisions at
the active IPs.

Another device installed in the cleaning insertion is called a scrapper. The
scrapers are in the direct physical contact with the beam as well as the collimators,
although are used for a beam halo diagnostics and therefore are placed before the
collimation system. The scrappers do not use jaws rather a tiny probe designed
to measure the beam. The LHC employs six scrappers for the vertical, horizontal,
and momentum measurements of each beam.

3.2.9 Beam Dump

The beam energy stored in the LHC rings can be of up to 700 MJ (3 × 1014 of
protons at 7 TeV). This is an unprecedented energy which can be highly dangerous
if badly manipulated. Therefore, a reliable beam dump system has to be employed
to protect the machine, in case of serious fault conditions arise. It is important to
mention, the extremely challenging environment of the storage ring accumulates
a large additional amount of energy in the magnets. So a possible mismanipulation
of the beam can cause a subsequent release of this energy. A magnet quench can
have dangerous consequences as the charge flowing through a magnet wiring has
to suddenly face a nonzero resistivity. Such as a scenario that happened at the
beginning of the LHC Run 1, when a superconducting magnet connection almost
immediately evaporated, see Figure 3.9a.

To be dumped the beams are vertically extracted from the machine using a com-
bination of horizontally deflecting fast-pulsed ("kicker") magnet and vertically-
deflecting double steel septum magnets. The beam dump completion takes be-
tween two and three turns. Once the beam is sent to the beam dump, to with-
stand the whole power of its energy, it needs to be swept around as can be seen
in Figure 3.9b. The figure deserves a comparison with Figure 3.3, where one can
identify the regular Run 1 filling pattern.

3.2.10 Vacuum

The conditions under which the beam is stored and accelerated must be as free
as possible of any disturbing effect. This includes particles from the environ-
ment which are eliminated by the ultrahigh vacuum with pressure below one nPa.
Together with the insulation vacuum systems for superconducting magnets and
helium distribution line, at pressure levels of an order of hundreds nPa, the LHC
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(a) A photo of dam-
aged magnet connec-
tion [86].

(b) A 2D image of the face of beam dump ab-
sorber (counting protons per area) after a 450 GeV
beam with the regular Run 1 filling pattern was
dumped [87].

Figure 3.9: Two possible scenarios of the release of energy from the LHC machine.
Accidental release caused by the incident on 19 September 2008 (a), and a properly
dumped beam (b).

vacuum complex is the largest in the world. It consists of roughly 104 km of pipes,
50 km for the insulation, and 54 km for the beam itself [79].

3.2.11 Magnets

The main role in the LHC no doubt is played by the magnets. The LHC has 1232
bending dipole superconducting magnets with nominal magnetic field of 8.33 T,
cooled down to 1.85 K, making them colder than the universe with the average
temperature of 2.73 K. Each arc employs 127 dipoles for the primary bending, the
rest is placed in the dispersion suppressors, 8 dipoles each. Another 70 dipoles are
operated for the separation and recombination of the beams, in a single and twin
aperture implementations, and for the horizontal orbit correctors, as well as for
the experimental spectrometers of the ALICE and LHCb and their compensators.

Once the beam is kept in the LHC ring, the quadrupole magnets are employed
for its stabilization on the closed orbit. Each arc employs 45 magnets in the F0D0
lattice cells, 40 for a tune correction, and 8 for a skew correction of the beam.
The remaining 32 main quadrupoles in the insertion regions finalize the periodic
solution of the arcs. Each IT in fact contains 4 magnets, organized in three logical
magnet blocks. The beam focusing is handled by 110 quadrupole magnets placed in
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the dispersion suppressors and matching sections of the four experimental, and also
the RF, and beam dump insertions. While another 168 quadrupoles are dedicated
for the two cleaning insertions only.

In total, the LHC employs an incredible number of 9594 magnets, including
the beam benders, horizontal and vertical orbit correctors, dispersion suppressors,
beam separators and recombinators, skew and lattice correctors, beam kickers and
bumpers, inner triplets, and experimental spectrometers and their compensators.
The number of various magnets illustrates how complex the machine is. The largest
fraction makes the 2464 sextupole, 1232 octupole, and 1232 decapole spool piece
corrector magnets shadowing the main dipoles. A spool piece magnet corrects
the field errors between the main dipole magnets, enables the maximal dynamic
aperture, and defines the closed orbit. The machine employs even 8 dodecapole
magnets for non-linear field harmonic corrections.

3.2.12 Collisions

Two identical beams are accelerated by the LHC in the opposite directions to
enable a head-to-head collision and each consists of unpolarized protons. These
facts decide the collision products are uniform along the polar angle of the beam
as well as along the axial angle. Finally, this suggests a barrel shape characteristic
of the ALTAS detector.

3.3 ATLAS Detector

A Toroidal Apparatus or the ATLAS detector encompasses IP1 of the LHC to
detect, reconstruct, and measure almost any particle produced in a proton-proton
collision. The only known particle capable of escaping the detector vast undetected
is a neutrino. A solid-angle coverage is nearly 4π, limited only by the LHC beam
pipe itself. The ATLAS is the largest of LHC detectors. It is approximately 44 m
long barrel-like apparatus having 25 m in diameter, which weights 7000 t. This
section again pinpoints only the important or interesting facts, for more details
the reader should refer to the ATLAS technical design report [50].

3.3.1 Geometry

A cylindrical geometry of the detector where the axis is identified with the LHC
beam gives a radial and forward-backward symmetry for the event reconstruction.
The ATLAS uses a right-handed coordinate system with its origin at the nominal
IP in the center of the detector and the z-axis along the beam direction. The x-axis
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points from the IP to the center of the LHC ring, and the y-axis points upward.
Cylindrical coordinates (φ, r) are used in the transverse (x, y) plane, φ being the
azimuthal angle around the beam direction. The pseudorapidity is defined in
terms of the polar angle θ as η = −ln[tan(θ/2)] and with advantage preferred as
a kinematic variable in the detector since its difference is invariant under boosts
along the z-axis. Angular distance is measured in units of ∆R =

√
(∆η)2 + (∆φ)2.

3.3.2 Subdetector Composition

From inside out a particle originating in a collision can hit at first a pixel based,
a microstrip based, and eventually a straw-tube based detector. All three entirely
forming an Inner Detector (ID) serving as a device for reconstruction of tracks
of charged particles with coverage up to |η| = 2.5. All subdetectors provide full
coverage in the azimuthal angle. The ID is placed inside of a superconducting
solenoid generating a magnetic field for the charge and momentum reconstruction
of a particle [88].

The following set of sub-detectors handles the particle energy measurement.
A finely segmented lead/liquid-argon (LAr) electromagnetic calorimeter is placed
first, with a coverage up to |η| = 3.2. A steel/scintillator-tile hadronic calorimeter
follows, securing the central region up to |η| = 1.7. Another LAr calorimeters in
the endcaps enclose the forward regions and complete both the electromagnetic
and hadronic calorimeter system coverage up to |η| = 4.9.

The whole apparatus is enclosed by a subdetector system dedicated to muons.
A muon spectrometer (MS) consists of three layer system of precision drift tubes
and cathode strip chambers providing the muon tracking in a range of |η| = 2.7
and resistive plate and thin gap chambers for fast triggering capability up to
|η| = 2.4. The MS system is placed in a toroidal magnetic field. The MS is the
only subdetector that does not provide a full coverage in the azimuthal angle, as
a consequence of the ATLAS size and weight. The coverage is limited around
φ = −π/2 due to a firm steel supporting structure (feet), which does not allow
a placing of the MS modules at the bottom of the detector body. All subdetectors
are depicted together in the cylinder in Figure 3.10.

The order of individual subdetectors is utilized for particle identification. Sim-
ple rules correspond to the particle species:

• no other particle than a muon can reach the MS,

• only a hadronic particle or a muon, can reach the hadronic calorimeter,

• an electron and photon can reach at most the electromagnetic calorimeter,

• only a charged particle leaves a track in the ID,
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Figure 3.10: Overview of a subdetectors placement in the ATLAS cylinder. Basic
dimensions and people silhouettes are placed in the picture, to illustrate the size of
detector [89]

.

• a neutrino is the only particle which leaves the detector body undetected.

To summarize the bullet points, the detector is able to estimate neutrino prop-
erties, exploiting the information from all other reconstructed particles and the
four-momentum conservation law. Taking into account the proton-proton colli-
sions multiplicity, the ID has to face a considerably busy environment of charged
particles [90] and the calorimeters need to be corrected for the pile-up jet contam-
ination from other events.

3.3.3 Particle Energy and Magnetic System

As was mentioned, the ATLAS is a general purpose detector, therefore it can
measure particle properties in a wide range of energies. From an order of GeV in
the b-physics region of interest to an order of TeV, where one might expect the
presence of exotic physics. It makes the detector a universal tool for HEP, which
is projected to a rich physics program the ATLAS collaboration conducts, since it
is partially able to cover also the programs of LHCb and ALICE.

The detector has to reconstruct the four-momentum of a particle, or at least
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the position four-vector of energy deposit, for the subsequent event reconstruc-
tion. The calorimeter subsystem provides the energy measurement of a particle,
in a destructive manner, which requires a good resolution in both detector angles
φ and η.

The momentum measurement relies on the deflection of a charged particle in
a magnetic field. Inner (ID) and outer (MS) tracking sub-detectors have their
measurement resolution tightly connected with the magnetic field orientation. In-
tensive magnetic field flux density and a fine detector granularity in a bending
plane define the good momentum resolution. These two properties also specify
a detector saturation and the upper limit of the momentum range.

Both energy measurements has to cope with three-dimensional spatial infor-
mation of signal. A calorimeter processes the signal to reconstruct the affected
detector volume, where the particle energy has been absorbed. A tracking detec-
tor typically processes the signal from several detector layers and identifies hits of
a particle to reconstruct its track. Both detectors process the information from
layers, although the fact the layers of the momentum measurement are not adja-
cent to each other, makes its processing highly combinatorially demanding. This
predestinates the calorimeters for usage in the fast filtration of event trigger, while
the tracking detectors for the subsequent precision measurement.

The magnetic field for the ATLAS is provided by a unique magnetic sys-
tem, shaped by a Central Solenoid (CS) and three surrounding toroids, a Barrel
Toroid (BT) and two Endcap Toroids (ECT). The CS provides a peak magnetic
field of 2.6 T for the ID particle tracking. The toroid magnets generate a magnetic
field for the outer particle tracking of the MS in a range of peak values between
3.9 T to 4.1 T. The toroids provide a bending plane parallel to the beam direction.
Together with the CS bending plane perpendicular to the beam, the ATLAS adopts
a two-plane tracking scheme. This makes the detector unique in comparison to
the other LHC experiments.

3.3.4 Inner Detector

The ID is composed of a set of three complementary detectors. The two innermost
ones are based on the semiconductor technology, while the third one utilizes the
transition radiation. A particle non-destructively interacts with the ID layers and
tubes, generating a signal from which its track is reconstructed [91, 92].

The track is represented by the detector angles η and φ, impact parameters
z0 and d0, and parameters connected to the track sagitta as the momentum and
charge (sagitta direction). The angles determine the track direction and the im-
pact parameters the track-to-beam perigee. The impact parameters are obtained
by extrapolation of a reconstructed track to the center of detector resulting in
a position at the beam axis z0 and a distance from the axis d0. The extrapolation
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is also employed in the hard collision (primary) vertex identification, another vi-
tal purpose of the ID besides of the momentum measurement. A primary vertex
is identified when more than one track share the same impact parameter values.
A secondary vertex, belonging to a decay of c or b-quark mesons, is again identified
by coincidence of more than one track although with high d0 parameter.

The semiconductor based part of the detector is composed (from the center)
of four hi-resolution pixel layers in the barrel and three layers in each endcap,
followed by four semiconductor strip layers in the barrel and nine layers in each
endcap. A longitudinal crosscut of the ID is depicted in Figure 3.11 with individual
subdetectors illustrated as blocks, including exact location in R and z coordinates
with highlighted η coverage. The silicon detectors cover the whole η-range of the
ID (|η| < 2.5).

Figure 3.11: Technical drawing of the ID, the subdetectors are displayed as blocks in
colors, dimensions are in mm. The figure also depicts construction elements, as a beam
pipe, cryostat, or the CS coil. The η scale expresses the forward coverage of each subde-
tector [93].

The innermost layer of a Pixel Detector (PD) is an upgrade which was not in
the original design. An Insertable Beam Layer (IBL) was inserted to the system
after Run 1 and is placed as the closest layer to the LHC beam. The IBL improves
the impact parameter resolution, enhances the vertex identification, and increases
the tracking robustness [94]. The φ-R resolution of the multi-layer system of PD
is 10 µm, corresponding to the track deflection plane. For the vertex identification
the z resolution is more significant, being 115 µm. The very fine resolution of the
PD is burdened with a challenge of readout of more than 80 million channels. All
details regarding the PD can be find in Reference [95].

The next stage of the silicon detector consists of a Semiconductor Tracker (SCT).
The SCT, based on stereo-angled doublets of silicon microstrip sensors with 80 µm
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pitch [96] and an angle of 40 mrad, enhances the resolution perpendicular to the
direction of the angle. It is a trade of between two orthogonal resolutions in the
microstrip plane, preferring the one in the direction of track deflection (φ) against
the other (z or R). The φ-R resolution in this case is 17 µm while the other one
is only 580 µm [97, 98]. The secondary resolution corresponds to the z direction
in the barrel, because of the sensors are placed on the cylindrical surface. The
endcap sensors are placed fan-like on a disk, resulting in the secondary resolution
to be in the R direction. The SCT needs a readout of roughly 6 million channels.
The subdetector is in full detail described in the documentation.

A semiconductor detector is based on the electron-hole pair generation induced
by a passage of a particle through the depletion region of a diode in the reverse
regime. The mechanism principle, creation of the region, and various techniques
related to the silicon detectors are well described for example in Reference [99].

A Transition Radiation Tracker (TRT) made of straw tubes, is engaged in the
second part of the subdetector. The tubes are filled with xenon gas, ionized by
an electrostatic field, to enable a detection of the radiation emitted by a particle
transition over an active medium between the tubes. The medium capable of
a transition radiation is composed of two adjacent materials of different dielectric
constant [100]. The TRT barrel consists of 73 layers of the tubes [101] and the
endcaps of 160 layers [102], providing 36 hits per a particle passage in average. The
tube system enhances the tracking resolution up to |η| = 2 by 130 µm resolution in
the φ-R plane only. The TRT possesses a number of 350 thousand channels [101].

Once a track is measured, the charge and momentum of a particle can be
deduced. The information of a charged particle four-vector can be completed via
a connection to the energy measurement acquired in the successive calorimetry
stage.

3.3.5 Calorimeters

The calorimeter measurement is destructive for all visible particles, except for
a muon due to its high mass, two hundred times higher than the electron mass.

Predominantly, a particle in the electromagnetic calorimeter undergoes an in-
teraction with matter creating an electron-positron pair (photon), or just radiating
a photon due to the bremsstrahlung effect (electron). A photon can be described
as being in a superposition of an electron-positron loop, so, when it approaches
a nucleus the loop can disintegrate into a leptonic pair. An electron just radiates
on a nuclei in the metal matrix of absorber matter. The characteristic parameter
of absorber in electromagnetic calorimeter is called a radiation length, the mean
distance from the entering point of a particle at which the particle loses 1/e of
its initial energy. The interaction with an absorber layers gradually decreases the
particle energy, consequentially increases the number of emitted particles, primar-
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ily in the longitudinal direction, and creates a particle shower. A shower gets
wider and fades out as advancing through absorbing layers in the detector bulk,
see an electron example in Figure 3.12. The longitudinal and lateral dimensions
of the shower are examined and the particle energy measured according to the
affected detector volume.

A similar principle works for the hadronic calorimeters as well, although the
nuclear processes dominate the interaction. The hadronic shower is enriched by
baryons and heavy fragments of the absorber in addition to the mostly presented
mesons. Due to higher mass of the mesons, the characteristic parameter of hadronic
absorber is defined as the mean distance from the entering point of a particle
at which the particle undergoes inelastic interaction. The parameter is called
a nuclear interaction length. The inelastic interaction disintegrates the incoming
particle, produces a number of secondary particles, and reweighs the showering
process back to the electromagnetic nature.

Figure 3.12: A particle shower initiated by a high-energy electron passing through
calorimeter absorbers. (Courtesy: C. Y. Chao, American Association for the Advance-
ment of Science).

All calorimeters in the ATLAS are of a sampling type. It means the calorimeter
mass is divided by high density material absorbers into segments in the azimuthal
and rapidity angles. The segments are filled in with a substance capable of de-
tection of the energy, released after an interaction of a particle with the absorber,
a scintillator crystal (light signal) or a ionizable gas in electrostatic field (elec-
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tric current signal). The ATLAS detector employs both signal generations, light
in case of a Tile-Calorimeter (TileCal) and electric current in case of LAr based
calorimeters.

The ATLAS electromagnetic calorimeter is composed of a barrel and two end-
caps, sharing the same technology for the absorbers and electrodes stacking in
an accordion shape [103]. The shape evolves in the direction out from the detector
center, and is composed of lead absorbers interleaved with three copper electrodes
separated from each other by insulating sheets of inter-gap spacers. The space
between the absorbers and electrodes is filled by the argon element in a liquid
state, for its stability and radiation hardness. The LAr also keeps the detector
uniformity, thanks to its liquid form. On the other hand, the whole system has to
be cooled down below the boiling point of the substance, so the whole calorimeter
must be placed in a cryostat. The outer two electrodes are connected to a high
voltage source, to ionize the LAr in the spacers, while the middle one is used
for the signal readout. An accordion shaped calorimeter prototype in an assembly
process can be seen in Figure 3.13a and the etched readout electrode before folding
in Figure 3.13b.

(a) An expansion of the accordion shape from
the left to right as the absorbers evolve from
the detector center [104].
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(b) An evolution of the pseu-
dorapidity angle to the right
is visible on the central elec-
trode [105].

Figure 3.13: Photographs of the electromagnetic LAr calorimeter components. The
accordion shaped section of a barrel calorimeter (a) and its readout electrode etched in
a copper plate before a horizontal folding (b).

The hadronic calorimeter utilizes two technologies, the TileCal type in the
center and the LAr type in the forward part. The central part is composed of
a barrel and two extended endcaps each of three made of 64 wedges forming a ring
around the electromagnetic calorimeter, with the wedge angle following to the polar
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angle of detector. The calorimeter constitutes of steel absorbers, and scintillator
tiles as the active medium. Tiles are placed perpendicular to the beam axis,
sandwiched in the wedge, to increase the granularity in the η-direction. The signal
light is sent by an optical fiber to a photo-multiplier and further processed by
readout electronics. The calorimeter must be able to read out more than 460
thousands tiles [106].

The LAr part of the hadronic calorimeter is as well of the sampling type,
utilizing a copper absorber, with a flat proposition (no accordion). The space
between absorbers is divided by three double electrodes separated by insulating
gap spacers, creating four independent drift zones for the LAr ionization. The
electrostatic field is achieved by grounding of copper absorbers and connecting
a high voltage to the nearer side of the next electrode. The other side of the
electrode is again grounded, starting a new drifting zone. The middle electrode
serves for the signal readout and carries an etched pad-structure defining the lateral
segmentation of the detector. The electrode is sandwiched by a high voltage plates.
The hadronic endcaps have to a readout 5632 channels only.

The LAr calorimeter has the characteristic time period defined as the length of
a single ionization pulse composed of a peak, when the generated charge is collected
on electrodes, and an inverse pedestal, when the system recombines. The period
is called a drift time and the typical value for the calorimeter is 400 ns. The full
period is too long to be read out, therefore only the peak using the first four
25 ns samples is considered in Run 2 [107]. The inverse pedestal makes a constant
bias for measurements in the following bunch-crossings and has to be corrected,
primarily in the forward region of the detector.

3.3.6 Muon Detectors

A muon can pass through the whole detector undestroyed, furthermore in each
part observed i.e. ID and calorimeters. It primarily interacts with the electrons
in the atomic matrix of detector matter. The electron-muon scattering angle is
minimal due to the heavier muon. Accordingly, a muon ionizes much smaller
volume of the detector than an electron, and no electromagnetic shower evolves
in the matter. The ATLAS utilizes a gaseous MS of various types. The first
two are fast MSs for an event trigger purpose, having three to four active layers.
They adopt a technology of combination of multiple anode wires and cathode strips
resulting in a Thin Gap Chamber (TGC) or plates for both electrodes as a Resistive
Plate Chamber (RPC). The chambers provide an electrostatic field of a very high
intensity supplied by 3 kV and 10 kV (TGC and RPC). The field causes a gas
ionization and initiate the avalanche effect, a secondary outcome is an acceleration
of the charge transport to the electrodes which makes the readout process faster.
The RPCs are placed in the barrel while the TGCs are placed in the endcaps of

58



the ATLAS detector. The precision measurement of a muon track is delivered
by another two MS types. A Muon Drift Tube (MDT) utilizes a technology of
single wire tubes and a Cathode Strip Chamber (CSC) again combines multiple
anode wires and cathode strips The MDT electric field is driven by voltage of
approximately 3 kV.

To enable a very precise momentum measurement of muons the MDT is spe-
cialized for a measurement in the lateral plane to the beam. This corresponds to
the fact of placing the MS in the toroid magnet. Since the MDT provides only
a measurement of the coordinates in the deflection plane (η-R), the space-point
information has to be completed by the azimuthal angle measurement (φ) from
the RPC and TGC.

The MDT is a primary tracking detector with six multi-tube layers, covering
the majority of the cylinder, see Figure 3.14a. The MDT have a limited rate of
muon detection and since the forward detector region expects a higher number
of muons passing the MS, the tubes would be saturated in a region of |η| > 2.
Therefore, the nearest MDT layer to the beam is removed and the CSC with
a higher detection rate provides the measurement capability instead [108].

(a) The MDT layers with a detail of multi-
tube composition in the bottom left corner.
The bottom two layers consist of four rows
of tubes while the others of three. Two
muon tracks with a different pT are de-
picted by red and blue lines [50].
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(b) The map clearly demonstrates
a higher number of muons arrived to
the detector from the secondary and
primary shafts (x = 0) and some of
them arrived even from the service
elevators (z = 0) [109].

Figure 3.14: Figures related to the ATLAS muon detector. The MDT detector vertical
crosscut in the magnetic deflection plane (a) and a contour map of a number of tracks
reconstructed by the RPC and extrapolated to the ground level.
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3.3.7 Trigger

The ATLAS trigger is the first system that processes raw data at the physics level.
It is a real-time event processor making an online decision if to keep an event or
not. Accordingly, it filters out the ordinary and well understood events for the
yield of rare and notable ones (e.g., pure-jet vs. four-lepton event). The selected
events are processed again later with all corrections and calibrations in an offline
stage, hence the online-offline naming.

A hardware stage called a Level-1 (L1) trigger reduces an event rate from
40 MHz to 100 kHz based on the prompt information from the calorimeters and
muon chambers. A High Level Trigger (HLT) software stage then reduces the rate
to 1 kHz in average [110] using the full information from the L1 trigger and the
track reconstruction of the ID and MS.

The ATLAS trigger system underwent a significant change of its architecture
between Run 1 and Run 2. The former three-stage system was simplified to two
stages only, consisting of the hardware L1 and software HLT step. While the L1
hardware stage was upgraded with hardware components as a Topological Proces-
sor (TP) and enhanced Central Trigger Processor (CTP) employing the FPGAs
instead of custom electronics [111]. Two Run 1 software stages a Level-2 (L2) and
Event Filter (EF) were merged into the current HLT. The merger simplified the
network interconnection which avoids a repetition of some reconstruction steps.
Further details on a trigger optimization, algorithms, and strategies for Run 2 can
be found in References [112–114].

The L1 trigger processes the information from the fast subsystem of MS (RPC,
TGC) and from the whole calorimeter system. The signals are pre-processed in
a muon CTP interface and in calorimeter cluster and jet/energy processors. The
CTP then makes the L1 trigger decision, which signal is distributed to the detector
readouts drivers (ROD), to control if the data should be moved up for further
processing or if should release the pipeline of ROD. The L1 trigger primarily counts
the multiplicity and compare the energy threshold of physics objects and test the
L1 requirements. Although it can not take into account the full information of
pile-up multiplicity, the TP extracts information of jets and muons direction in
space to achieve additional background rate reduction [111]. At the end, the L1
trigger generates a list of affected parts of the detector worth of a full readout,
called Regions of Interest (RoIs). The RoIs are handed over to a RoI builder,
an interface between the L1 trigger and HLT [115].

The HLT stage operates only within the RoIs delivered by the L1 trigger.
In general, the goal is to extend the event information by the contribution from
slower, although precise subdetectors such as the inner and outer tracking, the
ID and MS. The trigger stage also exploits a measurement coincidence, for exam-
ple a track and calorimeter cluster matching or a combination of a muon and ID
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tracks. A key architectural strategy of the HLT is a step-wise event selection. The
selection is based on a series of trigger decision steps called a trigger chain. The
ATLAS trigger consider many physics signatures such as the electrons, muons,
jets, photons, Emiss

T and τ -leptons, and b-physics. Each signature requests tens
of chains, taking into account high-pT objects, multiplicity, isolation, exclusivity,
specific combination, etc. An example template of a chain could be an RoI mul-
tiplicity, calorimeter cluster multiplicity and energy threshold, track multiplicity,
track-cluster matching, object selection. The HLT processing is based on a suc-
cessive requests for new data from the RoI, to decrease a network bandwidth in
case of early rejected events Each step in the chain performs a feature extraction
on newly transferred data refining the already acquired information of the event.
It can reject an event in early stage to release the buffer resources. Because of
the event reconstruction has to face a busy environment of multiple proton-proton
collisions, a vertex finding and an object-vertex matching plays a decisive role in
an event building.

One of the essential feature extractions in the HLT is the ID tracking and
associated vertex finding. Its processing is divided into two sections, a Fast Track-
ing (FT) and Precision Tracking (PT). The main algorithm of the FT handles
a pattern recognition and is known as a Fast Track Finder (FTF). The hits inside
of a RoI are at first recognized as clusters in the detector layers and then combined
with the geometrical information of detector to provide three-dimensional space-
points. Afterwards, the algorithm performs a spacepoint-triplets finding within
a subset of three different ID layers, to create basic track primitives. The final
track is constructed by a merger of the triplets consistent with the same trajec-
tory. The FT is finalized by a preliminary track fitting, outlying hits rejection,
and an extension to the TRT subdetector [116]. The FTF is designed to generate
medium quality tracks as quickly as possible and to provide a track seeding for
the subsequent second section, employing the precision algorithms. The PT is
an algorithm optimized for speed, producing results close to the quality of offline
algorithms. It resolves a hit-to-track association ambiguity and removes duplicate
tracks via a track scoring, to finally perform an accurate track fitting. Once the PT
complete the processing as well the trigger system can make the final HLT deci-
sion. The vertex finding algorithm is based on a histogram approach. The tracking
primitives are extrapolated to the center of detector and each fills a histogram as-
sociated to the z axis of the detector with its z0 impact parameter. A histogram
bin with the highest number of counts is marked as a vertex candidate.

3.3.8 Data Acquisition

From the ATLAS detector length of 44 m, speed of light, and 40 MHz bunch-
crossing rate it can be calculated, the detector is usually occupied by particles
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originated in up to three bunch-crossings. This makes the detector readout rather
challenging.

The ATLAS Data-Acquisition (DAQ) chain is composed, with respect to the
direction from the active medium of the detector to a long term data storage
of Front-end electronics (FE), a Readout system (ROS), data collection network,
ATLAS output data storage, and a Worldwide LHC Computing Grid (WLCG),

The FE handles the basic signal processing as amplification, filtration, shaping,
multiplexing, compression, zero-suppression (a device for suppression of a continual
sending of empty information, to relax a band width occupation), and derandom-
ization (a hardware pipeline to overcome bursts of potentially interesting events).
The FE directly provides data to the L1 trigger for a fast evaluation. The last el-
ement of the FE chain is the ROD which receives the L1 trigger decision back and
passes the acquired data to the following stage. The decision is also responsible
for the full RoI readout.

The ROS is a front-end of the data acquisition at software level. It provides
the data security, correction, and further multiplexing, and buffers the input using
a Readout Buffer (ROB).

Right after the ROS, the data collection network follows. It collects the data
from all subdetectors, and provides a coherent piece of information of a requested
event. The information is transferred to the HLT trigger to enable the final HLT
decision making. If an event is accepted the associated data are sent to a local
data storage and around the world through the WLCG [117]. The full DAQ system
with interconnection to the trigger system is depicted in Figure 3.15.

3.3.9 Luminosity

One of the crucial points for all analyses performed on the data acquired by the
ATLAS detector is the measurement of proton-proton collisions luminosity. It is
a necessary fundamental for a cross-section measurement of any process, moreover
its total uncertainty represents a limiting factor which has to be suppressed as
much as possible. The luminosity could be calculated straight from the machine
parameters, although resulting in a sizable uncertainty. Therefore, it must be
measured directly at the IP. The luminosity at IP1 is measured by several methods
and detectors [118].

An Absolute Luminosity for the ATLAS (ALFA) detector delivers the infor-
mation of the proton-proton total cross-section itself, which is necessary for the
luminosity calculation.

The detector utilizes the optical theorem for the extrapolation of measurement
of elastic proton-proton scattering in the forward region to the total cross-section
σp-p. Thus the luminosity can be deduced using Equation (3.1) [119].
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Figure 3.15: A schematic of the ATLAS DAQ and trigger interconnection. The DAQ
chain is on the left side illustrating the data flow from the hardware FE up to the WLCG.
The trigger architecture is depicted on the right side highlighting the two stage approach
with the L1 trigger and HLT.

An instantaneous luminosity is measured by a Beam Condition Monitor (BCM)
and a Luminosity Measurement Using Cerenkov Integrating Detector (LUCID).
The BCM was originally installed as a protection of the PD against radiation dose
caused by an accidental beam loss. The ATLAS primary luminosity monitor is
the LUCID. According to the original design its purpose is a measurement of the
instantaneous luminosity, together with a detection of the inelastic proton-proton
scattering, and monitoring of the beam conditions as well.

The luminosity measurement is based on knowledge of the LHC revolution fre-
quency, number of proton-proton collisions per bunch-crossing and a calibration
constant in form of a cross-section. The last is calculated from the normalized beam
density of beam in the horizontal and vertical planes using Equation (3.3). The
density is measured in situ using a special regime of the LHC performing so called
Van der Meer scan. It measures an interaction rate of the beams as a function
of their displacement [120]. Granularity of the measurement is based on luminos-
ity blocks (LB), a basic time unit for storing ATLAS luminosity information for
physics. The blocks are defined by CTP and the duration is approximately one
minute, depending on the experimental conditions [118]. The detector conditions
are assumed to be constant during a whole LB. The measurement was upgraded
to an enhanced LUCID 2 [121] version because of increased LHC center-of-mass
energy of collisions to 13 TeV in Run 2. It brought an advanced luminosity integra-

63



tion and Run 2 luminosity determination with total uncertainty of only 1.7 % [122].

3.4 Data for analysis

(a) Cumulative plot of delivered lumi-
nosity by the LHC across years of data
taking periods.

(b) Histogram of recorded luminosity by
ATLAS detector as a function of mean
number of inelastic interactions per bunch-
crossing.

Figure 3.16: Delivered and recorded luminosity plots from multiple periods of the LHC
operation [123].

The luminosity defines the amount of data that can be used for the analysis.
The ATLAS collaboration measures both the delivered luminosity by the LHC and
the recorded luminosity by the ATLAS detector, as can be seen in Figure 3.16. The
dataset is enriched by different center-of-mass energies in Figure 3.16a shown for
each year in both Run 1 and Run 2 periods. The recorded luminosity is shown in
Figure 3.16b as a function of the mean number of pile-up interactions where one can
see how the number increases across the years of Run 2. The recorded luminosity
is smaller than the delivered one due to possible troubles in the detector operation
and unavoidable circumstances. Although the ratio for Run 2 is 94 % that proofs
a heavy-duty effort of the detector operation team and the whole collaboration.
Once the data are collected the analysis itself can start, in the following chapter.
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Chapter 4

Statistical Samples

The presented analysis must process extensive amount of data for a successful
search for EW production of ZZjj, including VBS. The signal process is very rare
and unfortunately it is overwhelmed by a sizable background.

The search is performed over a collection of recorded events, by the ATLAS
detector, further referred to as real data or real sample. The real data are a
primary input to the analysis and a place where the signal and background events
compatible with the signal signature are contained.

A comparison of the real data with a theoretical model is necessary not only
for the signal strength extraction, but also for a background estimate, detector
systematic correction, and uncertainty determination. Therefore, simulated events
must be processed in parallel with the primary input. Such events are produced
by various event generators utilizing MC simulation of proton-proton collisions
in accordance with the SM predictions. The simulated events are generated for
individual processes, resulting in a number of simulated samples (referred to as
MC samples).

Details of the real data sample are described in this chapter, the ATLAS data
acquisition system is described in Chapter 3. Generation of the simulated samples
is briefly described in this chapter, followed by a catalog of all samples utilized by
the analysis.

4.1 Input Scheme

Raw ATLAS detector output is transformed to Event Summary Data (ESD), which
contain complete information about the event reconstruction. Due to their huge
size, ESD files are not suitable for physics analyses, therefore the data must be
converted to a more flexible format. Extended Analysis Object Data (xAOD) for-
mat transforms the ESD into physical objects, directly readable by a data analysis
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framework. The xAOD is a successor of simple AOD used during Run 1, improved
with an ability to produce derivations (DAODs) of the original sample in order to
make a number of smaller and more readily available samples tailored for particu-
lar groups of analyses [124]. The derivations are produced centrally by the ATLAS
Derivation Production Group, so the analysis teams, sharing the same final-state,
can benefit from it. Moreover, possible duplicate production by individual teams
is avoided [125]. The presented analysis is considered as an EW research in a frame
of the SM and is using “DAOD_STDM3” derivation tag.

The derivation used in this analysis includes events with at least two electron
or muon leptons with pT over 15 GeV and |η| below 2.6 or events accepted by
di-electron or di-muon triggers. The muons must pass at least basic track require-
ments [126] and the electrons must be matched to a cluster in the EM calorime-
ter (IsEMLoose) or be accepted by LooseLH identification working point [127].
The selection criteria correspond to, or are lower then, the signal selection criteria
defined for the analysis.

The production steps of real samples are recorded in meta-data tags versioned
by a four digit number. From the analysis perspective, two types of the tags are
important:

• r1234 – reconstruction tag,

• p1234 – post processing tag,

where a number 1234 represents an example of tag version, the number can be even
of five digits. The reconstruction tags record the conditions of detector during the
data acquisition and the post-processing tag keeps information on all data included
in the file, object containers, quality labeling, applied selection criteria, pile-up
conditions etc. The “r” tag can be altered with “f” tag, stating the reconstruction
was done by the WLCG root node (Tier-0) during the data acquisition. The
tag is usually accompanied by “m” tag for Tier-0 merging, an intermediate step.
A sample can be processed by more than one reconstruction or post processing
steps. All information of any sample produced by the ATLAS collaboration can
be found in ATLAS Meta-data Interface (AMI) database [128].

4.2 Recorded Data Samples

The presented analysis processes unprecedented amount of real events of proton-
proton collisions at center-of-mass energy of 13 TeV. The data samples were col-
lected during the whole Run 2 data-taking period, between years 2015 and 2018,
excluding the runs before the LHC upgrade to 25 ns bunch-spacing, which were
recorded in early 2015 with 50 ns bunch-spacing. The analysis feed utilize “good
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run lists” for determination of the ATLAS data-taking runs with high data quality
(DQ) usable for the physics research. The DQ signing is performed on per-LB
basis, as well as the integrated luminosity measurement, see Section 3.3.9. All
good samples together have total integrated luminosity of 139 fb−1, broken down
into years as shown in Table 4.1. The uncertainty in the integrated luminosity of
the combined sample is 1.7 % [122], obtained using the LUCID-2 detector [121] for
the primary luminosity measurements.

Period year Integrated luminosity Physics runs
[fb−1]

2015 3.2 66
2016 33.0 151
2017 44.3 186
2018 58.5 194

Table 4.1: Summary of data-taking periods of Run 2

The runs from the beginning and end of each data-taking period, as a repre-
sentative sample, are listed in Table 4.2. In total, 597 runs were processed by the
analysis framework.

Period Run Production steps
(period range)

2015 279928 r9264_p3083_p4251
284484 r9264_p3083_p4251

2016 297730 r9264_p3083_p4251
311473 r9264_p3083_p4251

2017 325713 r10260_p3399_p4251
340453 r10426_p3399_p4251

2018 348885 f937_m1972_p4251
364292 f1002_m2037_p4251

Table 4.2: Summary of the ATLAS data-taking runs processed by the analysis frame-
work. The listing shows the number of events taken during the run and production tags,
including the AMI links.
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4.3 Theory Prediction

A firm theory prediction is crucial for search analysis of a process with such small
cross-section as the ZZjj EW production. Moreover, the analysis represents a test
of the SM, therefore the prediction accuracy is essential for evident confirmation
(or exclusion) of the signal hypothesis.

4.3.1 Monte Carlo Simulation

The following description of MC simulations is very brief, oriented in the way of
description of the method inputs rather than the embedded algorithmic techniques,
for the sake of the experimental physicist point of view. A thorough description
can be found in [129, 130].

The MC simulation method operates on stochastic variables in accordance with
the particle physics nature. A fundamental element of the method is represented
by the probability density function of object or process variables, from which the
probability of obtaining a value from a certain interval can be deduced. The
method utilizes the functions for the random sampling of variables, to make a
decision on a particle decay, radiation, splitting, and new particle creation.

The simulation starts with generation of a hard process, which is described by
squaring of the corresponding matrix element (ME) in case of leading order (LO)
approximation. In higher orders, more advanced techniques are needed in order to
get rid of ultra-violet divergences by employing regularization and renormalization
techniques [131]. In case of hard proton-proton collisions, like at LHC, the particles
entering the ME are not directly protons but their constituents, partons (quarks
and gluons). In such collisions, proton is described by a set of Parton Distribution
Functions (PDF) which give the probability of finding a parton of given flavor
carrying a given fraction of proton’s longitudinal momentum [132]. PDFs must
be measured, since can not be derived from first principles from QCD Lagrangian
as strong non-perturbative effects are involved. For many processes at the LHC
the PDF uncertainties represent a significant part of uncertainty in the theoretical
cross-section calculations.

Due to mass singularities presented in the QCD, the hard partons entering
the ME radiate intensively additional partons. These parton showers can be still
described perturbatively [133–135] and can be implemented in MC generators as
stochastic process. Parton radiation makes PDFs dependent not only on frac-
tional momentum x but on the virtuality of parton entering/leaving the hard pro-
cess. The evolution in virtuality is described by the Dokshitzer-Gribov-Lipatov-
Altarelli-Parisi (DGLAP) equation [136–139]. The parton showering depends on
the hardness of interaction represented by the transferred momentum between
protons. A hard interaction can produce high momentum quarks and subsequent
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gluon radiation, resulting in parton showers driven by gluon self-coupling. The
phenomena is described by the Parton Splitting Functions.

The hadronization is the late state of evolution of the simulated process, when
the hadrons are formed out of the quarks and gluons, the perturbative QCD be-
comes invalid, and non perturbative approach must be employed in a form of
phenomenological fragmentation models (Lund string [140, 141] used by Pythia,
Cluster hadronization [142, 143] used by Herwig, etc.). The functions encode the
information on how partons produced in hard-scattering processes are turned into
an observed colorless hadronic bound final-state [144].

The perturbative quantum field theory enters the simulation through the ME
and corresponding higher order corrections.The analysis considers only the QCD
corrections, however the EW corrections are starting to be studied as well [145].
The ME can be calculated in the first approximation at the leading order accu-
racy, using the tree-level feynman diagrams, usually sufficient for the modeling of
distribution shapes. For a proper modeling of scale, higher order diagrams are nec-
essary. Accuracy of next-to-leading order (NLO), or even next-to-next-to-leading
order (NNLO) can be achieved by inclusion of all diagrams in the ME or usage
of lower order diagrams with a subsequent re-weighting to the desired order. The
latter case can lead, at first glance, to a whimsical result as a zero-jet process at
NLO accuracy in QCD.

A MC generator tune represents the settings of input parameters optimized for
the best agreement of simulated observables with the real data. A summary of
validation and tuning of the MC generators for the LHC can be found in [146].
The settings are adjusted in several steps for initial and final state radiation of ME
(start of the parton showering), considering underlying event, beam remnants,
color re-connections using minimum bias events, and energy scaling [147]. An
example of generator tune used in Pythia is called Perugia tune [148].

The MC simulation of proton-proton collision is a complex process. For the
better understanding of the individual phases and mechanisms a representative
illustration based on Feynman diagrams is shown in Figure 4.1. The illustration
emphasizes a difference in decay complexity of an EW boson ( ), which is
driven by the properties of the object, and a gluon ( ), driven by the shower-
ing and hadronization where the QCD itself takes a significant part (asymptotic
freedom, gluon self-coupling, color charge, confinement etc.).

To sum up all inputs to the MC simulation, these parameters must be under
control:

• renormalization and factorization scales, such as the QCD scales,

• parton distribution functions and splitting functions, as the perturbative
input,
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Figure 4.1: Diagrammatical illustration of a simulated proton-proton collision generated
by the Sherpa event generator. Quarks and gluons (blue) of the beam protons (biggest
green blobs) scatter creating a hard interaction (big red blob) and an underlying event
or multi-parton interaction (purple blob). The emergence of color neutral remnants of
the original protons is allowed through the hadronization (light green ellipses). The hard
interaction produces new particles (red), radiating gluons driven by the parton showering.
The particles decay into final-state leptons (yellow lines) or hadronize creating jets and
photon radiation (yellow waves). In the end, the unstable hadrons can decay (dark green
blobs). The illustration shows a tt̄Hproduction as can be identified from the quarks and
boson decays (small red blobs) [149].

• hadronization scale, minimum perturbative cutoff, collinearity cut-off, and
fragmentation functions, as the non-perturbative input,

• and a broad array of parameters of the event generator framework, such as
the generator tune.

The described event generation involves the proton-proton collision and imme-
diate decays to the final state particles. It usually represents only the first step
towards the theory prediction usable in a search analysis with the ATLAS detector,
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because of another simulation is necessary to complete the picture, discussed in
the next section. However, already the truth information can be used, for example
to the phase space determination.

4.3.2 ATLAS Event Simulation

A simulation of the interaction of generated event final-state particles with the
detector, projects the experimental setup into the MC simulation at reconstruction
level. This step is necessary to make the artificial simulated events comparable
with the measured data in the ESD format, enabling to model the systematic
uncertainties. For this purpose, the ATLAS Monte Carlo Simulation Infrastructure
was established [89].

The infrastructure includes the following simulation inputs and tools: a ge-
ometrical and material model of the ATLAS detector prepared in GEANT 4 (a
simulation tool) [150], a simulation conditions database, detector calibration, event
generator job options and interfaces, and an interconnection with the large-scale
production infrastructure like the WLCG.

The model includes all detector aspects, especially the granularity of all sen-
sitive parts (pixels, strips, tubes, tiles), the discontinuity of the measurement in
a form of the layers in the ID and MS, and the detector volumes of calorimeters.
Each volume has defined construction matter which enables a proper simulation
of electromagnetic and hadronic shower creation in absorbers and detection pro-
cess of scintillation or ionization. The transition radiation emission process is
also included in the detection simulation. Detector geometry imperfections like
barrel-endcap transition region or zero-eta cable shafts are modeled as well.

The simulation of event detection is even able to project realistic measurement
calibration and conditions of the detector, as are the differences in temperature,
misalignment, distortions, detector noise, and dead sensor elements. The LHC
beam properties are also taken into account, including the event overlay for pile-
up simulation, bunch crossing frequency, and in-time pileup.

The last step of the simulation of event passage through the detector is digitiza-
tion. A process of transformation of the energy deposited in the sensitive regions
of the detector into electric signal, in the same format as the real event would
generate. It brings a great advantage in a sense that the same readout algorithms
can be used for the simulated and real events, including the full reconstruction
chain of the ATLAS DAQ and Trigger.

Besides sensors, the ATLAS model includes the parts of detector support sys-
tems, magnetic subsystem, and construction elements. It also represents dead
material which can cause unwanted effects like bremsstrahlung, which must be
simulated as well. The model is comprehensive including the detector skeleton,
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sensor holding staves, magnet coils, cooling infrastructure, cable trays and shafts,
but even single cables and circuit boards of readout electronics.

All simulation production steps can be summarized in three main phases with
following sets of processes

• event generation - from the collisions, across the ME, parton showering, and
hadronization to the final states,

• detector response - from the generated event passage through the detector,
scintillation, and ionization to the signal digitization,

• reconstruction - from the detector readout to the event reconstruction chain
of ATLAS DAQ and Trigger.

The simulated samples are described with the same meta-data tags as the real
samples, described in the Section 4.1, although enriched with

• e1234 – event generation tag,

• s1234 – and simulation tag,

preceding the reconstruction and post-processing tags.

4.4 Simulated Samples
Due to the large time-scale of the real data collection and various pile-up multiplic-
ities of the LHC collision events across the data collection years, the resulting MC
sample is composed of several different pile-up profiles. The profiles are defined
by the rates of pile-up multiplicities applied for runs in each data-taking period,
as can be seen in Figure 3.16b.

While profiles for years 2015 and 2016 were combined in a single MC simulation
campaign called “mc16a”, another two profiles for years 2017 and 2018 are used
separately for campaigns “mc16d” and “mc16e”. Therefore, the simulation must be
processed three times to realistically model the real combined sample. A summary
of the pile-up profiles used for MC simulations is shown in Table 4.3, highlight-
ing the production tags. It can be noticed that the tags of the real samples in
Table 4.2 correspond to the pile-up profile “r” tags of identical year. Although,
with exception of the year 2018, where the data were not re-processed, the first
processing from Tier-0 is still used.

The existence of three pile-up profiles demands repetition of the simulation of
individual MC samples as well as execution of the analysis code. Final combination
is weighted by the integrated luminosity of each corresponding data-taking period,
as shown in Table 4.1. The huge amount of processed data places an additional
challenge on the analysis framework presented in this document.
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Period year Pile-up profile Reconstruction tags

2015–2016 mc16a r9364, r9315
2017 mc16d r10201, r10210
2018 mc16e r10724, r10726

Table 4.3: Summary information for pile-up profiles of Run 2
.

4.4.1 Signal Samples

The MC samples of the EW ZZjj production are simulated using two different
options, utilizing the MadGraph or Sherpa as the event generator, resulting
in two independent samples. The MadGraph settings utilizes the Pythia for
the parton showering and hadronization and EvtGen for the heavy flavor decays
modeling. The second settings utilize the Sherpa generator for all simulation
steps. The exact version of the individual tools applied for the simulation is listed
in Table 4.4. Further details can be decoded from the production steps and a
dataset number corresponding to the generator job options. The process descrip-
tion in the table considers leptons marked as ` to be electrons, muons, or taus (e,
µ, or τ) or a corresponding anti-particle, unless stated otherwise. Tables men-
tioned later in the text may consider also ν to be (anti)neutrino from any family.

Dataset Process Generator(s) Tune/PDF Production steps

345071 qq̄ → ````jj
MadGraph5_aMC@NLO(v2.3.3.p1)
Pythia8(v8.212)
EvtGen(v1.6.0)

A14 NNPDF3.0 LO
e5994_e5984_s3126_r9364_r9315_p3761
e6834_e5984_s3126_r10201_r10210_p4097
e6834_e5984_s3126_r10724_r10726_p4097

364283 qq̄ → ````jj Sherpa(v2.2.2) NNPDF3.0 NNLO
e6055_e5984_s3126_r9364_r9315_p4097
e6055_e5984_s3126_r10201_r10210_p4097
e6055_e5984_s3126_r10724_r10726_p4097

364250 qq̄ → ```` Sherpa(v2.2.2) NNPDF3.0 NNLO
e5894_s3126_r9364_r9315_p4097
e5894_e5984_s3126_r10201_r10210_p4097
e5894_e5984_s3126_r10724_r10726_p4097

345706 gg → ```` Sherpa(v2.2.2) NNPDF3.0 NNLO
e6213_e5984_s3126_r9364_r9315_p4097
e6213_e5984_s3126_r10201_r10210_p4097
e6213_e5984_s3126_r10724_r10726_p4097

361603 qq̄ → ````
Powheg(v2_r2819)
Pythia8(v8.210)
EvtGen(v1.2.0)

AZNLO CTEQ6L1
e4475_s3126_r9364_r9315_p4250
e4475_e5984_s3126_r10201_r10210_p4250
e4475_e5984_s3126_r10724_r10726_p4250

Table 4.4: Summary of the ZZ MC samples processed in this analysis framework. The
listing includes the generated process description, utilized event generators, and their
settings. Full information for the direct identification of datasets in the collaboration
database is included, i.e. job option and AMI links.
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https://ami.in2p3.fr/AMI/servlet/net.hep.atlas.Database.Bookkeeping.AMI.Servlet.Command?Command=FormGetElementInfo+-GUI%3D%22yes%22+-amiAdvanced%3D%22ON%22+-amiLang%3D%22english%22+-elementID%3D%222021017%22+-entityName%3D%22dataset%22+-processingStep%3D%22production%22+-project%3D%22mc16_001%22+-uimode%3D%22bootstrap%22&Converter=%2Fxsl%2FAMIProdFrameHTML.xsl&Valider=Execute&Type=AtlasProduction
https://ami.in2p3.fr/AMI/servlet/net.hep.atlas.Database.Bookkeeping.AMI.Servlet.Command?Command=FormGetElementInfo+-GUI%3D%22yes%22+-amiAdvanced%3D%22ON%22+-amiLang%3D%22english%22+-elementID%3D%222021269%22+-entityName%3D%22dataset%22+-processingStep%3D%22production%22+-project%3D%22mc16_001%22+-uimode%3D%22bootstrap%22&Converter=%2Fxsl%2FAMIProdFrameHTML.xsl&Valider=Execute&Type=AtlasProduction
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The signal samples contain Feynman diagrams consisting of six EW couplings
and zero QCD couplings, including the diagrams of Higgs boson exchange with off-
shell Higgs boson, for details see Figures 2.3, 2.2 and 2.6a. The signal boson pairs
decay to charged leptons, however, both samples include also a tri-boson case when
the third boson decays hadronically into two jets. Events of the primary sample are
generated with a ME at LO in perturbative QCD, using A14 tune and NNPDF3.0
LO PDF set [151]. A four-lepton invariant mass filter at the generator level is set
at 130 GeV. The secondary sample was also generated at LO using NNPDF3.0
NNLO PDF set.

The QCD ZZ production MC sample is simulated using the Sherpa generator
with a ME calculated at NLO in QCD with up to one jet and at LO with two or
three jets. The sample includes only the quark-induced processes, and is used as a
primary MC sample for modeling of the QCD ZZjj production. The NNPDF3.0
NNLO PDF set is applied here as well. A di-lepton mass filter at the generator
level is set at 4 GeV and the leading and sub-leading lepton pT is required to
be over 5 GeV. The last selection requirement is overlapped by the derivation
selection criteria, so is mentioned here only to complete the information, and will
not be mentioned again in the text.

The secondary sample for QCD ZZ production consists of gluon-induced pro-
cesses and is produced by Sherpa generator. The sample is generated with a ME
at LO in QCD with up to one jet using the NNPDF3.0 NNLO PDF set. The
sample includes gluon-gluon fusion and interference diagrams. The four-lepton
mass filter at the generator level is set at 130 GeV. The sample is reweighted by
the analysis framework to NLO accuracy using a factor of 1.67 [152].

As a cross-check, another ZZ production MC sample was chosen. The sample
is generated in Powheg with cross-section precision at NLO in QCD (with no
jets). The generator is set to AZNLO CTEQ6L1 tune [153], using the CT10
NLO PDF set. The di-lepton mass filter at the generator level is set at 4 GeV
This sample contains only events with jets from the parton showering, therefore is
suitable only for comparison studies without jet selection.

4.4.2 Background Samples

A number of MC simulated samples is used for the background estimation and
validation of utilized methods. All samples are generated by the Sherpa generator
using NNPDF3.0 NNLO PDF set, with exception of some tt̄ cases.

TheWZjj production sample is generated with a ME calculated at LO in QCD
and the WZ production sample at NLO with up to one jet and at LO with two or
three jets. The samples are used for both background estimation and validation,
listed in Table 4.5.

The WWZ, WZZ, and ZZZ MC samples, further called tri-boson samples,
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Dataset Process Generator PDF Production steps

364284 qq̄ → ```νjj Sherpa(v2.2.2) NNPDF3.0 NNLO
e6055_e5984_s3126_r9364_r9315_p4250
e6055_e5984_s3126_r10201_r10210_p4097
e6055_e5984_s3126_r10724_r10726_p4097

364253 qq̄ → ```ν Sherpa(v2.2.2) NNPDF3.0 NNLO
e5916_s3126_r9364_r9315_p4097
e5916_e5984_s3126_r10201_r10210_p4097
e5916_e5984_s3126_r10724_r10726_p4097

Table 4.5: Summary of the WZ background MC samples. The listing includes the gen-
erated process description, utilized event generators, and their settings. Full information
for the direct identification of datasets in the collaboration database is included, i.e. job
option and AMI links.

are generated using a NLO ME in QCD with up to one jet and a LO ME with
two jets. The samples are used exclusively for the background estimation and are
listed in Table 4.6.

Dataset Process Generator PDF Production steps

364243 qq̄ → WWZ (4`2ν) Sherpa(v2.2.2) NNPDF3.0 NNLO
e5887_s3126_r9364_r9315_p4097
e5887_e5984_s3126_r10201_r10210_p4097
e5887_e5984_s3126_r10724_r10726_p4097

364245 qq̄ → WZZ (5`1ν) Sherpa(v2.2.2) NNPDF3.0 NNLO
e5887_s3126_r9364_r9315_p4097
e5887_e5984_s3126_r10201_r10210_p4097
e5887_e5984_s3126_r10724_r10726_p4097

364248 qq̄ → ZZZ (4`2ν) Sherpa(v2.2.2) NNPDF3.0 NNLO
e5887_s3126_r9364_r9315_p4097
e5887_e5984_s3126_r10201_r10210_p4097
e5887_e5984_s3126_r10724_r10726_p4097

364247 qq̄ → ZZZ (6`0ν) Sherpa(v2.2.2) NNPDF3.0 NNLO
e5887_s3126_r9364_r9315_p4097
e5887_e5984_s3126_r10201_r10210_p4097
e5887_e5984_s3126_r10724_r10726_p4097

Table 4.6: Summary of the triboson background MC samples. The listing includes the
generated process description, utilized event generators, and their settings. Full infor-
mation for the direct identification of datasets in the collaboration database is included,
i.e. job option and AMI links.

The Z + jets MC samples are generated at cross-section accuracy of NLO in
QCD with up to two jets and at LO with up to four jets, the reweighting to the
higher order is done at the generator level. The process is sliced according to the
jets flavor and highest value of a vectorial and scalar sum of pT of all final state
particles, including jets. The slicing results in a number of MC samples, therefore
only a few representative ones are listed in Table 4.7, for each decay channel of
simulated Z boson (`+`−). The samples are used for the validation of misidentified
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background estimation.

Dataset range Process Generator PDF Production steps

364100–364113 qq̄ → Z/γ∗ + jets (ee) Sherpa(v2.2.1) NNPDF3.0 NNLO
e5271_s3126_r9364_r9315_p4252
e5271_s3126_r10201_r10210_p4097
e5271_e5984_s3126_s3136_r10724_r10726_p4097

364114–364127 qq̄ → Z/γ∗ + jets (µµ) Sherpa(v2.2.1) NNPDF3.0 NNLO
e5299_s3126_r9364_r9315_p4252
e5299_s3126_r10201_r10210_p4252
e5299_e5984_s3126_s3136_r10724_r10726_p4097

364128–364141 qq̄ → Z/γ∗ + jets (ττ) Sherpa(v2.2.1) NNPDF3.0 NNLO
e5307_s3126_r9364_r9315_p4097
e5307_e5984_s3126_r10201_r10210_p4250
e5307_e5984_s3126_s3136_r10724_r10726_p4097

Table 4.7: Summary of a range of the Z + jets MC samples. The listing includes the
generated process description, utilized event generators, and their settings. Full infor-
mation for the direct identification of datasets in the collaboration database is included,
i.e. job option and AMI links.

The MC samples of tt̄ production are generated by various generators as can be
seen in Table 4.8. The bare production is generated by Powheg utilizing Pythia
and EvtGen with a NLO ME in QCD, using A14 tune and NNPDF2.3 LO
PDF set [154]. The productions including one or two W bosons are generated by
MadGraph with the same tandem of supporting tools and the tune and PDF set
as in the previous case. The QCD accuracy of the diboson case is at NLO and the
other at LO. The tt̄Z production is generated by Sherpa with a ME calculated at
LO in perturbative QCD, using NNPDF3.0 NNLO PDF set. The bare production
sample is used for the validation of the misidentified lepton background estimation.
The other samples are included in the irreducible background estimation.

The signal samples in Section 4.4.1 are used also for estimation of background
originating from Z → ττ decay.
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https://gitlab.cern.ch/atlas-physics/pmg/infrastructure/mc15joboptions/-/blob/master/share/DSID364xxx/MC15.364100.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV0_70_CVetoBVeto.py
https://gitlab.cern.ch/atlas-physics/pmg/infrastructure/mc15joboptions/-/blob/master/share/DSID364xxx/MC15.364113.Sherpa_221_NNPDF30NNLO_Zmumu_MAXHTPTV1000_E_CMS.py
https://ami.in2p3.fr/AMI/servlet/net.hep.atlas.Database.Bookkeeping.AMI.Servlet.Command?Command=FormGetElementInfo+-GUI%3D%22yes%22+-amiAdvanced%3D%22ON%22+-amiLang%3D%22english%22+-elementID%3D%222296027%22+-entityName%3D%22dataset%22+-processingStep%3D%22production%22+-project%3D%22mc16_001%22+-uimode%3D%22bootstrap%22&Converter=%2Fxsl%2FAMIProdFrameHTML.xsl&Valider=Execute&Type=AtlasProduction
https://ami.in2p3.fr/AMI/servlet/net.hep.atlas.Database.Bookkeeping.AMI.Servlet.Command?Command=FormGetElementInfo+-GUI%3D%22yes%22+-amiAdvanced%3D%22ON%22+-amiLang%3D%22english%22+-elementID%3D%221973840%22+-entityName%3D%22dataset%22+-processingStep%3D%22production%22+-project%3D%22mc16_001%22+-uimode%3D%22bootstrap%22&Converter=%2Fxsl%2FAMIProdFrameHTML.xsl&Valider=Execute&Type=AtlasProduction
https://ami.in2p3.fr/AMI/servlet/net.hep.atlas.Database.Bookkeeping.AMI.Servlet.Command?Command=FormGetElementInfo+-GUI%3D%22yes%22+-amiAdvanced%3D%22ON%22+-amiLang%3D%22english%22+-elementID%3D%221975223%22+-entityName%3D%22dataset%22+-processingStep%3D%22production%22+-project%3D%22mc16_001%22+-uimode%3D%22bootstrap%22&Converter=%2Fxsl%2FAMIProdFrameHTML.xsl&Valider=Execute&Type=AtlasProduction
https://gitlab.cern.ch/atlas-physics/pmg/infrastructure/mc15joboptions/-/blob/master/share/DSID364xxx/MC15.364114.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV0_70_CVetoBVeto.py
https://gitlab.cern.ch/atlas-physics/pmg/infrastructure/mc15joboptions/-/blob/master/share/DSID364xxx/MC15.364127.Sherpa_221_NNPDF30NNLO_Zee_MAXHTPTV1000_E_CMS.py
https://ami.in2p3.fr/AMI/servlet/net.hep.atlas.Database.Bookkeeping.AMI.Servlet.Command?Command=FormGetElementInfo+-GUI%3D%22yes%22+-amiAdvanced%3D%22ON%22+-amiLang%3D%22english%22+-elementID%3D%222295631%22+-entityName%3D%22dataset%22+-processingStep%3D%22production%22+-project%3D%22mc16_001%22+-uimode%3D%22bootstrap%22&Converter=%2Fxsl%2FAMIProdFrameHTML.xsl&Valider=Execute&Type=AtlasProduction
https://ami.in2p3.fr/AMI/servlet/net.hep.atlas.Database.Bookkeeping.AMI.Servlet.Command?Command=FormGetElementInfo+-GUI%3D%22yes%22+-amiAdvanced%3D%22ON%22+-amiLang%3D%22english%22+-elementID%3D%222293707%22+-entityName%3D%22dataset%22+-processingStep%3D%22production%22+-project%3D%22mc16_001%22+-uimode%3D%22bootstrap%22&Converter=%2Fxsl%2FAMIProdFrameHTML.xsl&Valider=Execute&Type=AtlasProduction
https://ami.in2p3.fr/AMI/servlet/net.hep.atlas.Database.Bookkeeping.AMI.Servlet.Command?Command=FormGetElementInfo+-GUI%3D%22yes%22+-amiAdvanced%3D%22ON%22+-amiLang%3D%22english%22+-elementID%3D%221975010%22+-entityName%3D%22dataset%22+-processingStep%3D%22production%22+-project%3D%22mc16_001%22+-uimode%3D%22bootstrap%22&Converter=%2Fxsl%2FAMIProdFrameHTML.xsl&Valider=Execute&Type=AtlasProduction
https://gitlab.cern.ch/atlas-physics/pmg/infrastructure/mc15joboptions/-/blob/master/share/DSID364xxx/MC15.364128.Sherpa_221_NNPDF30NNLO_Ztautau_MAXHTPTV0_70_CVetoBVeto.py
https://gitlab.cern.ch/atlas-physics/pmg/infrastructure/mc15joboptions/-/blob/master/share/DSID364xxx/MC15.364141.Sherpa_221_NNPDF30NNLO_Ztautau_MAXHTPTV1000_E_CMS.py
https://ami.in2p3.fr/AMI/servlet/net.hep.atlas.Database.Bookkeeping.AMI.Servlet.Command?Command=FormGetElementInfo+-GUI%3D%22yes%22+-amiAdvanced%3D%22ON%22+-amiLang%3D%22english%22+-elementID%3D%222021423%22+-entityName%3D%22dataset%22+-processingStep%3D%22production%22+-project%3D%22mc16_001%22+-uimode%3D%22bootstrap%22&Converter=%2Fxsl%2FAMIProdFrameHTML.xsl&Valider=Execute&Type=AtlasProduction
https://ami.in2p3.fr/AMI/servlet/net.hep.atlas.Database.Bookkeeping.AMI.Servlet.Command?Command=FormGetElementInfo+-GUI%3D%22yes%22+-amiAdvanced%3D%22ON%22+-amiLang%3D%22english%22+-elementID%3D%222295441%22+-entityName%3D%22dataset%22+-processingStep%3D%22production%22+-project%3D%22mc16_001%22+-uimode%3D%22bootstrap%22&Converter=%2Fxsl%2FAMIProdFrameHTML.xsl&Valider=Execute&Type=AtlasProduction
https://ami.in2p3.fr/AMI/servlet/net.hep.atlas.Database.Bookkeeping.AMI.Servlet.Command?Command=FormGetElementInfo+-GUI%3D%22yes%22+-amiAdvanced%3D%22ON%22+-amiLang%3D%22english%22+-elementID%3D%222021450%22+-entityName%3D%22dataset%22+-processingStep%3D%22production%22+-project%3D%22mc16_001%22+-uimode%3D%22bootstrap%22&Converter=%2Fxsl%2FAMIProdFrameHTML.xsl&Valider=Execute&Type=AtlasProduction


Dataset Process Generator(s) Tune/PDF Production steps

410472 pp→ tt̄
Powheg
Pythia8(v8.230)
EvtGen(v1.6.0)

A14 NNPDF23LO
e6348_e5984_s3126_r9364_r9315_p4097
e6348_e5984_s3126_r10201_r10210_p4097
e6348_e5984_s3126_r10724_r10726_p4097

410142 pp→ tt̄+ Z/γ∗ (``) Sherpa(v2.2.0) NNPDF3.0 NNLO
e4686_e5984_s3126_r9364_r9315_p4097
e4686_e5984_s3126_r10201_r10210_p4097
e4686_e5984_s3126_r10724_r10726_p4097

410155 pp→ tt̄+W
MadGraph5_aMC@NLO(v2.3.3.p0)
Pythia8(v8.210)
EvtGen(v1.2.0)

A14 NNPDF23LO
e5070_s3126_r9364_r9315_p4097
e5070_e5984_s3126_r10201_r10210_p4097
e5070_e5984_s3126_r10724_r10726_p4097

410081 pp→ tt̄+WW
MadGraph5_aMC@NLO(v2.2.2.p6)
Pythia8(v8.186)
EvtGen(v1.2.0)

A14 NNPDF23LO
e4111_s3126_r9364_r9315_p4097
e4111_e5984_s3126_r10201_r10210_p4097
e4111_e5984_s3126_r10724_r10726_p4097

Table 4.8: Summary of the tt̄ MC samples. The listing includes the generated process
description, utilized event generators, and their settings. Full information for the direct
identification of datasets in the collaboration database is included, i.e. job option and
AMI links.
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Chapter 5

Analysis Setup

The primary goal of this analysis is the observation of EW production of two Z
bosons and a pair of jets in the four charged lepton channel. The signal must be
extracted using an advanced statistical method, as it is overwhelmed by a large
background.

As the first step towards the goal, a proper understanding of the signal and
background must be achieved. Afterwards, an event selection enhancing the signal
and suppressing the background contribution can be defined, using physical object
kinematic requirements. The phase space defined by a set of requirements is called
Signal Region (SR). Once further kinematic requirements become inefficient or
divert too large portion of the signal from the SR, the input observable for the
statistical method must be defined. Advanced selection methods are exploited for
the definition using various Multivariate Analysis (MVA) techniques.

This chapter describes the analysis strategy, its origin, and signal-to-background
comparison.

5.1 Inclusive ZZ Production

Since the final-state of interest consists of two Z boson and two jets, an inclusive
ZZ production represents a natural starting point for the studies. The boson
selection can be adopted with minor optimizations to maximize the signal yield,
but the jet selection must be added for the VBS signature identification. The focus
on EW production dramatically changes the original analysis since a dominant
part of the inclusive ZZ production signal becomes a background overwhelming
the signal.

The presented analysis is built up on top of a framework employed for the
inclusive ZZ production cross-section measurement by the ATLAS collaboration
with 36.1 fb−1 [20] of data (2015-2016), where the author significantly contributed.
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Not only the similar final-state makes the ZZ production an ideal start, it also
provides a good insight into utilized analysis techniques and serves as a good guide
because of similar analysis work-flow.

The ZZ measurement also offers the first insight into the EW production study
by examination of ZZ cross-section as a function of jet multiplicity, shown in
Figure 5.1. The cross-section with two or more jets is of the interest, representing
the upper limit of the expected result. As was anticipated, the process is very rare
with the cross-section of approximately 4 and 1.5 fb, using all jets (Figure 5.1a)
and jets with pT over 60 GeV (Figure 5.1b) respectively.
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Figure 5.1: Cross-section of inclusive ZZ production as a function of jet multiplicity (a)
and multiplicity considering only jets with pT over 60 GeV (b). The histograms are taken
from the starting point analysis [20].

5.2 EW ZZ Production
As is discussed in Section 2.2.1, the EW production of the bosons must be accom-
panied by two jets as a VBS signature. Typical observables used for VBS search
analyses are a di-jet invariant mass mjj, di-jet constituents separation in terms of
rapidity defined in equation

∆yjj = |yj1 − yj2|,

and product of their rapidity values (yj1 × yj2). The latter requirement is in fact
used for an identification of events with the jets at the opposite sides of the detector
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by requesting a negative value. A survey of jet requirements used in other EW
production channels (WW , WZ, and semi-leptonic V V ) is shown in Table 5.1.
For a complete comparison of the channels studied in the ATLAS collaboration,
see [40]. The semileptonic channel considers one of the bosons to be decaying
hadronically to two jets, the V is interchangeable with a W or Z boson.

Jet selections

mjj ∆yjj yj1 × yj2
VBS Channel [GeV] [–] [–]

WWjj 500 > 2 –
WZjj 500 – < 0
V V jj (semi) 400 – < 0

Table 5.1: A survey of jet selection requirements used in other VBS channels than the
ZZ, based on [40].

The survey helps with a choice of a set of observables most efficient for the
selection of ZZjj events. However, a direct comparison of the signal and QCD
background, in the next section, suggests the final choice of the set and determi-
nation of the threshold values.

5.3 MC Truth Analysis
Before the search can be conducted, a thorough understanding of theoretical pre-
diction of the target phenomena is necessary. The prediction is accessible through
the MC simulations described in Chapter 4. In search for phenomena with a
small cross-section, the simulated MC samples can be available faster than the
real data with sufficient statistics can be collected. This is true especially in the
case demanding full Run 2 data sample, just like in the presented analysis. The
analysis of MC samples provides identification of the typical signature of signal and
background processes, validation and optimization of the selection criteria. At a
certain level, the simulated data-sample availability in advance naturally removes
the observation bias.

5.3.1 Signal to Background Comparison

The comparison takes into account the EW production as the signal and the quark-
induced QCD production as the most significant background. A preliminary phase
space is composed of the inherited ZZ selection criteria and a requirement for at
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least two accompanying jets for the follow-up study. The presence of two jets is a
necessary prerequisite for a construction of the di-jet system for evaluation of the
VBS signature described in the previous section. The di-jet is constructed from
the two leading pT jets of an event.

The comparison studies shapes of observables using a normalization of the
distributions to unity. The set of observables listed in Table 5.1 is compared in
Figure 5.2, together with a distribution of the leading pT jet.
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Figure 5.2: Shape comparison of the EW signal and quark-initiated QCD back-
ground distributions of MC simulated samples. Distributions as a function of ∆yjj (a),
yj1 × yj2 (b), mjj (c), and leading jet pT (d) are shown. Distributions are normalized to
unity.
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The Figure 5.2a clearly shows the signal is enhanced when the di-jet con-
stituents are detected at the opposite sides of the detector. It corresponds to the
expectation of VBS events being driven by EW interaction. The shape compari-
son of rapidity separation in Figure 5.2b supports the previous statement as well.
Both of the selection requirements in Table 5.1 corresponding to the findings are
adopted “as is”, for the ZZ channel. Simultaneity of both requirements can com-
fortably overcome the background peak around zero in yj1 × yj2 distribution. The
di-jet mass comparison in Figure 5.2c proves the requirement as a reliable selection
criteria. The last distribution of the comparison shows, that properties of single
objects such as pT are also worth of considering in the selection. This conclusion
will be utilized later in the MVA based selection.

Finally, the requirements of VBS tagging di-jet are chosen to be yj1 × yj2 > 0,
∆yjj > 2, andmjj > 300 GeV. Due to the small ZZjj cross-section, it was decided
to take a smaller mjj value as a threshold, in comparison to the other channels.

5.3.2 Signal Misconfiguration

The signal MC sample plays a crucial role in the research, since it models the
ZZjj EW production, thus it deserves a special attention. As was stated in Chap-
ter 4, two centrally produced samples by the ATLAS collaboration (MadGraph,
Sherpa) are available. During a WW MC modeling for VBS research in Refer-
ence [155], a problem with non-optimal settings of color flow in the MC prediction
produced by Sherpa was discovered. Since the Sherpa MC sample stated in
Table 4.4 uses the same version of the generator, an additional comparison is nec-
essary to check the impact of the problem in the ZZ VBS channel. A comparison
of both samples in terms of the aforementioned tagging jet observables is shown in
Figure 5.3 at the top, together with plots from the modeling forWW VBS channel
at the bottom.

The problem of Sherpa misconfiguration is manifested similarly in the ZZ
VBS channel. The low mass region of mjj distribution is overestimated, while the
high mass region is underestimated. The ∆yjj distribution is overestimated near
a value of two, while overestimated over three in absolute value. The trends of
disagreement in both channels are very similar, thus the MadGraph MC sample
is chosen as a theory prediction of signal for this analysis. The Sherpa MC sample
will be utilized for systematic uncertainty determination in the later stage.

5.3.3 EW and QCD Production Interference

Both EW and QCD production have the same final-state, therefore the corre-
sponding processes are not easy to distinguish. Moreover both processes interfere
with each other.
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Figure 5.3: Comparison of MC simulated samples produced by the MadGraph and
Sherpa generators. A comparison for ZZjj channel is shown at the top, as a function
of di-jet mass (a) and di-jet constituents rapidity separation (b). A comparison comple-
mented also with the Powheg generator for WWjj channel is shown at the bottom (c)
and (d) [155].

Interference at the leading order arise from the squaring of matrix element
including both processes, as a real part of the following formula:

|MEW +MQCD|2 = |MEW|2 + |MQCD|2 + 2Re(MEW +MQCD), (5.1)

where theMEW andMQCD represent matrix elements of EW and QCD production.
A standard approach for determination of the interference amplitude is based on a
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subtraction method. Unfortunately, the method requires a MC simulation of each
case: EW, QCD, and inclusive production, which represents a bottleneck of the
method, due to a CPU time expensive simulation.

An alternative approach exploits a relatively new feature of the MadGraph
event generator, which is able to produce the interference MC simulated sample
directly. The method is based on an event selection at the generator level, using
properties of the ME. A theoretical interpretation of the interference modeling
depends on counting of a QCD coupling order at the amplitude level. Using the
coupling notation from Section 2.4, the MQCD is of the second order of QCD
coupling and the MEW of the zeroth. The requested order at the amplitude level
of the process will be of the second order as well. This is the key requirement for
the interference sample production by the MadGraph generator.

The interference estimate is taken from the ATLAS ZZjj EW production
analysis as 6.8 % [1]. The subtraction method was successfully used for a cross-
check of the result using limited statistics.

5.4 Data Processing

Statistical analysis of data requires to process a tremendous number of events,
both real measured and MC simulated. This fact places another challenge in a
sense of choice of the data processing approach. In the ATLAS collaboration, two
approaches are considered typical: a mini-tree/n-tuple approach and histogram
approach.

While the former fills a tuple of observables for each event keeping the event-
observable association and fills the final histograms in a post-processing, the latter
fills the histograms already during the selection stage. Mini-trees are more de-
manding in terms of memory usage in the selection stage of the analysis, however
leaving a significant flexibility at the post-processing. This enables the analyzer
to decide some final selection criteria, to create new combinations of observables,
and to change the histogram binning at the final stage of the analysis. In the
histogram approach, the analyzer has to define the selection criteria and binning
in the beginning, which makes the keeping of full information of event obsolete,
therefore saves the memory resources. It is wise to note that if the binning is fine
enough, there is some flexibility also in this case, in a sense of the possibility of
bin merger. Both approaches have certain pros and cons:

• Mini-tree approach:

– pros: post-processing flexibility (choice of observables), MVA tuning,
unconstrained binning;
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– cons: memory consumption, demanding systematic uncertainty evalu-
ation.

• Histogram approach:

– pros: less memory exhausting, systematic uncertainty evaluation acces-
sible at the GRID nodes,

– cons: requirement for an advanced user, not straight forward optimiza-
tion process.

Since the analysis program at first served for the inclusive ZZ production
analysis, which was rather a precision study with higher number of systematic
uncertainties, and now it is serving for the presented search analysis, therefore
both approaches are implemented and the previous conclusions are based on a
direct comparison. The memory usage of both approaches is shown in Figure 5.4.
The excessive memory consumption is obvious, which led to an implementation of
a reduced mini-tree approach. Storage of the fundamental properties of physical
objects, as the Lorentz vectors and labels, instead of intermediate objects as a di-
jet or boson is the fundamental idea. The new approach saves a significant amount
of memory, although only postpone a memory limit violation to a higher number
of processed events. Moreover, such approach obviously demands an additional
step in the post-processing which represents another source of potential error.

The uncertainty estimation of the analysis was successfully processed on the
GRID, so, the recommendations can be summarized in a few points:

• the analysis should not exceed 50 considered sources of uncertainties (count-
ing only sources demanding the execution of selection phase of the analysis
algorithm, excluding luminosity etc.),

• the MC samples should be split into reasonable chunks of events, i.e. do not
exceed a 105 of events per file,

• too large files transforms the problem character from memory to CPU time
consumption,

• the GRID jobs are by default limited to approximately 90 hours, which can
be negotiated if necessary.

The GRID processing has an advantage of using one submission system for real
data samples and systematic uncertainty estimation with MC samples.

The memory limitation can be overcome by downloading of the processed sam-
ple to a private site and processing it “at home”, but it disobey the WLCG job-
goes-where-the-data-are concept. The author of the analysis prefers to use the

86



210
3

10 410
5

10

Processed events

0

200

400

600

800

1000

1200

1400
M

em
or

y 
us

ag
e 

in
 M

B

Minitree

Reduced minitree

Histograms

Figure 5.4: Memory usage comparison of the histogram and mini-tree analysis data
storage approaches. A reduced version of the mini-tree approach is shown as well.

WLCG computing grid to prove that the state-of-the art physics can be done with
the available resources.

87



88



Chapter 6

Event Selection

The presented analysis is focused on ZZjj EW production in proton-proton colli-
sions with four charged leptons in the final-state, called four-lepton channel. The
fiducial phase space, defining the kinematic region of the measurement, follows
the reconstruction criteria as much as possible. Results of the VBS analyses are
usually not extrapolated to the whole phase space since the theoretical prediction
has large uncertainty.

6.1 Fiducial Phase Space
The fiducial phase space definition has three parts, describing the leptons, vector
bosons, and VBS tagging di-jet.

At the lepton level, the phase space requires at least four charged leptons,
electrons or muons, originating from the primary vertex (prompt leptons) with
|η| < 2.7. A four-momentum of each lepton is corrected with momenta of pho-
tons in a near vicinity in terms of the detector angular distance ∆R < 0.1. The
correction is called dressing and emulates the bremsstrahlung and other material-
interaction effects.

The lepton pool must be able to form a pair of same flavor opposite charge
(SFOC) di-leptons. The di-leptons represent Z boson candidates if the invariant
mass mll is between 66 and 116 GeV. The constituents of resulting lepton quadru-
plet must pass a hierarchical transverse momentum (pT) requirement defined from
the most to least energetic as pT > 20, 20, 10, 7 GeV. The leptons must be isolated
from each other by ∆R > 0.2. If more than one quadruplet can be constructed,
the one minimizing a distance from Z pole mass

∆mZ-pole = |mll −mZ |+ |ml
′
l
′ −mZ | (6.1)

is chosen for further processing. The Z pole mass value is obtained from the
Review of Particle Physics from 2018 [156]. To finalize the boson level definition,
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all possible di-leptons in the final quadruplet must have the invariant mass over
10 GeV as a quarkonia veto.

The definition of the VBS signature properties, described in Chapter 5, is uti-
lized for the tagging jet kinematic criteria. Firstly, the phase space requires an
event with at least two jets originated in the primary vertex. The jets are recon-
structed using the anti-kT algorithm with R = 0.4 [157], taking into account all
particles with exception of the signal leptons described in the previous paragraph.
Each jet must be isolated from the quadruplet leptons by ∆R > 0.2; having pT
over 30 GeV in a central region, with |η| < 2.4; and pT over 40 GeV in a forward
region, with 2.4 < |η| < 4.5. The candidate event must have the leading and
sub-leading jet (j1 and j2) located at the opposite sides of the detector, satisfying
equation yj1 × yj2 < 0. The two jets form a di-jet system, which must must have
well separated constituents with ∆yjj > 2 and invariant mass mjj > 300 GeV.
The definition of fiducial phase space is summarized in Table 6.1.

Category Requirement Parameter

Leptons Momentum pT > 7 GeV
Pseudorapidity |η| < 2.7

Jets Clustering AntiKt4EMTopo
Central momentum pT > 30 GeV (|η| < 2.4)
Forward momentum pT > 40 GeV (2.4 < |η| < 4.5)

Pseudorapidity |η| < 4.5

Overlap Lepton Remove jets if overlap with leptons
Removal favoring ∆R = 0.2

Quadruplet Lepton pairing Two SFOC pairs
Hierarchy momentum p`1T > 20 GeV, p`2T > 20 GeV, and p`3T > 10 GeV

Separation ∆R > 0.2 between leptons in quadruplet
Ranking Minimal ∆mZ-pole, see Equation (6.1)

Z window 66 < mZ1,Z2
< 116 GeV

Quarkonia veto mll > 10 GeV (any di-lepton)

Di-jet Ranking Highest scalar pT sum
Tagging Detector sides yj1 × yj2 < 0

Rapidity separation ∆yjj > 2
Mass mjj > 300 GeV

Table 6.1: Fiducial phase space definition of the measurement. The object and event
selection criteria applied in the four lepton channel of the analysis. The mll notation
represents an invariant mass of any di-lepton in the quadruplet, while the mjj represents
the mass of a di-jet of the two most energetic jets.
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6.2 Event Reconstruction and Selection

The event reconstruction and selection is accomplished simultaneously by the anal-
ysis algorithm, since an early rejection of useless event can save the data processing
time. The design is divided into three steps, similarly to the fiducial phase space:

• an object selection considers electrons, muons, and jets;

• quadruplet reconstruction builds up the Z boson candidates;

• tagging di-jet reconstruction identifies the VBS signature.

6.3 Lepton Selection

The lepton selection is divided into two phases: starting with baseline requirements
for individual leptons, from which the quadruplet is reconstructed; while leaving
fine selection requirements to the final stage. The reason is a modeling of lepton
misidentification which needs a space for loosening the final criteria. All objects
are reconstructed using ATLAS combined performance tools, securing the recon-
struction quality, enabling uncertainty extraction, and providing a scale factors,
accounting identification and reconstruction efficiencies.

6.3.1 Electrons

The electron objects are required to be reconstructed inside of the ID. The ID
tracks are associated to EM calorimeter clusters resulting in a better combined
reconstruction. The baseline requirements are |η| < 2.47 and pT > 7 GeV. The
combined performance electron quality tagging is set to VeryLooseLH working
point. The tagging utilize likelihood based methods as stated in [158]. In addition,
electron objects with EM clusters of poor quality are rejected. A longitudinal
impact parameter |z0 sin θ| is calculated from the detector polar angle θ and a
distance of the track from the primary vertex z0. The parameter must be smaller
than 0.5 mm ensuring an association with the primary vertex.

Selection criteria of isolation and transverse impact parameter are not applied
for the baseline objects, because of their utilization in a stage of the background
modeling.

6.3.2 Muons

The muon objects are of four types, according to the sub-detectors they are recon-
structed in. The common types are:
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Combined reconstructed independently in the ID and MS and com-
bined in the final stage,

SegTagged reconstructed in the ID and matched to at least one segment
in the MS

CaloTagged reconstructed in the ID and matched to a cluster in calorime-
ter with a footprint of minimum ionizing particle,

StandAlone reconstructed in the MS only, this type is also called extrap-
olated.

At the baseline level, the muons can be of any type. The muons are reconstructed
up to |η| < 2.7 thanks to the StandAlone type of muon reconstruction, exploiting
the full η coverage of the MS. A general pT requirement is set to 7 GeV with an
extension for CaloTagged type to 15 GeV, since the MS information is completely
missing. This muon type has the smallest purity of all. The combined performance
muon quality tagging is set to Loose working point [126]. The longitudinal impact
parameter threshold is set alike the electron case. Since the cosmic radiation
easily penetrates the ATLAS shielding and Earth crust, a cosmic rejection criteria
are invoked employing a transverse impact parameter d0. Muon tracks with higher
value than 1 mm most likely do not originate in the primary vertex and are rejected
as a cosmic radiation.

6.3.3 Triggers

The low level requirements defining a decision for the online filtering of the proton-
proton collision events, described in Section 3.3.7, are called triggers. Their naming
follows a notation composed of: a number of objects (if not displayed a single object
is expected), an object type (e or mu), and a transverse momentum threshold in
GeV, after an underscore (_), a quality requirement can follow (i.e. lhmedium or
iloose) [159, 160]. The trigger can be further specified by a L1 trigger requirement
or a request to be reconstructed only in MS. The names can be chained, standing
for a multi-object trigger.

The analysis must employ a number of triggers because of exploiting data of
four years collection, during which the trigger menu underwent a certain evolution.
The utilized triggers are set up for electrons, muons, and their combinations, listed
in Table 6.2 for year 2015. The triggers used in of subsequent years are listed in
Appendix in Tables 13.2, 13.1, and 13.3. A certain trigger is applicable only to a
range of LHC runs, represented by data-taking periods denoted by a letter-number
couple in the last column.
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Object Trigger name Data-taking periods

Electron
e24_lhmedium_L1EM20VH All
e60_lhmedium All
e120_lhloose All

Multi-electron
2e12_lhloose_L12EM10VH All
e17_lhloose_2e9_lhloose All

Muon
mu20_iloose_L1MU15 All
mu40 All
mu60_0eta105_msonly All

Multi-muon
2mu10 All
3mu6 All
3mu6_msonly All
mu18_2mu4noL1 All
mu18_mu8noL1 All

Mix
e17_lhloose_mu14 D3-D6
e7_lhmedium_mu24 D3-D6
2e12_lhloose_mu10 D3-D6
e12_lhloose_2mu10 D3-D6

Table 6.2: Triggers utilized in the analysis for the data collected during year 2015. The
triggers are applicable only to some periods of the data-taking.

6.3.4 Jets

The jets are reconstructed using three-dimensional topological clusters reconstructed
in the calorimeter, which are then matched to tracks in the ID. The clusters are re-
quired to be of a good quality. Details of this procedure are discussed in [161]. The
ID range naturally splits the jets selection to central with |η| up to 2.4 and forward
region within a range of 2.4 < |η| < 4.5. The ID significantly improves the pile-up
jet identification thanks to advanced vertex association using a Jet Vertex Tagger
(JVT). Thus central region has lowered pT threshold of 30 GeV in comparison to
the forward region with pT > 40 GeV. The JVT is a multivariate discriminant with
an output range between minus one and plus one, compatible with a pile-up (-1)
and hard-scatter (1) jet prediction [162]. The discriminating threshold is set to
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0.59, considering jets up to 60 GeV in pT. In general, a probability of finding a
pile-up jet with higher pT is negligible.

6.3.5 Overlap Removal

Once the basic objects are selected, an overlap removal (OR) must be invoked to
avoid double-counting. The OR prescription is following:

• if two electrons share a track or have overlapping calorimeter clusters:

– remove the electron with lower pT;

• if an electron and muon share a track:

– remove the muon if CaloTagged,

– otherwise remove the electron;

• if a lepton is inside of a jet cone defined as ∆R = 0.4:

– remove the jet.

It can be noticed that a jet can not remove a lepton in any case, so, the utilized
OR working point is called lepton favoring.

6.4 Boson Reconstruction
The reconstruction of Z bosons starts with a pairing of SFOC leptons and coupling
them into a quadruplet. The quadruplet leptons of already baseline quality must
pass a hierarchical pT requirement with pT over 20, 20, and 10 GeV for three most
energetic leptons. Not more that two electrons can fail identification LooseLH
working point and not more then one muon can be of StandAlone or CaloTagged
type. At this point the best quadruplet is chosen according to Equation (6.1).

6.4.1 Quadruplet Quality

At a level of best quadruplet, finally, the isolation, electron identification, and
transverse impact parameter are evaluated. These parameters are discussed in the
Section 7.4, where the modeling of misidentified lepton background requires they
would not affect the choice of the best quadruplet.

All signal leptons must pass an isolation working point set to FixedCutLoose,
having transverse impact parameter significance d0/σ(d0) < 5 and 3 for electrons
and muons respectively. An angular separation between quadruplet leptons must
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be ∆R > 0.2. Moreover, all electrons must pass LooseLH identification working
point.

At the end, all possible di-leptons must pass the quarkonia veto, mll > 10 GeV,
and the Z candidate di-leptons must have the invariant mass in a range of 66 <
mZ1,Z2

< 116 GeV.

6.5 VBS Tagging
The di-jet tagging requires at least two jets associated to the event. If more than
two jets are available, the leading and sub-leading ones are chosen to reconstruct
the tagging di-jet. The constituents must be from the opposite side of the detector
satisfying yj1 × yj2 < 0, and must be well separated with ∆yjj > 2, and having
invariant mass of mjj > 300 GeV.

6.6 Preliminary VBS Selection
The described selection criteria define the SR representing a pre-VBS selection
stage where the signal is enhanced, although the QCD background is still dom-
inant. All the requirements are summarized in Table 6.3. A comparison of MC
prediction and observed data is shown in Figure 6.1

6.7 Multivariate Analysis
Further application of linear cuts on top of the pre-VBS selection does not bring
effective signal separation any more. Relative amount of the signal in the final
sample can not be easily increased without a significant loss of the overall statistical
population, therefore, advanced methods for the signal discrimination must be
employed.

MVA techniques are adopted for signal-background discrimination in the anal-
ysis. Despite of the ineffectivity of the simple kinematics cuts on observables,
their distributions are still usable for the signal differentiation. The signal and
background processes have different fundamentals, which affects the shape of dis-
tributions and enables to identify the signal.

A practice in common VBS efforts shown, a system of subsequent cuts orga-
nized in a tree topology, called decision tree, is suitable for the signal-background
classification. In HEP community, Boosted Decision Trees (BDTs) receive a sig-
nificant popularity among the search analyses. The ATLAS collaboration VBS
efforts almost exclusively employ TMVA [163] toolkit, the presented analysis how-
ever prefers Scikit-learn [164] toolkit to challenge the monopoly.
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Category Requirement Parameter

Event Trigger Details in Section 6.3.3
Pre-
selection

Electrons Momentum pT > 7 GeV
Pseudorapidity |η| < 2.47
Identification VeryLooseLH working point

Quality No bad cluster
Impact parameter |z0 sin θ| < 0.5 mm

Muons Momentum pT > 7 GeV (15 GeV if CaloTagged muon)
Pseudorapidity |η| < 2.7
Identification Loose working point

Impact parameter |z0 sin θ| < 0.5 mm (if not StandAlone)
Cosmic rejection d0 < 1 mm (if not StandAlone)

Jets Clustering AntiKt4EMTopo
Central momentum pT > 30 GeV (|η| < 2.4)
Forward momentum pT > 40 GeV (2.4 < |η| < 4.5)

Pseudorapidity |η| < 4.5
Pile-up jet JVT < 0.59

Overlap Lepton Remove jets if overlap with leptons
Removal favoring ∆R = 0.2

Quadruplet Lepton pairing Two SFOC pairs
Selection Hierarchy momentum p`1T > 20 GeV, p`2T > 20 GeV, and p`3T > 10 GeV

Electron identification At least two electrons of LooseLH identification
Muon quality Maximally one StandAlone or CaloTagged muon

Ranking Smallest ∆mZ-pole, see Equation (6.1)

Quadruplet Separation ∆R > 0.2 between leptons in quadruplet
Quality Isolation FixedCutLoose working point

Electron identification LooseLH working point
Impact parameter d0/σ(d0) < 5 (3) for e (µ)

Z window 66 < mZ1,Z2
< 116 GeV

Quarkonia veto mll > 10 GeV (any dilepton)

Di-jet Ranking Highest scalar pT sum
Tagging Detector sides yj1 × yj2 < 0

Rapidity separation ∆yjj > 2
Mass mjj > 300 GeV

Table 6.3: Signal region definition of the measurement. The object and event selection
criteria applied in the reconstruction stage of the analysis are listed. The mll notation
represents an invariant mass of any di-lepton in the quadruplet, while the mjj represents
the mass of a di-jet of the two most energetic jets.
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Figure 6.1: Comparison of the MC prediction and observed data in the SR. Distribu-
tions as a function of ∆yjj (a), yj1 × yj2 (b), mjj (c), and leading jet pT (d) are shown.
Both statistic and systematic uncertainties are included.
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6.7.1 Method

The classification task is transformed into a regression of continuous variable in a
range between minus one and plus one. Closer to plus one the value is, more likely
the evaluated event belongs to the signal group. Towards the negative values, a
background event is expected. In general, the value quantifies the measure of signal
and background probability. The resulting continuous distribution is called a BDT
score. The score is similar to the JVT parameter introduced in Section 6.3.4.

The BDTs methods belong to a supervised machine learning class. The input
samples are labeled as signal or background, so the algorithm is provided with a
truth feedback, which is utilized for the training. The trees are employed as weak
learners, creating an ensemble with a high number of classifiers, sometimes called a
forest. The final decision is based on a collective decision of the trees, representing
the boost. The trees are trained in an iterative manner, reflecting the current
success of the classification in each iteration. Two approaches are utilized for the
boosting, an adaptive approach uses a weighting of the classifiers and samples,
while a gradient approach exploits an optimal classifier.

Adaptive Boost assigns a weight to individual trees according to their error in
classification. More successful the tree is the higher vote-weight it obtains. Each
iteration creates a set of new trees, but only the best tree is kept for the final
decision. The decision is based on votes of all best trees.

Moreover, the events have another weight, a sample-weight, which is increased
in a case of their wrong classification by the best tree in the current iteration. So,
the next iteration will be focused on them. Such events will be less likely wrongly
identified in the next iterations.

Once the maximum number of trees is constructed, or a vote-weight of a certain
number of the latest best trees do not satisfy a condition the method is considered
trained.

Gradient Boost uses a different approach, which is at first glance simpler. It
starts with a mean value of the events collection, representing an initial guess of the
whole ensemble. In every iteration, the algorithm constructs an optimal classifier.
It is the best possible, although still a weak classifier. The classifier is based on
calculation of a loss function using pseudo-residual values. The values represent
a measure of wrong classification. The optimal classifier is inhibited by a control
parameter called learning rate, which slows down the boosting for a better overall
result. The final decision is performed as a sum of contributions of all relevant
trees.

Once the maximum number of trees is constructed, or the pseudo-residuals do
not decrease for a certain number of iterations, the training is finished. By con-
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struction the method is not bounded to absolute value of one, because of the trees
addition, therefore the hyperbolic tangent function is used to fulfill this require-
ment.

The algorithms are explained very briefly, for a thorough understanding, it is
recommended to study the original papers for Adaptive [165] and Gradient Boost-
ing [166]. The latter also describes the learning rate effect on the boosting. It is
also good to emphasize, that the weighting and construction of an optimal clas-
sifier is possible only because of the training is supervised. The two methods are
further denoted as BDT and GBDT. From the analysis perspective, it is impor-
tant to understand the behavior of the input parameters which are of two types,
associated to the weak learner and to the boosting.

6.7.2 Parameters

The weak learner parameters are associated to the tree properties. Tree depth is a
maximal number of subsequent decisions and is chosen to three for BDT and five
for GBDT. Leaf size is a minimal number of events affected by a decision in a leaf
node. The parameter is proportional to the whole sample and is optimized to 2 %.

Boosting parameters affect all trees, the learning process, and final decision:
forest size, a maximum number of trees in the ensemble, is set to 800 for BDT
and 1000 for GBDT; learning rate, a weight of new tree in the Gradient Boosting
is set to 0.1; and beta function, a measure of vote- and sample-weighting, in its
meaning comparable to the learning rate in Adaptive Boosting is set to 0.5.

The introduced MVA parameters were optimized in case of the Scikit-learn tool,
the TMVA classifier was borrowed directly from the ATLAS measurement [1].

6.7.3 MVA Input

The training is supervised using the MC samples of ZZjj EW and ZZjj QCD
production (including quark- and gluon-induced) as the signal and background
labeled events. The samples of all MC campaigns (mc16a, mc16d, and mc16e
described in Section 4.4) are used as the input to enlarge the statistical popula-
tion. The events across the campaigns differ only in the pile-up profile, which is
corrected by a proportional re-weighting by a corresponding integrated luminosity
(see Table 4.1). The training and testing phase of the MVA methods is executed
on two independent samples. The combined MC sample input is split to avoid the
input bias. Two thirds are used for the training and the rest for testing of the
resulting classifier.

The input variables are categorized into five classes:
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tagging di-jet the familiar observables used for the VBS signature
definition mjj, ∆yjj, and yj1 × yj2 ;

quadruplet the energy observables of the reconstructed Z bosons
pZZT and mZZ ;

vector-boson a pT of boson closer to the mZ-pole, p
Z1
T , and centrality

of both bosons y∗Z1
and y∗Z2

;

single object a pT of the leading and sub-leading jets and the third
most energetic lepton, pj1T , p

j2
T , and p

`3
T ;

global a fraction of pT and a scalar sum of transverse momen-
tum HT of ZZjj system, pZZjjT /HZZjj

T ;

where the y∗Z denotes a boson centrality between jets, defined as

y∗Z = yZ −
yj1 + yj2

2
.

The physical observables used as variables in the MVA methods are listed in Ta-
ble 6.4. The variables are considered as the input to the MVA methods rather than
a physical observables, thus the physical units are dropped. A physical meaning
of the variables does not play a role in the prediction nor the training, thus the
units are dropped.

MVA Variable Physical Observable MVA Variable Physical Observable

MJJ mjj PtZ1 pZ1
T

dYJJ ∆yjj YZ1Star y∗Z1

YJ1xJ2 yj1 × yj2 YZ2Star y∗Z2

MZZ mZZ PtJ1 pj1T
PtZZ pZZT PtJ2 pj2T

PtZZJJOHtZZJJ pZZjjT /HZZjj
T PtL3 p`3T

Table 6.4: Naming of the MVA variables associated to the physical observables.

The MVA variables are chosen to be predominantly uncorrelated with exception
of the tagging di-jet variables which are tolerated with some level of correlation.
The correlations were evaluated for both signal and background inputs, shown in
Figure 6.2, utilizing the Pearson correlation coefficient. It can be noticed that, for
example, the variables of centrality (Z∗) are quite correlated in the background
input, although much less correlated in the signal.
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Figure 6.2: Visualization of the correlations of MVA input variables in the signal (a) and
background (b) categories. The variables to physical observables association is defined
in Table 6.4.

The tagging di-jet variables are put in relation utilizing scatter diagrams in
Figure 6.3. The anti-correlation is clearly visible in both diagrams. Although the
density of points in Figure 6.3a is much higher at the region with small values, while
the signal has almost uniform distribution in the full range. The anti-correlation
in Figure 6.3b is caused by the fact the both variables affect each other creating
a clearly visible contour, however the signal distribution is again more uniform
around the contour than the background. All three variables, even when correlated,
still have a discriminating power. Therefore, they are kept in the set of input
variables.

The scrutiny of the MVA input variables is completed with a signal to back-
ground comparison of distribution shapes of all variables shown in Figure 6.4. The
comparison shows the distributions have different shapes, although not significant
enough to apply an additional simple linear cut. The PtZZJJOHtZZJJ indicates
the signal events have a low ratio. The differences are rather mild in case of the
pT related variables, while the tagging di-jet still have decent distinctive poten-
tial, even after already applied di-jet cuts in the pre-VBS selection. Finally, the
centrality variables YZ1Star and YZ2Star reveal the bosons are rather centered
between the jets in case of the signal.

6.7.4 Performance and Validation

Before the classifier performance can be evaluated, the machine learning process
must be validated employing an over-training control. A classifier is trained and
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Figure 6.3: Correlation of the di-jet variables visualized using scatter plots.The MJJ is
related to YJ1xJ2 in (a) and dYJJ is related to YJ1xJ2 in (b).

tested on different input samples, however the BDT score should be the same for
both samples as well as for both categories, the signal and background. The BDT
scores are compared in Figure 6.5, where one can see the distributions are very
matching. The classifier trained on the training sample behaves the same way on
the testing sample.

The usual performance test of a machine learning classifier is a receiver operat-
ing characteristic (ROC) curve. The curve puts in relation false positive and true
positive rates. In principle, all well predicted samples are accounted below the
curve while all wrong guesses are over the line, i.e. true and false negatives. The
area under ROC curve is calculated for the three tested cases BDT (Scikit Learn)
0.862, GBDT (Scikit Learn) 0.865, and GBDT (TMVA) 0.854. The results are
very similar for all the methods and tools, as can be seen in a direct comparison
of the ROCs, in Figure 6.6, which implies they are comparable.

6.8 Summary
The Scikit-learn GBDT was chosen as the MVA method for further analysis steps.
All MVA approaches are comparable, so, the TMVA monopoly in the ATLAS
collaboration is rather historical and due to an advanced integration of the ROOT
tools in the analysis frameworks. In general, it can be expected the Scikit-learn
tools will become more popular with an integration of python into the analysis
frameworks and ROOT, which is already in process.
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Figure 6.4: Comparison of signal (solid blue line) and background (dashed red line)
MVA inputs. The distributions are normalized to unity. The mass and momentum
related variables are shown in a logarithmic scale.
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Chapter 7

Background

7.1 Introduction

The presented analysis is build up on the base-stone of inclusive ZZ to four lepton
production analysis [20], which is very clean channel, therefore the EW production
search background arising from non-ZZ processes will be small. On the other hand,
the channel is overwhelmed by the QCD production.

Non-ZZ processes with at least four genuine leptons can pass the signal selec-
tion criteria (described in Chapter 6) and can not be easily filtered out without an
inevitable loss of portion of the small VBS signal. Such processes are categorized
as irreducible and are called prompt background throughout the document. The
prompt background is fully modeled by MC simulated samples and its contribution
is subtracted from the SR yield.

The EW-QCD ratio of the presented channel is very small, which makes the
QCD-induced processes dominant not only over the signal, but also over remain-
ing backgrounds. The processes also produce prompt leptons, although due to its
large amount can not be simply subtracted using the MC simulated samples. Ad-
vanced selection techniques must be applied to separate the background, therefore
it does not belong to the pure irreducible background category. However, it can be
categorized as the natural-VBS background and will be called QCD background
in the following text.

The third type of background comes from the processes that are able to pro-
duce only a fraction of prompt leptons, the rest are misidentified objects or leptons
originated in a jet. Such leptons are not genuine in the sense of four-lepton pro-
cesses and are called fake leptons (or just fakes). Hadronizing quarks or gluons
from the busy environment of proton-proton collisions are the primary source of
fake leptons.
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7.2 Prompt Background
The prompt background is composed primarily of the tri-boson and tt̄Z produc-
tion, but in principle also rear processes like tt̄WW production can contribute. The
ZZ production itself contributes as well, when one of the bosons decays to tau-
leptons which later decays leptonically. The multiboson background is composed
of WWZ, WZZ, and ZZZ production with at least four charged leptons in the
final state. Semi-leptonic ZZV production with four charged leptons and hadron-
ically decaying V boson (W or Z) is a part of signal, having six EW couplings
(described in Section 4.4.1), therefore it is excluded from the background. All back-
ground contributions are estimated using the MC simulation, the corresponding
MC samples description can be found in Section 4.4.2. The individual background
contributions to the SR are listed in the left column of Table 7.1, together with the
statistical and systematic uncertainty components added in quadrature. The sys-
tematic uncertainty includes experimental and theoretical components, in detail
described in Chapter 8.

MC sample Event yield

tt̄Z 3.86+0.71
−0.64

Tri-boson 0.61+0.74
−0.38

ZZ → (``ττ) 0.15+0.24
−0.08

tt̄WW 0.02+0.01
−0.02

Total 4.64+1.05
−0.76

Table 7.1: Prompt background event yield estimate in the SR scaled to 139 fb−1, split
into individual processes, including statistical and systematic uncertainties.

7.3 QCD Background
The QCD background is considered only in the case of EW production search, in
the inclusive cross-section measurement the processes are included in the signal.

The quark-induced processes of the QCD background are dominant over the
gluon-induced ones approximately by an order of magnitude, due to the quark-
loop included in the diagram of the latter (see Figure 2.5b). The background
contribution is partially modeled by the MC simulation, using the distribution
shape. The normalization is determined by a data-driven approach maximizing a
likelihood function in a background control region; ideally, that under the assumed
statistical model the observed data are the most probable. The approach utilizes
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a profile likelihood fit, described in Section 9.2 dedicated to the signal significance
extraction. The utilized MC samples are fully described in Section 4.4.1.

The control region for the data-driven approach was chosen in a way enhancing
the background against signal and is called QCD Control Region (QCD-CR). The
QCD-CR is defined by inversion of two jet selection criteria of the SR, the di-jet
mass (mjj) and the rapidity separation of the jets (∆yjj). The inversion ensures the
orthogonality between the regions (SR and QCD-CR) to avoid double-counting,
other criteria are the same. The yields of QCD background processes are listed in
Table 7.2 for both SR and QCD-CR. The prompt background processes contribute
to the QCD-CR by 9.48+1.29

−0.92 events. A comparison of the MC prediction and
observed data in a newly defined region is shown in Figure 7.1.

MC sample Event yield

SR QCD-CR

Quark-induced 60.58+20.37
−14.13 114.81+34.31

−24.69

Gluon-induced 11.13+5.44
−4.22 14.75+7.14

−5.50

Total 71.71+21.08
−14.75 129.56+35.05

−25.3

Table 7.2: QCD background event yield estimate in the SR and QCD-CR scaled to
139 fb−1, split into individual processes, including statistical and systematic uncertain-
ties.

7.4 Fakes Background

In case of the ZZjj EW production, the fakes background is overwhelmed by the
QCD background, however, it becomes significant in the measurement of the inclu-
sive production. Due to difficulties of the MC modeling of object misidentification,
a data-driven approach was chosen to estimate the amount of the background.

Processes contributing to the fakes background can be grouped into two cat-
egories according to their final-states, with one fake as NRRRF and with two as
NRRFF . Typical processes contributing to the first category are WZ + jets and
tt̄W . The processes of the second category are Z + jets, tt̄, and WW + jets. A
contribution of processes with three fake leptons (i.e. W + jets) are assumed neg-
ligible and are unlikely to pass the selection criteria in the SR. The background
estimation is focused on the two most contributing processes, Z + jets and tt̄. MC
samples supporting the data-driven method are described in Section 4.4.2.
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Figure 7.1: Comparison of the MC prediction and observed data in the QCD-CR.
Distributions as a function of ∆yjj (a), yj1 × yj2 (b), mjj (c), and leading jet pT (d) are
shown. Both statistic and systematic uncertainties are included.
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7.4.1 Background Estimation Technique

The background estimation method is based on extrapolation of the fake leptons
contribution from a fake-enriched data sample to the SR. Using this sample, a
relation between the lepton selection and fake lepton rate is derived. The relation
is called fake factor and is used for the projection of leptons misidentification to
the SR. The background estimation approach is called fake factor method.

Collection of the data sample is achieved in a kinematic region, further called
Fake Factor Region (FFR), carefully chosen to contain the Fake leptons with high
purity. Two distinct FFRs are used, with fake leptons originated in Z + jets and
tt̄ processes.

The fake factor (FFake) is defined as an efficiency (f) that a fake lepton passes
the SR selection requirements over an efficiency (f̄) that a Fake lepton passes a
loosened selection as:

FFake =
f

f̄
=
NG

NP

, (7.1)

where NG is a number of leptons that passed the signal lepton selection (denoted
as good leptons by G) and NP is a number of leptons that passed the loosened
selection (denoted as poor leptons by P ). Both types of leptons are acquired in
the FFR, therefore are assumed to be fakes. The loosened selection (or definition
of a poor lepton) must not overlap with the signal selection (or definition of a good
lepton), which is done by inversion of chosen selection criteria. The inversion is
made separately for electrons and muons in the following lepton properties:

• the isolation or likelihood-based identification for electrons, an electron fail-
ing the identification criterion base working point LooseLH must pass the
next lower, VeryLooseLH;

• the isolation or impact parameter significance for muons, a cut |d0/σ(d0)| <
10 on muons failing the second criterion is applied in addition.

The loosened kinematic region is established in both FFRs and the SR using the
same selection criteria and is inclusive, accepting the cases when both criteria are
not satisfied. The region adjacent to the SR is of a special interest, the factors
from both FFRs will be applied there. Further in text, the region is called Fake
Control Region (FCR). The inversion is applied in the Event Selection part of
the SR, after the best quadruplet is chosen although before the di-jet selection.
Orthogonality, secured by the inversion is necessary to avoid double-counting of
the good leptons in the denominator of the FFake. For the context of the FCR and
SR see Table 7.3.

While the SR counts only the events with good leptons as NGGGG (the ideal
number the method tries to correct), the FCR includes events with one and two
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Category Cut Name Requirement

. . . (Object and Quadruplet Selection of the SR)

Event Good electrons Ge Pass isolation and pass identification
Selection Poor electrons Pe Fail isolation or fail identification

Good muons Gµ Pass isolation and pass |d0/σ(d0)| < 3
Poor muons Pµ Fail isolation or pass 3 < |d0/σ(d0)| < 10

Lepton counting (` = e, µ) P` = 2 and G` = 2, or P` = 1 and G` = 3

Overlap
Removal

Remove jets with ∆R`-j < 0.4 to poor leptons in
the selected quadruplet

. . . (Dijet Selection of the SR)

Table 7.3: FCR definition is similar to the SR, therefore only the part where the
inversion is applied is shown. For definition of isolation and identification working points,
refer to the SR definition in Table 6.3. The preceding and succeeding selection steps are
represented by dots.

poor leptons in the counting (NGGGP and NGGPP ). If the picture is completed
with the efficiency e of a real lepton (R) passing the signal lepton selection and a
complementary efficiency for passing the loosened selection ē = (1− e). Together,
with already mentioned efficiencies f and f̄ = (1 − f), considering a fake lepton
(F ), the whole spectrum of possibilities can be constructed, starting with

NGGGG = e1e2e3e4NRRRR,

a relation between number of events with all good leptons and number of events
with all real leptons, going across

NGGGG = f1e2e3e4NFRRR,

a relation showing the first Fake lepton passed the signal selection, nearing to the
end with

NGGPP = f1e2f̄3ē4NFRFR,

a relation having all possible efficiencies with two real and two fake leptons passing
SR and FCR selections. Using all possibilities, one can construct a matrix relating
the truth classification to the reconstructed cases. Assuming the efficiency e is
equal to one, the matrix can be outlined as:
NGGGG

NPGGG

NGPGG
...

NGGPP

 =


1 f1 f2 f3 f4 f1f2 f1f3 f1f4 f2f3 f2f4 f3f4

0 f̄1 0 0 0 f̄1f2 f̄1f3 f̄1f4 0 0 0
0 0 f̄2 0 0 f1f̄2 0 0 f̄2f3 f̄2f4 0

...
0 0 0 0 0 0 0 0 0 0 f̄3f̄4




NRRRR

NFRRR

NRFRR
...

NRRFF

 .
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Since we are looking for a reduction term for the reconstructed objects by the
truth objects, in shape of NGGGG −NRRRR, the first line of the matrix will be
elaborated. Using the Gauss elimination, the line gets a shape of

NGGGG = NRRRR +NPGGG

f1

f̄1

+NGPGG

f2

f̄2

+ · · ·+NGGGP

f4

f̄4

−NPPGG

f1

f̄1

f2

f̄2

−NPGPG

f1

f̄1

f3

f̄3

− · · · −NGGPP

f3

f̄3

f4

f̄4

.

The order of leptons does not play a role in the statistical analysis, so the result
can be summed up to a form of

NFake =
(
Ngggp −NZZ

gggp

) f
f̄
−
(
Nggpp −NZZ

ggpp

)
×
(
f

f̄

)2

, (7.2)

where the terms Ngggp and Nggpp are the numbers of events with one and two poor
leptons regardless of their position in the lepton quadruplet, and the reducible
term on the left hand side. A detailed derivation of the equation can be found
in [167]. The NZZ terms are added artificially as a compensation of the real leptons
contribution in the FCR and as a support for the initial assumption of ē = 0 resp.
e = 1. The compensation is derived using the MC samples.

7.4.2 Fake Factor Calculation

The FFake is calculated for two major contributing processes to the FCR, therefore
two FFRs need to be defined for Z + jets and tt̄ processes and two factors will be
produced by the method. Both factors are calculated using Equation (7.1) with a
correction for the real leptons coming from the ZZ production, and corrections for
the other background processes as WZ + jets and the major process reciprocally,
resulting in

FZ+jets
Fake =

NG −NWZ,ZZ, tt̄
G

NP −NWZ,ZZ, tt̄
P

and F tt̄
Fake =

NG −NWZ,ZZ,Z+jets
G

NP −NWZ,ZZ,Z+jets
P

, (7.3)

for the Z + jets and tt̄ FFRs.

Z+jets fake factor region The region definition is built up on the SR baseline
object selection criteria, defined in Table 6.3, to keep the modeling of the fake
contribution as accurate as possible. The Z boson candidate is found using a
SFOC lepton pair made of good leptons with high pT. The di-lepton mass must
not differ more than 20 GeV from the Z pole mass. In case of more di-leptons are
constructed, the one with the smallest difference is chosen. Only events with one
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additional lepton to the di-lepton are taken for the FFake calculation. Evaluation of
the additional leptons and possible jets encloses the FFR definition, summarized
in Table 7.4. The additional lepton is evaluated as good or poor according to
the same prescription used in the FCR. The event selection requires the missing
transverse energy below 25 GeV to suppress the processes including a W boson.

Category Cut Name Requirement

. . . (Baseline Object Selection of SR)

Di-lepton Pairing SFOC pair of leptons
Selection Lepton isolation FixedCutLoose working point

Impact parameter |d0/σ(d0)| < 5 (3) for electron (muon)
Electron identification LooseLH working point

Lepton momentum pT > 25 GeV
Z window 71 < mZ < 101 GeV

Ranking Smallest |m`` −mZ |
Event Missing energy Emiss

T < 25 GeV
Selection Lepton counting N` = 3

Additional Good/poor lepton See Table 7.3
Lepton

Jets
Selection

Overlap Removal Remove jets with ∆R`-j < 0.4 to good/poor lep-
tons

Table 7.4: FFR definition for Z + jets processes. The definition is composed of the SR
baseline object selection, Z boson tagging, and additional leptons evaluation.

The fake factor for Z+jets processes is studied as a function of pseudo-rapidity η
and transverse momentum pT, shown in a two-dimensional plot in Figure 7.2a,
separately as a function of each in Figures 7.2b and 13.5c, and as a function of
a jet multiplicity in Figure 13.5d for electrons. The same set of plots is shown
for muons in Figure 7.3. The one-dimensional projection is calculated from the
two-dimensional plot as a mean value of the other axis bins. The electron and
muon FFake differ in the shape and scale, which can be seen in the central region
of η distribution in Figures 7.2b and 7.3b. The contrast is primarily driven by
their characteristic reconstruction in the detector and different physical source.
Fake lepton contribution to muons is likely due to imperfection of the isolation
criterion. Imperfection of identification during the object reconstruction is behind
the contribution to electrons (photons, jets). For detail of the factor calculation,
the individual terms used in Equation (7.3) are shown in Figures 7.2e and 7.2f for
electrons and in Figures 7.3e and 7.3e for muons. The one-dimensional plots also
include a factor based exclusively on the MC simulation. The factor calculation is
the same, however, MC samples (Z + jets, tt̄, WZ, and ZZ) are used instead of
the real data.

112



0
0.2

0.4
0.6

0.8
1
1.2

1.4
1.6

1.8
2
2.2

2.4

η
2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

 [G
eV

]
T

p

0

50

100

150

200

250

300

ATLAS Internal
-1 = 13 TeV,  139 fbs

Electron - Fake Factor

(a)
η

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

F
ak

e 
F

ac
to

r

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

MC

Data

MC unc.

ATLAS Internal
-1 = 13 TeV,  139 fbs

Electron - Fake Factor

(b)

   [GeV]
T

p
0 50 100 150 200 250 300

F
ak

e 
F

ac
to

r/
G

eV

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

MC

Data

MC unc.

ATLAS Internal
-1 = 13 TeV,  139 fbs

Electron - Fake Factor

(c)
jN

0 1 2 3 4 5 6 7 8 9 10

F
ak

e 
F

ac
to

r

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

MC

Data

MC unc.

ATLAS Internal
-1 = 13 TeV,  139 fbs

Electron - Fake Factor

(d)

η
2− 1− 0 1 2

E
ve

nt
s

0

5

10

15

20

25

310×

data num.

mc num.

data den.

mc den.

ATLAS Internal
-1 = 13 TeV,  139 fbs

Electron - formula terms

(e)
   [GeV]

T
p

0 100 200 300

E
ve

nt
s/

G
eV

2−10

1−10

1

10

210

310

410

510

610

710

810

data num.

mc num.

data den.

mc den.

ATLAS Internal
-1 = 13 TeV,  139 fbs

Electron - formula terms

(f)

Figure 7.2: Summary of the Z + jets fake factor for electrons. The factor is shown as
a function of η and pT together in (a), separately in (b) and (c), and as a function of
the number of jets in (d). additional electrons η and pT distributions from FFR, as they
contribute to Equation (7.3), are shown in (e) and (f) [168].
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Figure 7.3: Summary of the Z + jets fake factor for muons. The factor is shown as
a function of η and pT together in (a), separately in (b) and (c), and as a function of
the number of jets in (d). additional muon η and pT distributions from FFR, as they
contribute to Equation (7.3), are shown in (e) and (f) [168].
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The electron FFake increases towards the high pT region, where the real lep-
tons are expected to dominate. The low |η| region FFake is rather constant, while
in the high region increases up to one. In the higher |η| region the calculation
faces increasing statistical uncertainty, which is expected. The electron binning
is adjusted according to the barrel-endcap transition region of electromagnetic
calorimeter (1.37 < |η| < 1.52), to monitor the effect on the factor. Eventually,
the factor is consistent with the barrel and endcap cases.

The FFake slowly increases in the high pT region of muons as well, despite the
fact the MC correction in numerator starts to play a significant role, as can be seen
in Figure 7.3f. The muon FFake is stable as a function of η, except of the region
between 2.5 and 2.7 where the muon reconstruction quality is decreased due to the
limited range of the ID.

In general, the fake factor can also be dependent on the jets multiplicity which
is displayed in Figure 13.5d for electrons and in Figure 7.3d for muons. The
dependence is rather constant for two or more jets, therefore the jet multiplicity
is not taken into account for the calculation. The final overlap removal in the
selection (Table 7.4) ensures that the fake leptons are not double counted as jets.
The distributions of the additional leptons are shown in Appendix in Figures 13.1
and 13.2.

tt̄ fake factor region The FFR for tt̄ process is also based on the SR baseline
object criteria. The selection chain starts with reconstruction of the W bosons
using an electron-muon pair composed of good leptons with high pT. The non-
uniform pairing suppresses WW backgrounds. If more than one pair is available,
the one with the smallest impact parameter significance is chosen. The rest of
decay products demands additional requirements: the neutrinos Emiss

T > 50 GeV
and the b-quarks at least one b-tagged jet. The events must have 3 leptons in total,
resulting in one additional lepton. The last selection step requires W transverse
mass (mW

T ) below 60 GeV to suppress tt̄W process contribution. The mass is
defined by equation

mW
T =

√
2p`3TE

miss
T

[
1− cos

(
∆φ
(
p`3T , E

miss
T

))]
(7.4)

with the additional lepton `3 and missing transverse momentum Emiss
T as input.

All selection steps are summarized in Table 7.5.
The tt̄ fake factor is constructed for electrons and muons independently as well.

The resulting factors are displayed in Figure 7.4, on the left hand side for electrons
and the right for muons. The set of plots is composed of a two-dimensional function
of η and pT and separately as two one-dimensional functions of each. The plots
share the binning of the Z + jets factors for a straight forward combination in the
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Figure 7.4: Fake factor of tt̄ process for electrons as a two-dimensional function of η
and pT (a) and separately as a function of η (c) and pT (e). The same set of plots is
shown for muons on the right hand side (b), (d) and (f) [168].
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Category Cut Name Requirement

. . . (Baseline Object Selection of SR)

Di-lepton Pairing Electron-muon di-leptons
Selection Lepton isolation FixedCutLoose working point

Impact parameter |d0/σ(d0)| < 5 (3) for electron (muon)
Electron identification LooseLH working point

Lepton momentum pT > 25 GeV

Ranking Made of leptons with the smallest |d0/σ(d0)|
Event Missing Energy Emiss

T > 50 GeV
Selection Jet flavor At least one b-tagged jet

Lepton momentum pT > 28 GeV (at least one)
Lepton counting N` = 3

W boson mass mW
T < 60 GeV for three good leptons, see Equa-

tion (7.4)

Additional Good/poor lepton See Table 7.3
Lepton

Jets
Selection

Overlap Removal Remove jets with ∆R`-j < 0.4 to good/poor lep-
tons

Table 7.5: FFR definition for tt̄ process. Definition is composed of SR baseline object
selection, tt̄ tagging, and additional leptons evaluation.

final stage of background estimation. The distributions of the additional leptons
are shown in Appendix in Figures 13.3 and 13.4.

The electron factor is almost constant in both η and pT distributions in Fig-
ure 7.4c and 7.4e. The uncertainty is higher towards higher values of |η| and pT.
The muon factor has a very similar shape as the Z + jets case, although having
around four times smaller scale, see Figure 7.4d.

Fake Factor Combination The factors calculated from the Z + jets and tt̄
processes using Equations 7.3 are combined into the final fake factor according to
their contributions to the FCR in the following lepton channels; electron (eeee),
mixed (eeµµ), and muon (µµµµ). Each bin of the final factor is composed as
a weighted arithmetic mean of the two input factors. Ratios of Z + jets over tt̄
contributions, used for the combination, are 2.59, 0.95, and 0.74 for the electron,
mixed, and muon channel. A proportion of the processes can be read off, for
example, from the di-jet mass distribution in Figure 7.5. The plot also highlights
the dominance of both processes over the others (WZ, ZZ). A comparison of the
factors before combination is shown in Appendix in Figure 13.5.
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Figure 7.5: Dijet mass distribution in the FCR splited into the electron (a), mixed (b),
and muon (c) channel. Only statistical uncertainty is included [168].

7.4.3 Background Yields Calculation

Once the fake factor is calculated, event yields in the FCR (Nggxx) need to be
extracted as the next ingredient to Equation (7.2). In Table 7.6, raw counts of the
real events with one and two poor leptons are displayed together with counts for the
MC correction (NZZ). The event yields are sorted into channels, and split by the

Counter Channel

Electron Mixed Muon

e-Fake(s) µ-Fake(s) e- and µ-Fake

Ngggp 8.0 7.0 10.0 – 14.0

NZZ
gggp 3.3 3.7 3.7 – 4.7

Nggpp 8.0 7.0 17.0 9.0 33.0

NZZ
ggpp 0.3 0.1 0.1 0.3 0.3

Table 7.6: FCR observed event yields split into the considered four-lepton channels.
The first column is identified with the input terms of Equation (7.2).

flavor of the poor lepton(s) in the mixed channel. The nominal fakes background
estimate is derived using the combined two-dimensional fake factor applied to the
events of FCR. The estimate is shown together with the intermediate results in
Table 7.7 accompanied by the statistical uncertainty. The yields in the mixed
channel with one poor electron and one poor muon in the same event are not
considered, since for such a case an appropriate fake factor does not exist.

118



Term Channel Inclusive

Electron Mixed Muon

Ngggp × F (+) 1.75± 0.64 2.45± 0.73 0.87± 0.24 5.07± 1.00

NZZ
gggp × F (−) 0.70± 0.03 0.96± 0.03 0.20± 0.01 1.86± 0.05

Nggpp × F 2 (−) 0.40± 0.14 0.47± 0.11 0.11± 0.02 0.98± 0.18

NZZ
ggpp × F 2 (+) 0.02± 0.01 0.01± 0.00 0.00± 0.00 0.03± 0.01

NFake (Sum) 0.68± 0.65 1.02± 0.74 0.57± 0.24 2.27± 1.02

Table 7.7: Fakes background event yield estimate scaled to 139 fb−1, broken down into
terms of Equation (7.2) and split into four-lepton channels. The terms are complemented
with a sign (in brackets), displaying their orientation within the final sum. The statistical
uncertainty is shown along the values.

7.4.4 Systematic Uncertainties

The systematic uncertainty of the fakes background estimate originates in three
main sources.

The first source is the fake factor itself. The uncertainty contribution is mod-
eled by a propagation of its statistical uncertainty (higher and lower), reduction
of the binning to a single bin approach, and alternation to the MC simulation
based single-bin factor. The latter is a very conservative approach, since the MC
samples were intended only for the validation of the original factor. The extended
uncertainty set is driven by a small statistical sample of events in the FCR. Sur-
prisingly, the MC based factor uncertainty resides within the range defined by the
variation of statistical uncertainty.

The second source comes from the definition of inverted lepton selection. Ben-
efiting from the fact both electron and muon selection inversions include the isola-
tion criterion, the value of isolation was varied up and down by 50 %. The variation
affects FCR and both FFRs.

The third source is the MC correction. The MC simulation weights of corre-
sponding samples were uniformly varied up and down by 30% to cover the real
lepton correction uncertainty. A similar effect would have a variation of the process
cross sections.

The fakes background is not dominant for the EW ZZjj production, thus the
extended variation set, listed in Table 7.8, can be included in the final systematic
uncertainty without significant affection of the measurement accuracy. The indi-
vidual variations do not shift the estimate in the same direction for each channel.
Hence the variations are symmetrized in the final stage.

The resulting fakes background estimate expects 2.27±1.02(stat.)±0.86(syst.)
events in the SR. The largest uncertainty components are the variation of isolation
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(−25 %) and MC correction (14 %). The systematic component of total uncertainty
accounts for 37 % while the statistic component for 45 % of the nominal estimate.

Nominal estimate 0.68 1.02 0.57 2.27

Varied estimate

Stat. unc. of FFake varied down +0.02 −0.15 −0.06 −0.19
Stat. unc. of FFake varied up −0.02 +0.15 +0.06 +0.18
Single bin FFake −0.03 −0.43 +0.08 −0.38
MC based single bin FFake −0.14 +0.39 −0.13 +0.12
Isolation varied down +0.26 −0.47 −0.35 −0.56
Isolation varied up +0.04 +0.08 −0.01 +0.12
MC corr. varied down +0.02 +0.03 +0.27 +0.31
MC corr. varied up −0.02 −0.04 −0.25 −0.31

Total systematic variation ±0.30 ±0.78 ±0.54 ±0.86

Table 7.8: Fakes background systematic uncertainties summary. The values are shown
as an absolute deviation from the nominal estimate. The total systematic variation is a
result of quadratic addition of the individual variations and symmetrized.

7.4.5 Closure Test

Unfortunately, due to a small contribution of Z + jets and tt̄ into the SR a classic
closure test of the method can not be done without loosing the selection criteria
(omitting the jet selection). However, all contributions of the processes with less
than four prompt leptons (Z+ jets, tt̄, WZ, tt̄W ) can serve as a theory prediction
of the background with 0.68+0.80

−0.68 events in the SR. Although compatible with zero,
the prediction can be compared to the MC simulation based fakes background
estimate, which is not data-driven and can serve for the closure with estimate of
2.39 ± 1.12 events in the SR (includes only statistical uncertainty). Both values
are in agreement within the uncertainty range.

Another closure test of the method can be taken from the ZZ to four lepton
cross-section measurement [20] as the loosened version without jet selection. The
method was also tested in theWZ to three charged-leptons cross-section measure-
ment in [169].

7.5 Background Summary

Total background estimation includes the prompt, QCD, and fakes background
contributions, scaled to 139 fb−1 of the recorded data sample. As was plotted at
the beginning of this chapter in Section 7.3, the QCD background is dominant
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over the EW production as well as the remaining background. The prompt and
fakes background event yield estimates are comparable. The fakes background
is dominated by the statistic, while the other two by the theoretical uncertain-
ties. Estimates of all backgrounds are listed in Table 7.9, including statistical and
systematic uncertainties.

Background Estimate

Prompt 4.64+1.05
−0.76

QCD 71.71+21.08
−14.75

Fakes 2.27+1.33
−1.33

Total 78.62+21.15
−14.83

Table 7.9: Summary of the background event yield estimates in the SR scaled to
139 fb−1, including statistical and systematic uncertainties.

A total background for the inclusive cross-section measurement accounts for
7 % of the whole yield. The EW production search background amounts of 82 %
with the EW-QCD ratio of 0.24. All numbers are related to the SR.
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Chapter 8

Systematic Uncertainties

A number of systematic uncertainties affect the accuracy of the analysis results.
The sources are divided to two categories: experimental, rising from the mea-
surement of physical quantities, reconstruction methods of physical objects, and
instrumentals of the experiment; and theoretical, originating from the physics mod-
eling, proton structure, fundamental QCD parameter (αQCD), parton showering,
and hadronization.

The uncertainties mentioned in this chapter, are evaluated primarily for the
theory predictions given by the ZZjj EW production defined as the signal and the
quark- and gluon-induced ZZjj QCD production defined as the QCD background
in Chapter 7. These processes are dominant in the SR and their MC samples were
used for the training of the MVA methods, described in Chapter 6.

The uncertainty calculation exploits the combined MC sample for full Run 2
scaled to 139 fb−1. Total numbers are derived from the BDT score distribution
in SR after application of the uncertainty estimation techniques, such as sym-
metrization etc. The BDT score is preferred since it serves as an input for the
signal strength extraction in the final stage of the analysis.

8.1 Experimental Uncertainties

Accounted experimental systematic uncertainties are listed according to the source
objects for electrons, muons, and jets. Uncertainties characteristic for the experi-
ment are listed separately, namely for the integrated luminosity and pile-up.

The momentum measurement of physical objects plays the most important role
in the measurement. The uncertainty effect is applied in a form of smearing and
scale variation of associated object properties before the event selection. Therefore,
the observables subjected to selection criteria can change and cause an event would
be shifted beyond the acceptance of SR.
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Another type of systematic uncertainties is applied at the end of the selection
process in a form of a scale factor. Such uncertainties are associated with several
efficiencies (reconstruction, isolation etc.) changing the final selected event weight.

8.1.1 Electrons

The momentum related uncertainties consider the energy resolution and energy
scale of the measured electron. The uncertainties are generated by a fully corre-
lated model providing a single parameter for each, denoted as EG_RESOLUTION_ALL
and EG_SCALE_ALL.

The efficiency related uncertainties consider electron identification, isolation,
and reconstruction. The electron trigger efficiency uncertainty is not considered,
since the efficiency for the ZZjj final state passing the ATLAS trigger menu is
above 99 %. The three uncertainties are denoted as EL_EFF_ID, EL_EFF_Iso, and
EL_EFF_Reco.

Details of Run 2 electron uncertainties can be found in [158]

8.1.2 Muons

The muon momentum scale variation is covered by a single uncertainty MUON_SCALE,
while the smearing is independent for tracks in the Inner Detector (ID) denoted
as MUON_ID and Muon Spectrometer (MS) denoted as MUON_MS. The charge de-
pendent smearing of momentum is based on track sagitta corrections covered by
MUON_SAGITTARHO uncertainty, complemented by a residual charge bias after the
correction addressed by MUON_SAGITTA_RESBIAS uncertainty.

The efficiency uncertainties are considered for isolation, reconstruction, and
Track-to-vertex Association (TTVA). All three sources are evaluated individu-
ally for the statistical uncertainty as: MUON_EFF_ISO_STAT, MUON_EFF_RECO_STAT,
and MUON_EFF_TTVA_STAT; and for the systematic components of uncertainty as:
MUON_EFF_ISO_SYS, MUON_EFF_RECO_SYS, and MUON_EFF_TTVA_SYS. In addition,
the reconstruction based uncertainty is evaluated for low transverse momenta (pT)
for both components as MUON_EFF_RECO_STAT_LOWPT and MUON_EFF_RECO_SYS_-
LOWPT. The reconstruction methods and their associated uncertainties are de-
scribed in [126]. The muon trigger efficiency for the studied final-state is again
nearing 100 %, thus not included.

8.1.3 Jets

A Jet Energy Scale (JES) uncertainty set is combined from results of a number of
auxiliary measurements. Several in situ techniques are utilized, for example, the
evaluation of transverse momentum balance between a jet and reference object
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such as a Z boson or photon [170, 171], a study of multiple proton-proton in-
teractions, high-transverse momentum jets, quark- and gluon-initiated jets [172],
near-by and isolated jets [173], and others, resulting in approximately 100 uncer-
tainty parameters. The JES working point chosen for the analysis consists of 8
uncertainties recommended for full ATLAS Run 2 analyses.

The reduced set of uncertainties comes from a pseudorapidity (η) intercalibra-
tion, flavor response, multijet-balance and Z/γ + jet calibration, when the last
two are grouped to reduce overall demands on CPU time expensive systematic
uncertainty processing [174]. The η-intercalibration uncertainty rise from a for-
ward jets calibration based on di-jet events with one jet in the central region of
detector. The uncertainty is divided into negative and positive pseudorapidity,
JET_EtaInt_NC_negEta and JET_EtaInt_NC_posEta, and also for high energy
and a case determined by data acquired in 2018 only, JET_EtaInt_NC_highE and
JET_EtaInt_NC_2018data. The flavor response considers gluon-initiated jets and
is reflected in JET_Flavor_Response uncertainty. The grouping of uncertainties
results in three parameters denoted as JET_GroupedNP_1-3.

The second dominant source of uncertainty originates in a Jet Energy Resolu-
tion (JER). The methods are fundamentally similar to the techniques mentioned
for JES, exploiting energy resolution techniques of a di-jet system performed by
previous experiments at Spp̄S and Tevatron [175, 176] like the di-jet balance and
bisector method. JER working point uses a reduced set of systematic uncertainties
with eight parameters.

The JER uncertainty depend on the calorimeter resolution, noise, and bias
and are grouped to six primary parameters JET_JER_EffectiveNP_1-6 and a
complementary JET_JER_EffectiveNP_7restTerm parameter [161]. The set of
uncertainties is finalized with a parameter JET_JER_DataVsMC_MC16 derived from
a comparison of real and simulated data using MC16 prescription.

Uncertainty associated with an identification of pile-up jets has a form of scale
factor. The identification is based on the association of a jet with the primary
vertex of evaluated event, using the JVT [162] with the uncertainty denoted as
JVT_EFF.

8.1.4 Collision Multiplicity

A global pile-up scale factor uncertainty, derived from the profiles of particular
MC modeling campaign (described in Section 4.4), is denoted as PRW_DATASF. The
pileup reweighting variation [177] of MC samples is applied on the ratio between
the predicted and measured inelastic proton-proton cross-section in fiducial phase
space defined in [178].
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8.1.5 Luminosity

Uncertainty on the integrated luminosity affects all MC samples and was deter-
mined to be 1.7 % for ATLAS collaboration analyses exploiting the complete data
sample from Run 2 data-taking [122]. Luminosity measurement is briefly explained
in Section 3.3.9.

8.1.6 Summary

All experimental uncertainties considered in the analysis are listed in Table 8.1
relative to the nominal yield in the SR. The EW production signal is listed twice
for the nominal theory prediction generated by MadGraph and the alternative
by Sherpa. The QCD background is listed separately for the quark- and gluon-
induced QCD productions, both generated by Sherpa. Details of the four MC
samples of the predictions are listed in Table 4.4.

Both signal predictions are dominated by the electron identification uncertainty
(EL_EFF_ID) with approximately 2 %, however the alternative experiences too high
uncertainty of 3.3 % in case of the pile-up reweighting (PRW_DATASF), which is
accounted for the Sherpa misconfiguration described in Section 5.3.2.

The background predictions are dominated by the jet energy scale uncertainties
(JET_Grouped1-2) with approximately 8 % in quark- and 9.5 % in gluon-induced
case. The signal predictions have smaller jet related uncertainties, because of quite
demanding requirements on the di-jet system, which is constructed from the two
leading jets of event. This makes the jet energy smearing variation less likely to
change the SR yield.

8.2 Theoretical Uncertainties
The theoretical uncertainties are bound to the MC sample generation as well as
the theory they are modeling. Input parameters consider QCD scales, parton
distribution functions, parton showering parameters and even a different event
generator itself.

8.2.1 Strong Coupling

Uncertainty on the accuracy of strong coupling (αS), called ALPHA_S, is calculated
by a variation of the value itself. A value chosen by ATLAS collaboration for
Run 2 of LHC corresponds to 0.118 at energy of Z boson mass, in accordance with
Reference [179], listed in Review of Particle Physics from 2016 [180]. Considered
up and down variations are 0.119 and 0.117. Unfortunately, this option is available
only for MC samples produced by Sherpa generator.
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Uncertainty EW signal QCD background

Nominal Alternative Quark-induced Gluon-induced

EG_RESOLUTION_ALL 0.0 +0.0
−0.1

+0.0
−0.1

+0.1
−0.0

EG_SCALE_ALL +0.0
−0.1

+0.0
−0.1 0.0 +0.1

−0.0

EL_EFF_ID +2.2
−2.1

+2.1
−2.0

+2.0
−1.9 2.1

EL_EFF_Iso 0.2 0.2 0.2 0.2
EL_EFF_Reco 0.5 0.5 0.5 0.5

MUON_EFF_ISO_STAT 0.1 0.1 0.0 0.0
MUON_EFF_ISO_SYS 0.5 0.5 0.5 0.5
MUON_EFF_RECO_STAT 0.2 0.2 0.2 0.2
MUON_EFF_RECO_STAT_LOWPT 0.0 0.0 0.0 0.0
MUON_EFF_RECO_SYS 0.6 0.6 0.6 0.6
MUON_EFF_RECO_SYS_LOWPT 0.1 0.1 0.1 0.1
MUON_EFF_TTVA_STAT 0.1 0.1 0.1 0.1
MUON_EFF_TTVA_SYS 0.1 0.1 0.1 0.1

MUON_ID 0.0 +0.1
−0.0

+0.1
−0.0 0.0

MUON_MS +0.1
−0.0

+0.1
−0.0

+0.1
−0.0

+0.0
−0.1

MUON_SAGITTA_RESBIAS +0.1
−0.0

+0.1
−0.0

+0.1
−0.0

+0.1
−0.0

MUON_SAGITTA_RHO +0.1
−0.0 0.0 +0.1

−0.0
+0.1
−0.0

MUON_SCALE +0.1
−0.0

+0.1
−0.0 0.1 +0.0

−0.1

JET_EtaInt_NC_2018data +0.1
−0.0

+0.2
−0.0 0.2 +0.3

−0.2

JET_EtaInt_NC_highE 0.0 0.0 0.0 0.0

JET_EtaInt_NC_negEta 0.0 0.0 0.0 +0.0
−0.1

JET_EtaInt_NC_posEta 0.0 0.0 0.0 0.0

JET_Flavor_Response 0.5 +0.5
−0.4

+3.2
−2.9

+3.8
−3.6

JET_GroupedNP_1 +1.2
−1.1 1.0 +8.1

−6.4
+9.1
−7.9

JET_GroupedNP_2 1.2 1.2 +8.1
−6.5

+9.4
−8.4

JET_GroupedNP_3 0.1 0.1 +0.4
−0.3

+0.2
−0.3

JET_JER_DataVsMC_MC16 0.0 +0.3
−0.0

+0.4
−0.0

+0.4
−0.0

JET_JER_EffectiveNP_1 +0.2
−0.0

+0.3
−0.0

+5.3
−0.0

+4.0
−0.0

JET_JER_EffectiveNP_2 +0.1
−0.0

+0.3
−0.0

+3.7
−0.0

+2.6
−0.0

JET_JER_EffectiveNP_3 +0.1
−0.0

+0.4
−0.0

+2.8
−0.0

+2.2
−0.0

JET_JER_EffectiveNP_4 0.0 +0.3
−0.0

+1.7
−0.0

+0.6
−0.0

JET_JER_EffectiveNP_5 0.0 +0.2
−0.0

+1.0
−0.0

+0.4
−0.0

JET_JER_EffectiveNP_6 0.0 +0.1
−0.0

+0.7
−0.0

+0.4
−0.0

JET_JER_EffectiveNP_7restTerm +0.1
−0.0

+0.3
−0.0

+1.6
−0.0

+0.6
−0.0

JVT_EFF 0.1 0.1 0.1 0.2

PRW_DATASF +0.6
−0.7

+3.5
−3.7

+2.6
−1.9

+2.4
−1.9

LUMI 1.7 1.7 1.7 1.7

Table 8.1: Summary of experimental uncertainties of the nominal and alternative theory
prediction of the signal, as well as of the QCD background predictions. Uncertainties are
shown relative to the nominal yield in the SR in %.
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8.2.2 Parton Distribution Functions

Treatment of uncertainties on PDFs considers only variation sets recommended for
Run 2 of LHC elaborated in Reference [179]. Both, a nominal PDF set uncertainty
PDF and PDF set variation uncertainty ALT_PDF are included. Further mentioned
PDF sets are accessible in LHAPDF database documented in [181]. The PDF
uncertainties are calculated only for ZZ production MC samples listed in Table 4.4
as well as Tri-boson in Table 4.6. The MC simulation option with MadGraph
generator employs the NNPDF3.0 LO PDF set [151] for the nominal, while the
CT10 LO [182] and MMHT2014 LO [183] for the uncertainty estimation. The
option with Sherpa generator employs NNPDF3.0 NNLO as the nominal set,
whereas the CT14 NNLO [184] and MMHT2014 NNLO as the uncertainty input.

The nominal PDF sets consist of approximately a hundred variations, com-
puted by individual MC replicas (with varied PDF parameters), which need to be
combined in to the final uncertainty. A combination formula follows the prescrip-
tion from Reference [181] for N replicas with central value F0 as

σ+
F = σ−F =

[
1

N − 1

N∑
k=1

(Fk − F0)2

]1/2

.

The alternative PDF uncertainty is calculated from the maximal deviation of cen-
tral values of alternative PDF sets and symmetrized around the nominal.

8.2.3 QCD Scales

The uncertainty on QCD scales employs a standard set of simultaneous variations
of factorization and renormalization scales by a factor of two up and down, ex-
cluding the cases of contra-variation, as can be seen in Table 8.2. An uncertainty
QCD_SCALE is constructed using a maximal deviation of the variations from the
nominal value, resulting in a asymmetrical envelope.

0.5µr 1µr 2µr

0.5µf 3 3 7

1µf 3 3 3

2µf 7 3 3

Table 8.2: Standard set of the QCD factorization (µf) and renormalization (µr) scales
variations with the nominal value at the center.
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8.2.4 Cross Section

Due to a scaling of the gluon-induced QCD background sample to NLO by a factor
1.67, an additional uncertainty on the process cross-section of 25 % is applied, as
is recommended in [152]. A cross-section uncertainty is also applied to the Tri-
boson MC samples, following WZ EW production research [17]. The uncertainty
is denoted by XSECT.

8.2.5 Alternative Generator

Although, the theory prediction produced by the Sherpa generator contains the
misconfiguration (described in Section 5.3.2), it is the only alternative available.
The sample is not reliable for the theory prediction, but can be used for esti-
mation of the event generator uncertainty, denoted as ALT_GEN. The uncertainty
is calculated as a difference between the nominal (MadGraph) and alternative
(Sherpa) theory predictions and symmetrized around the nominal. A comparison
of both predictions as a function of the BDT score, can be seen in Figure 8.1. The
alternative generator underestimates the higher region of the BDT score in the SR
and globally overestimates the yields in the QCD-CR, which is in agreement with
the findings from Section 5.3.2.
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Figure 8.1: Comparison of MC simulated signal prediction produced by nominal
(MadGraph) and alternative (Sherpa) generators.
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8.2.6 Parton Showering

The parton showering uncertainty is taken from the ATLAS research of ZZjj EW
production [1]. The uncertainty is determined using different generators, Pythia 8
and Herwig 7, and is denoted by PS. The uncertainty was calculated for the signal
using a private MC samples and the resulting shape was reused for estimation of
the quark-induced QCD background as well. This approach was chosen due to a
large number of events necessary for a direct calculation. Overall uncertainty was
estimated to be 3.3 %.

8.2.7 Summary

All theoretical uncertainties are summarized in Table 8.3 relative to the nominal
yield in the SR.

The nominal signal prediction is dominated by the alternative generator un-
certainty (ALT_GEN) with 12 %. The alternative prediction is dominated by the
QCD scales uncertainty (QCD_SCALE) with 7 %. The QCD coupling uncertainty
(ALPHA_S) is minimal for the theoretical predictions of EW production, which is
expected.

The QCD background theory predictions are dominated by the QCD scales un-
certainty as well, with 30 % for quark-induced and 40 % for the gluon-induced QCD
background to which also the cross-section uncertainty significantly contributes.

Uncertainty EW signal QCD background

Nominal Alternative Quark-induced Gluon-induced

ALPHA_S 0.0 +0.1
−0.2

+2.5
−2.4

+1.7
−1.9

PDF 5.9 2.0 1.2 1.6

QCD_SCALE +6.5
−5.9

+7.2
−6.3

+30.1
−20.7

+39.2
−25.5

ALT_PDF 0.9 2.3 2.1 0.5
ALT_GEN 12.4 – – –
XSECT – – – 25.0
PS 3.3 – – –

Table 8.3: Summary of theoretical uncertainties of the nominal and alternative theory
prediction of the signal, as well as of the QCD background predictions. Uncertainties are
shown relative to the nominal yield in the SR in %.
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8.3 Uncertainties Comparison
All uncertainties described in the chapter are grouped and displayed in Table 8.4.
The instrumental uncertainties are naturally grouped, according to the sections
in the description. Luminosity & pile-up group includes also the JVT_EFF, QCD
parameters group consists of the QCD coupling and QCD scales, and Generator &
parton showering were grouped since the uncertainty on parton showering is also
based on the simulation tools comparison.

Uncertainty EW signal QCD background

Nominal Alternative Quark-induced Gluon-induced

MC sample statistics 0.3 1.3 0.7 0.9

Electron efficiency 2.2 +2.2
−2.1

+2.1
−2.0

+2.2
−2.1

Electron scale & resolution +0.0
−0.1

+0.0
−0.1

+0.0
−0.1

+0.1
−0.0

Muon efficiency 0.8 0.8 0.8 0.8

Muon scale & resolution +0.2
−0.0

+0.2
−0.0

+0.2
−0.1 0.2

Jet energy scale +1.8
−1.7

+1.7
−1.6

+11.8
−9.6

+13.6
−12.1

Jet energy resolution +0.2
−0.0

+0.8
−0.0

+7.5
−0.0

+5.3
−0.0

Luminosity & pileup 1.8 +3.9
−4.0

+3.1
−2.5

+2.9
−2.5

Total - experimental +3.5
−3.4 5.1 +14.5

−10.2
+15.1
−12.6

QCD parameters +6.5
−5.9

+7.2
−6.3

+30.2
−20.8

+39.2
−25.6

Cross section & PDF 6.0 3.0 2.4 25.1
Generator & parton showering 12.8 – – –

Total - theoretical +15.7
−15.4

+7.9
−7.2

+30.3
−21.0

+46.5
−35.8

Total +15.9
−15.7

+9.3
−8.7

+33.6
−23.3

+48.9
−37.9

Table 8.4: Summary of all uncertainties considered in the analysis for the nominal and
alternative theory prediction of the signal, as well as of the QCD background predictions.
Uncertainties are grouped to categories and shown relative to the nominal yield in the
SR in %.

On the signal side, the dominant source of uncertainty comes from the Gener-
ator & parton showering, which is tightly connected with the Sherpa misconfig-
uration. The second dominant source comes from the QCD scale uncertainty.

The background is dominated by the jet and theory uncertainties, which is
expected since the necessary NNLO accuracy is achieved by the scaling from lower
orders. The jet uncertainty difference between signal and background is expected
since the EW production consists primarily of jets from the hard process.

Finally, a comparison of total uncertainties of the experimental and theoretical
sides significantly emphasizes the theory uncertainty.
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Chapter 9

EW Production Observation

9.1 Introduction

The main goal of the presented analysis is the first observation of the ZZjj EW
production in the four-lepton channel. The production represents a signal, whose
strength is being extracted together with a statistical significance of exclusion of
the background-only hypothesis. The significance is extracted in two ways: as
expected significance, not using the real events in the SR, an approach further
denoted as blinded; and as observed significance, using a complete set of events. A
utilized statistical method is based on a maximum likelihood estimation exploiting
a profile likelihood ratio. A process of optimization of the method configuration
was executed as blinded to avoid the observer bias. The method principles, maxi-
mum likelihood estimator finding (fitting), and optimization are described in the
chapter together with the uncertainties treatment and observed significances.

9.2 Method

The method builds up the statistical model using a binned likelihood function
considering a Poisson distribution in every bin of input observable. The expected
value for each bin ni of a real distribution is parameterized by a single parameter µ
encoding the signal strength in formula

E(ni) = µsi + bi, (9.1)

where si represents the theoretical prediction of signal in the i-th bin, bi is reserved
for the background yields. The variable µ represents so called parameter of interest
(PoI). The yield predictions si and bi are functions of secondary parameters, the
so-called nuisance parameters (NP), such as a total background yield and shape,
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primarily constrained by real data. Another group of NPs are rising from system-
atic uncertainties, constrained by auxiliary measurements. The presented analysis
include number of NP coming from different sources, further denoted by a vector
θ. The likelihood function for a SR input histogram with N bins is defined by

LPoI(µ,θ |n1 . . . nN) =
N∏
i=1

(µsi(θ) + bi(θ))ni

ni!
e−(µsi(θ)+bi(θ)).

The systematic uncertainty NP has to be added using an additional likelihood
function in a form of Gaussian distribution. The NP function adds a new dimension
and defines a profile of the original model, therefore the resulting function is called
profile likelihood. The profile broadens the likelihood function which reflects the
effect of systematic uncertainty as a loss of information about the parameter of
interest. The presented analysis includes a number of NP, which formulates a
multi-dimensional problem. The profiling results in a likelihood function of the
SR in a formula

LSR(µ,θ |n) = LPoI(µ,θ |n)LNP(θ).

The input for the NP likelihood function is delivered in a form of plus and minus
one σ (standard deviation) variation of uncertainty, having the mean value identi-
cal to the nominal value and probabilistic character. For details on the Gaussian
distribution treatment see [185].

The background modeling NPs are constrained by the real and simulated data
in a dedicated control region called QCD Control Region (QCD-CR) already men-
tioned in Section 7.3. The region is constructed in a way to enhance the QCD
background with EW-QCD ratio only, 0.025 an order of magnitude less than in
the SR. Therefore, the likelihood function of QCD-CR is not considered µ depen-
dent and is defined similarly as in the case of SR resulting in a formula for the
overall likelihood function

L(µ,θ |n) = LSR(µ,θ |n)LQCD-CR(θ |n). (9.2)

The expected value in Equation (9.1) is defined in accordance to a null hypoth-
esis formulation with µ = 0 (H0), where no signal events contribute to the SR,
and an alternative hypothesis with µ > 0 (H1), where some events in SR have an
origin in the EW ZZjj production. A hypothesized value is tested with a profile
likelihood ratio defined as

λ(µ) =
L(µ, ˆ̂θ(µ))

L(µ̂, θ̂)
,
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where the ˆ̂θ denotes a value of θ that maximizes L for a specified µ, thus is a func-
tion of the parameter of interest. The numerator is called conditional maximum
likelihood function. The µ̂ and θ̂ are maximum likelihood estimators simultane-
ously maximizing the function in denominator. Process of finding the estimators
is called fitting in the following text.

The λ function expresses a compatibility between the observed data and µ in
a range between zero and one. To obtain a measure of incompatibility of the µ
with the null hypothesis another sample statistic is used, in a form of equation

tµ = −2 lnλ(µ).

A minimum value of zero (tµ = 0) is compatible with the θ̂, while a value of
one gives one σ range around the minimum. According to the Wilks and Wald
theorems the statistic follows a non-central chi-square distribution [186], which
allows a calculation of equivalent significance as a significance of H0 rejection.

9.3 Fit Input

For the fitting procedure, a framework developed in the ATLAS Collaboration
called TRExFitter is used. The framework is based on the ROOT Data Analysis
Toolkit [187].

The BDT score distribution is taken as an input for the fitting because of the
advanced capability of signal-background separation. The BDT score generation is
described in Section 6.7. Pre-fit distributions of theoretical predictions in the SR
and both real data and predictions in the QCD-CR are shown in Figure 9.1. The
binning is adopted from [188]. Due to time-expensive processing of MC samples
for systematic uncertainty evaluation, only samples contributing by at least one
percent of the major contributing sample are included in the fitting. The major
process is the quark-induced ZZjj QCD production, so the limit is 0.6 event in the
SR. Yields of individual processes are summarized in table Table 9.1, the observed
yield in the SR is blinded. The blinding disables the real data input in the SR,
therefore, it is replaced with the Asimov data generated by a likelihood defined by
the total maximum likelihood estimator.

9.4 Uncertainty Treatment

All uncertainties listed in Chapter 8 are included in the fitting procedure and
treated as correlated between the SR and QCD-CR ((9.2)), in the beginning of
optimization. The process of optimization is treated with blinded data in the SR.
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Figure 9.1: BDT score distributions in the SR (a) and QCDCR (b).

MC sample Event yield

SR QCD-CR

EW ZZjj 17.52+2.74
−2.69 3.22± 0.68

QCD ZZjj (Quark-induced) 60.58+20.37
−14.13 114.81+34.31

−24.69

QCD ZZjj (Gluon-induced) 11.13+5.44
−4.22 14.75+7.14

−5.50

tt̄Z 3.86+0.35
−0.26 8.21+0.33

−0.38

Fakes background 2.27+1.33
−1.33 4.75+2.55

−2.55

Tri-boson 0.61+0.20
−0.17 0.97+0.31

−0.26

MC Total 95.97+21.31
−15.05 146.71+35.15

−25.44

Real data – 129.00

Table 9.1: The SR and QCD-CR observed and predicted event yields composition
split by individual processes. The values are scaled to 139 fb−1 including statistical and
systematic uncertainties in the simulated data and statistical uncertainty in the real data.
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In the following text, a different scenarios of uncertainty treatment are probed.
A nominal scenario use both shape and normalization for each systematic uncer-
tainty. Alternatives exclude the normalization of theoretical uncertainties of the
EW signal and quark-induced QCD background predictions towards a pure shape
variation used for example in [15]. The normalization is dropped individually for

• uncertainties of EW signal prediction,

• quark-induced QCD background prediction,

• and for both uncertainties simultaneously.

Effect of the options on the expected significance is minimal (at the third digit
of the significance). Impact on the test statistic tµ is shown in Figure 9.2 for the
normalization exclusion in the case of EW signal prediction. The statistic function
has changed to be more symmetrized having an exponential character towards the
high values. The changes exclusive to the background prediction uncertainties
has no effect on the significance neither on the statistic. The test statistic is
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Shape

Figure 9.2: Graph of test statistic tµ affected by exclusion of normalization of theoretical
uncertainties of EWK signal sample.

expected to have a quadratic-like behavior around minimum, which is restored by
the exclusion. Therefore, the change of theory uncertainties (normalization drop)
exclusive for the EW prediction is kept in the fitting setup.
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The post-fit distributions experience a decrease in the overall uncertainty in
the QCD-CR and a decrease in lower bins in the SR, visible in Figure 9.1 and 9.3.
The decrease is caused by a constraint from the data in QCD-CR. On the other
hand, an increase in the high BDT region is clearly visible in the SR, which is
caused by the fitting itself. However, the decrease may point to an over-constraint
despite the fact, it is not visible in pre- and post-fit pull plots.
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Figure 9.3: BDT score distributions after fitting in the SR (a) and QCDCR (b).

The over-constraint behavior, visible in the BDT plot uncertainties, is caused
by an uncertainty which can be identified by a test of un-correlation between the
SR an QCD-CR of three major theoretical uncertainties:

• renormalization and factorization scales uncertainty of the quark-induced
QCD background prediction,

• the same uncertainty of the EW signal prediction,

• and the alternative generator uncertainty of the EW signal prediction.

The effect of the changes on the expected significance, tµ statistic, and pull pots
are negligible with exception of the QCD scales uncertainty un-correlation in the
QCD background prediction. The expected significance was decreased from 3.9 to
3.7σ and uncertainty pull plots become slightly constrained, see Figure 9.5. The
un-correlation also slightly decreased the test statistic curve, shown in Figure 9.4.
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An obvious explanation is that the QCD-CR data sample has small statistic un-
certainty (sufficient statistic population), however the prediction has a large, or
over-conservative, QCD scale uncertainty, see Figure 9.1b. So the fit is constrained
by data from the QCD-CR. This is also in accordance with a ranking plot, showing
pre-fit and post-fit impact of input nuisance parameters to the parameter of inter-
est, in Figure 9.8. The first two parameters are connected with the discussed QCD
scale uncertainty and µQCD fitting the QCD-CR (by default set to one according
to (9.1)). The next three parameters are connected with the jet energy scale and
electron isolation uncertainties.
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Figure 9.4: Graph of test statistic tµ affected by un-correlation of QCD factorization
and renormalization scale uncertainty between the SR and QCD-CR.

The expected significance is not very much affected neither by the normaliza-
tion nor the un-correlation change. Therefore, the changes are kept and the signal
strength extraction is prepared for the unblinding with promising 3.7σ of expected
significance.

9.5 Fitting Results

For the final fitting, the configuration with the dropped normalization of theory un-
certainties of the EW signal prediction and un-correlated QCD scales uncertainty
between the SR and QCD-CR of the QCD background prediction was used.
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Figure 9.5: Theory uncertainty pull plots after fitting. Plots with correlated (a) and
un-corrlated (b) QCD factorization and renormalization scale uncertainty (highlighted
by a rectangle) between the SR and QCD-CR.

The yields of both regions after fitting are listed in Table 9.3. The prediction is
in a better agreement with the QCD-CR event yield prediction, when compared to
the event yield before fitting in Table 9.1. The effect of systematic uncertainty on
the tµ statistic is displayed in Figure 9.6, where a drop in the expected significance
is clearly visible. The BDT distributions suffer from an over-constrain in the case
of the QCD background, which is caused by the real data in the QCD-CR. Hence
only the lower BDT bins of the SR are affected. The higher BDT bins with presence
of majority of the EW signal are not affected, shown in Figure 9.7. The observed
significance of exclusion of the background-only hypothesis was enumerated to
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5.8σ against expected significance of 3.7σ.
A signal strength µEW of the observed data is calculated together with a control-

signal strength µQCD considering contributions from both quark- and gluon-induced
QCD background instead. The strengths are calculated also in the blind regime
nearing value of one because of using the Asimov data, although not exactly be-
cause the QCD-CR still contains the observed data. An important control is the
expected strength in the SR, which should be almost exactly at the value of one.
All calculated strengths are listed in Table 9.2, for the case including all uncer-
tainties as well as using the statistical uncertainly only.

Signal Strength

All uncertainties Statistical only
µEW µQCD µEW µQCD

Expected 0.98± 0.36 0.90± 0.24 0.99± 0.35 0.87± 0.08
Observed 1.78± 0.46 0.88± 0.20 1.84± 0.44 0.88± 0.08

Table 9.2: Expected and observed signal strengths of the EW signal and QCD back-
ground (quark- and gluon-induced together). Statistical and systematic uncertainties are
included.

MC sample Event yield

SR QCD-CR

EW ZZjj 32.98± 10.39 5.87± 1.94
QCD ZZjj (Quark-induced) 58.10± 9.75 98.30± 11.62
QCD ZZjj (Gluon-induced) 9.96± 3.57 13.20± 4.81
tt̄Z 3.86± 0.12 8.21± 0.20
Fakes Background 1.97± 1.50 4.31± 2.49
Tri-boson 0.61± 0.02 0.97± 0.03

Total MC 107.48± 11.96 130.87± 11.32

Real Data 107 129.00

Table 9.3: The SR and QCD-CR predicted and observed event yields after fitting. The
composition is split by individual processes. The values are scaled to 139 fb−1 including
statistical and systematic uncertainties in simulated data and statistical uncertainty in
the real data.
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Figure 9.6: The test statistic tµ affected only by the statistical uncertainty and by both
statistical and systematic uncertainty.

9.6 EW Cross Section Extraction
The EW cross-section can be extracted using the signal strength which can be
expressed as a ratio of the observed event yield over the MC predicted event yield.
The ratio can be further identified with the measured fiducial cross-section over
the predicted cross-section as in equation

µZZjj EW =
N signal

data

N signal
MC

=
σfidZZjj EW

σpredZZjj EW

.

The predicted cross-section (σpredZZjj EW) is extracted directly from the fiducial phase
space to be

σpredZZjj EW = 0.20± 0.02 fb.

When multiplied by the observed signal strength including all uncertainties, shown
in Table 9.2, the fiducial EW ZZjj production cross-section is obtained to be

σfidZZjj EW = 0.36+0.09
−0.09(stat.)+0.05

−0.05(syst.) fb.
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Figure 9.7: Unblinded BDT distributions of the SR (a) and QCD-CR (b) before fitting
and after fitting (c) and (d).
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Chapter 10

Inclusive Production Measurement

The primary result of this analysis is accompanied with a cross-section measure-
ment of inclusive ZZjj production. The cross-section is calculated in the fiducial
phase space defined in Table 6.1, using corresponding definition of the SR in Ta-
ble 6.3.

10.1 Correction Factor
The measurement is corrected for the detector imperfections estimated by a frac-
tion of the predicted event yield in the SR (Nrec) and truth event yield in the
fiducial phase space (Nfid) in equation

CZZjj =
Nrec

Nfid
. (10.1)

The factor was estimated for each inclusive production sample separately, as
well as in combination, see Table 10.1.

Uncertainty EW production QCD production Inclusive production

Quark-induced Gluon-induced

CZZjj 0.64+0.07
−0.08 0.70+0.10

−0.07 0.76+0.11
−0.09 0.69+0.07

−0.05

Proportion 0.21 0.67 0.11 1.00

Table 10.1: Correction factor broken down to the individual processes of inclusive ZZjj
production. The result is combined in the last column using the proportions of individual
processes.

The input yields of Equation (10.1) with an uncertainty variation applied are
used to obtain a varied factor, which deviation from the nominal CZZjj is employed
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as the uncertainty. The experimental uncertainties dominates over the theoretical,
since the latter are largely correlated for the fiducial phase space and reconstructed
SR, while the former affects only the SR, as can be seen in Table 10.2.

Uncertainty EW production QCD production Inclusive production

Quark-induced Gluon-induced

Statistical 0.0 0.1 0.1 ±0.1

Experimental 3.0 +14.4
−10.0

+15.0
−12.4

+9.9
−6.9

Theoretical 0.1 +2.7
−2.9 0.4 +1.8

−2.0

Total 3.0 +14.7
−10.4

+15.0
−12.5

+10.1
−7.2

Table 10.2: Summary of the correction factor uncertainties. The numbers are shown
relative to the resulting factor in %.

The calculation of factor is tested for sensitivity on event migration effect, by
a counting of the number of events that passed fiducial but failed reconstruction
criteria and vice versa. Amount of such events was five orders of magnitude smaller
than the case when an event passed both.

10.2 Cross Section

In comparison to the EW cross-section, the inclusive case has much smaller back-
ground since the QCD productions are considered as signal. So the task is di-
ametrically opposite, the signal is overwhelming the signal. The cross-section is
calculated straightforward from the equation

σfid =
Nobs −Nbkg

CZZjj L
,

where Nobs and Nbkg denote the numbers of observed events and predicted back-
ground events in the SR. The background event yield prediction is 6.91, obtained
from Table 7.9 by exclusion of the QCD background. Only the prompt and fakes
backgrounds are considered, estimated by MC modeling and data-driven methods,
for details see Chapter 7. Details of modeling and accuracy of the background
samples can be found in Section 4.4.2. A number of observed events is counted
to be 107, taken from Table 9.3. The equation denominator consists of integrated
luminosity equal to 138.97 fb−1 and a correction factor CZZjj.

The measurement comprises all the uncertainties listed in Chapter 8, which
are propagated to the result through variables Nbkg and CZZjj. The systematic
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uncertainty is calculated according to equation

∆σfid =
1

CZZjj L

√
∆N i

bkg
2

+

(
Nobs −Nbkg

CZZjj

)2

∆Ci
ZZjj

2
+

(
Nobs −Nbkg

L

)2

∆L2,

where the ∆N i
bkg and ∆Ci

ZZjj represent the vectors of uncertainties affecting the
Nbkg and CZZjj variables, composed of all uncertainties with exception of EW
production generator and parton showering uncertainty. The EW production pro-
cesses are minor in the inclusive production.

10.3 Result
The fiducial cross section was calculated using 139 fb−1 of data at 13 TeV of center-
of-mass energy, resulting in

σfid.
ZZjj = 1.05+0.12

−0.12(stat.)+0.11
−0.08(exp.)+0.02

−0.02(theo.) fb.

The systematic uncertainty is divided to experimental and theoretical component
to show the experimental side dominates. The theoretical uncertainty is much
smaller, since the MC modeled background is small and the corresponding uncer-
tainties are correlated forNbkg and CZZjj. The predicted cross-section is determined
to be 0.93+0.22

−0.15 fb.
As a cross check, the correction factor is calculated also for a ZZ production

phase space, the SR without VBS di-jet selection stage, as 0.61+0.01
−0.01. The original

factor calculated for the inclusive ZZ production cross-section measurement was
determined as 0.60+0.02

−0.02 [20].
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Chapter 11

Discussion

The results of presented analysis are compared to the published ATLAS and CMS
collaboration articles [1, 2]. Both fiducial EW and inclusive (EW+QCD) ZZjj
production cross-sections as well as the significance of rejection of the QCD-only
hypothesis in the ZZjj production are subject of the comparison. Both observed
and expected values are shown to assess a possible excess with respect to the SM.
This analysis and the ATLAS collaboration use the same theoretical predictions
generated at LO for EW production in MadGraph and at NLO for QCD pro-
ductions in Sherpa. For details on the MC samples consult Section 5.3.2. The
CMS collaboration has all predictions generated in MadGraph with the same
precision corresponding to each production.

The inclusive fiducial cross-sections are shown in Table 11.1. The CMS uti-
lizes more tight VBS selection from the mjj and ∆ηjj perspective, while leaving
the requirement on jets being from the different sides of detector. Moreover, the
CMS uses an additional cut on a four-lepton mass over 180 GeV. All results are
comparable in terms of the uncertainty, where the statistical component of uncer-
tainty is dominant. Both the presented and ATLAS analyses experience slightly
underestimated theoretical prediction, while the CMS analysis overestimated. The
cross-section measured by ATLAS collaboration is approximatelly 20 % higher then
the result of this work, since using a fiducial phase space adapted for a combined
measurement with the two charged leptons and two neutrinos channel, shortly
two-lepton channel. The phase space has higher acceptance of the Z bosons using
a wider window for their invariant masses.

The significances of rejection of the QCD-only hypothesis in the ZZjj produc-
tion, as a result of statistical fit (described in Chapter 9), are shown in Table 11.2.
The presented and ATLAS analyses exceed 5-σ observation of EW production,
while the CMS reached 4-σ [1, 2]. The CMS result was acquired in a loosened
VBS selection with mjj < 100 GeV, requiring four-lepton mass over 180 GeV. All
analyses experience underestimated theoretical prediction.
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Measured Predicted Note

This Work 1.05+0.11
−0.11(stat.)+0.11

−0.08(syst.) 0.93+0.22
−0.15 mjj > 300 GeV, ∆ηjj > 2.0, and yj1 × yj2 < 0

ATLAS 1.27+0.12
−0.12(stat.)+0.08

−0.08(syst.) 1.14+0.20
−0.20 mjj > 300 GeV, ∆ηjj > 2.0, and yj1 × yj2 < 0

CMS 1.00+0.12
−0.11(stat.)+0.07

−0.07(syst.) 1.21+0.09
−0.09 mjj > 400 GeV, ∆ηjj > 2.4, and m4l > 180 GeV

Table 11.1: Fiducial inclusive ZZjj production cross-sections measured in this analysis
and by the ATLAS and CMS collaborations [1, 2]. In the last column a significant
differences in the fiducial phase space definitions of individual measurements are noted.

Measured Predicted Note

This Work 5.8σ 3.7σ mjj > 300 GeV, ∆ηjj > 2.0, and yj1 × yj2 < 0
ATLAS 5.5σ 3.9σ mjj > 300 GeV, ∆ηjj > 2.0, and yj1 × yj2 < 0
CMS 4.0σ 3.5σ mjj > 100 GeV, and m4l > 180 GeV

Table 11.2: Significances of rejection of the QCD-only hypothesis in ZZjj production
extracted in this analysis and by the ATLAS and CMS collaborations [1, 2]. In the
last column a significant differences in the fiducial phase space definitions of individual
measurements are noted.

Using the statistical fit, EW signal strength was derived and utilized for fiducial
EW production cross-section extraction. The resulting cross-sections are listed in
Table 11.3, unfortunately not directly comparable, since the ATLAS carried out
the measurement as a combination of four-lepton and two-lepton channels (````
and νν``). Nonetheless, using the prediction from the thesis, one can estimate
the ATLAS single channel (````) result as 0.30± 0.09 fb, using the signal strength
1.5± 0.4 [1].

Measured Predicted Note
[fb] [fb]

This Work 0.36+0.09
−0.09(stat.)+0.05

−0.05(syst.) 0.2± 0.02 ````, mjj > 300 GeV, ∆ηjj > 2.0, and yj1 × yj2 < 0

ATLAS 0.82+0.18
−0.18(stat.)+0.10

−0.10(syst.) 0.61± 0.03 ````+ νν``, mjj > 300 GeV, ∆ηjj > 2.0, and yj1 × yj2 < 0

CMS 0.33+0.11
−0.10(stat.)+0.04

−0.03(syst.) 0.28± 0.02 ````, mjj > 100 GeV, and m4l > 180 GeV

CMS 0.18+0.07
−0.06(stat.)+0.02

−0.01(syst.) 0.20± 0.01 ````, mjj > 400 GeV, ∆ηjj > 2.4, and m4l > 180 GeV

Table 11.3: Fiducial EW ZZjj production cross-section measured in this analysis
and by the ATLAS and CMS collaborations [1, 2]. In the last column a corresponding
final-state channel and significant differences in the fiducial phase space definitions of
individual measurements are noted.

To summarize, no analysis observed a deviation from the SM, all are dominated
by statistical component of uncertainty, and finally, all three for the first time
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observed the existence of ZZjj EW production in proton-proton collisions. The
EW cross-section results unambiguously identified the four-lepton channel as the
most rare in the VBS channels.
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Chapter 12

Conclusions

The presented work, together with the associated article [1], is the first complete
study of the EW production of two Z bosons associated with two jets in a VBS
topology in the four-lepton channel. The precise knowledge of this process is
crucial for the completion and understanding of the SM, as well as for checking
the validity of some of the BSM theories.

The importance of these processes for the SM stems from the fact that the
BEH mechanism, proposed in 1964 [5, 6] and experimentally verified in 2012 [3, 4],
predicts precise cancellation of amplitudes induced by the Higgs boson and restores
unitarity of the VBS processes which would otherwise be broken at the energies
of LHC.

The importance of the knowledge of VBS cross-sections for the BSM searches
comes from the fact that many of these theories predict deviations from the SM
at high energies [12–14]. Precise measurements of processes like four-lepton ZZjj
EW production either help to verify or put tension onto such models and guide
our further steps in the searches for new physics.

The work that is presented in this thesis probed the rarest processes of VBS,
the one where two Z-bosons decay into two charged lepton pairs. Measurement of
this process has proven to be troublesome due to its small cross section, however,
the four-lepton production in the final-state offers a very clean signal that can be
extracted from the background.

Furthermore, VBS processes in proton-proton collisions are usually accompa-
nied by a production of two jets resulting from the initial partons that radiate the
heavy vector bosons. These partons are kinematically shifted by the emission, get
ejected from the incoming proton and appear in the final-state as hadronic jets.
These jets are proven valuable for tagging of the VBS processes.

On top of the ZZ selection based on lepton pairing, the VBS tagging di-jet
requirements were employed. The di-jet must have invariant mass over 300 GeV,
constituents reconstructed in opposite sides of the detector, and being well sep-
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arated with pseudorapidity difference of over two. For further VBS tagging, the
boson centrality with respect to the tagging jets was identified as promising. Based
on the selection criteria a pre-VBS signal region was established, in which a fiducial
inclusive production cross-section was measured to be 1.05+0.11

−0.11(stat.)+0.11
−0.08(syst.) fb.

The result is compatible with the SM and in a good agreement with both ATLAS
and CMS collaboration measurements.

Unlike the other VBS searches and analyses at ATLAS, the author did not
use the TMVA in the framework of ROOT for the machine-learning applications.
Instead, the Scikit-learn was utilized which is a part of the Python machine learning
libraries, and was proven to be a good alternative to the TMVA.

A possibility of no ZZjj EW production in the four-lepton channel was stud-
ied since it could be a possible sign of BSM physics. The analysis found that this
hypothesis is not valid with 5.8 σ and that the result is consistent with the SM
prediction.Together, a fiducial EW production cross-section was measured to be
0.36+0.09

−0.09(stat.)+0.05
−0.05(syst.) fb. The result represents the first measurement of a sin-

gle four-lepton channel with a five-σ significance, since the ATLAS collaboration
published only an inclusive measurement with the two-lepton channel and CMS
reached only four-σ.

The work connected with this thesis resulted in two articles. The measurement
of inclusive ZZ production in 4-lepton channel [20] was published in Physical
Review D and served as a starting point for this work. The second article [1] on
EWK ZZjj production was submitted to Nature Physics and includes also the
two-lepton channel in addition to the work presented in this thesis.

Studies like the one presented in this thesis, help to solidify our understanding
of the SM and rigorously check the extent to which this theory is valid. There
are still many missing puzzle pieces that pave the way to a complete and unified
theory of physics. However, the work that was presented in this thesis, elevated
a part of the unknown features of the ZZ VBS processes and added them to the
list of successes of the SM.

The measurements of EW production of all V V jj channels represents an open-
ing gate towards the VBS scattering. The ZZjj channel is dominated by statistical
uncertainty having up to twenty events in unprecedented amount of 139 fb−1 of
data. However, the expected 300 fb−1 of additional data from the coming Run 3
will make the results more accurate and enable a serious differential cross-section
measurement. Even polarization studies will become feasible.
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Chapter 13

Appendix

Object Trigger name Data-taking periods

Electron
e26_lhtight_nod0_ivarloose B-End
e60_lhmedium_nod0 B-End
e140_lhloose_nod0 B-End
e300_etcut B-End

Multi-electron
2e17_lhvloose_nod0_L12EM15VHI B-End
2e24_lhvloose_nod0 B-End
e24_lhvloose_nod0_2e12_lhvloose_nod0_L1EM20VH_3EM341649 B-End

Muon
mu26_ivarmedium B-End
mu50 B-End
mu60_0eta105_msonly B-End

Multi-muon
2mu14 B-End
mu22_mu8noL1 B-End
mu22_mu8noL1_calotag_0eta010 B-End
mu20_2mu4noL1 B-End
3mu4 B-End
3mu6 B-End
3mu6_msonly B-End
4mu4 B-End

Mix
e17_lhloose_nod0_mu14 B-End
e26_lhmedium_nod0_mu8noL1 B-End
e7_lhmedium_nod0_mu24 B-End
e12_lhloose_nod0_2mu10 B-End
2e12_lhloose_nod0_mu10 B-End

Table 13.1: Triggers utilized in the analysis for the data collected during year 2017.
The triggers are applicable only to some periods of data-taking.
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Object Trigger name Data-taking periods

Electron
e24_lhtight_nod0_ivarloose A-D3
e24_lhmedium_nod0_L1EM20VH A-D3
HLT_e24_lhmedium_nod0_L1EM20VH A-D3
e26_lhtight_nod0_ivarloose D3-End
e60_lhmedium_nod0 D3-End
e60_medium D3-End
e140_lhloose_nod0 D3-End
e300_etcut D3-End

Multi-electron
2e15_lhvloose_nod0_L12EM13VH A-D3
e17_lhloose_nod0_2e9_lhloose_nod0 All
2e17_lhvloose_nod0 D4-End
e17_lhloose_nod0_2e10_lhloose_nod0_L1EM15VH_3EM8V1481 G-End
e20_lhmedium_nod0_2g10_loose G-End
e20_lhmedium_nod0_2g10_loose_L1EM15VH_3EM8VH G-End

Muon
mu24_iloose A
mu24_ivarloose A
mu40 A
mu50 All
mu24_ivarmedium B-E
mu24_imedium B-E
mu26_ivarmedium D4-End
mu26_imedium D4-G1

Multi-muon
HLT_2mu10 A
HLT_2mu10_nomucomb A
HLT_mu20_mu8noL1 A-E
HLT_mu20_2mu4noL1 All
HLT_3mu4 A
HLT_3mu4 I4-End
HLT_mu6_2mu4 A-D3
HLT_mu20_nomucomb_mu6noL1_nscan03 A-D3
HLT_mu11_nomucomb_2mu4noL1_nscan03_L1MU11_2MU6 A-D3
HLT_mu20_msonly_mu10noL1_msonly_nscan05_noComb A-D3
HLT_mu11_nomucomb_2mu4noL1_nscan03_L1MU11_2MU6_bTau A-D3
HLT_mu11_nomucomb_mu6noL1_nscan03_L1MU11_2MU6_bTau A-D3
HLT_mu6_nomucomb_2mu4_nomucomb_bTau_L1MU6_3MU4 A-D3
HLT_2mu6_nomucomb_mu4_nomucomb_bTau_L12MU6_3MU4 A-D3
HLT_2mu14 B-End
HLT_2mu14_nomucomb B-End
HLT_3mu6 B-End
HLT_mu22_mu8noL1 D4-End
HLT_3mu6_msonly D4-End

Mix
HLT_e17_lhloose_nod0_mu14 All
HLT_e24_lhmedium_nod0_L1EM20VHI_mu8noL1 A-D3
HLT_e7_lhmedium_nod0_mu24 All
HLT_e12_lhloose_nod0_2mu10 All
HLT_2e12_lhloose_nod0_mu10 All
HLT_e26_lhmedium_nod0_L1EM22VHI_mu8noL1 D4-End

Table 13.2: Triggers utilized in the analysis for the data collected during year 2016.
The triggers are applicable only to some periods of data-taking.
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Object Trigger name Data-taking periods

Electron
e26_lhtight_nod0_ivarloose B-End
e26_lhtight_nod0 B-End
e60_lhmedium_nod0 B-End
e140_lhloose_nod0 B-End
e300_etcut B-End

Multi-electron
2e17_lhvloose_nod0_L12EM15VHI B-End
2e24_lhvloose_nod0 B-End
e24_lhvloose_nod0_2e12_lhvloose_nod0_L1EM20VH_3EM364485 B-End

Muon
mu26_ivarmedium B-End
mu50 B-End
mu60_0eta105_msonly B-End

Multi-muon
2mu14 B-End
mu22_mu8noL1 B-End
mu20_2mu4noL1 B-End
3mu6 B-End

Mix
e17_lhloose_nod0_mu14 B-End
e26_lhmedium_nod0_mu8noL1 B-End
e7_lhmedium_nod0_mu24 B-End
e12_lhloose_nod0_2mu10 B-End
2e12_lhloose_nod0_mu10 B-End

Table 13.3: Triggers utilized in the analysis for the data collected during year 2018.
The triggers are applicable only to some periods of data-taking.
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Figure 13.1: Fake factor of the Z + jets region: additional electron η and pT distribu-
tions. Histograms (a) and (b) show the good electron while the (c) and (d) refer to the
case of poor electron distributions [168].
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Figure 13.2: Fake factor of the Z+ jets region: additional muon η and pT distributions.
Histograms (a) and (b) show the good muon while the (c) and (d) refer to the case of
poor muon distributions [168].
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Figure 13.3: Fake factor of the tt̄ region: additional electron η and pT distribution.
Histograms (a) and (b) show the good electron while the (c) and (d) refer to the case of
poor electron distributions [168].
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Figure 13.4: Fake factor of the tt̄ region: additional muon η and pT distributions.
Histograms (a) and (b) show the good muon while the (c) and (d) refer to the case of
poor muon distributions [168].
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Figure 13.5: Comparison of the Z + jets and tt̄ fake factors in η and pT distribu-
tions [168].
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