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Abstrakt: Kvantové procházky jsou vhodným nástrojem pro zkoumání kvantového
transportu na r·zných grafech v£etn¥ p°ípad·, kdy je transport naru²en vn¥j²ími
vlivy. Tato diserta£ní práce se v¥nuje studiu diskrétních kvantových procházek na
grafech s dynamickou perkolací � náhodným uzavíráním a otevíráním hran grafu
b¥hem £asového vývoje procházky. Uvádíme ve²keré pot°ebné teoretické kroky
vyuºité k následnému zkoumání kvantového transportu. Konkrétn¥ zavádíme up-
ravenou de�nici kvantové procházky vhodnou pro procházky s perkolací a také pro
zkoumání r·zných pravidel pro pohyb chodce na grafu (operátor posunu). Dále
prezentujeme postup pro zkoumání £asov¥ asymptotického vývoje perkolovaných
kvantových procházek a aplikujeme jej na procházky s Groverovou mincí. Následn¥
zkoumáme kvantové procházky s Groverovou mincí a cyklickými operátory posunu
a odhalujeme spojitost jejich asymptotického vývoje s teoretickou vlastností hra-
nového obarvení grafu. Nakonec se zabýváme kvantovými procházkami s Groverovou
mincí a odrazivým operátorem posunu, které vykazují jev asymptotického zachycení
chodce v grafu. V rámci transportu pomocí t¥chto procházek na grafu p°ímky, grafu
ºeb°íku, grafech reprezentujících uhlíkové nanotrubice a grafech Cayleyho strom·
identi�kujeme n¥kolik zajímavých jev·. D·leºitým a velmi neintuitivním výsledkem
je zji²t¥ní, ºe kvantový transport podél lineární struktury ºeb°íku nebo nanotrubice
s absorp£ním místem lokalizovaným v jednom z okrajových vrchol· grafu se zefek-
tiv¬uje prodluºováním t¥chto struktur.

Abstract: Quantum walks represent a convenient tool for the study of quantum
transport on various structures and also in the presence of external disturbances.
This dissertation investigates discrete quantum walks on graphs with dynamical per-
colation � random closing and reopening of edges of the graph during the evolution
of the walk. We present all the necessary theoretical steps for the �nal investigation
of quantum transport. Namely, we give a modi�ed de�nition of a quantum walk
suited for walks with percolation and also convenient for classi�cation of various
shifting rules of the walker. Further, we present a procedure for investigation of
time-asymptotic dynamics of percolated quantum walks and apply it to walks with
the Grover coin. We then investigate Grover quantum walks with cyclic shift op-
erators and relate their asymptotic evolution to the theoretical concept of graph
edge-coloring. Finally, we study Grover quantum walks with a re�ecting shift oper-
ator, which exhibit the phenomenon of asymptotic trapping. In transport by these
quantum walks on the line graph, the ladder graph, graphs representing carbon nan-
otubes and graphs of Cayley trees we identify several interesting e�ects. Particularly,
on the linear structures of the ladder and tubes with the absorbing sink localized
at a single border vertex of the graph the probability of the walker traversing from
one end to the other increases with the length of the structure.
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Introduction

A standard approach in physics is to use simple models to describe real-life systems
and study their key properties. One of the models heavily used in the classical domain
are random walks. Random walks allow for natural incorporation of the inherent
randomness within physical processes into non-trivial models. They can describe
pure physical phenomena like Brownian motion as the underlying mechanism of
di�usion [1, 2] or processes in polymeric materials [3]. Nevertheless, applications of
random walks reach far beyond the �eld of physics for example by their usage in
modeling of �nancial markets [4] or in ranking web pages by Google [5]. Motivated by
the success of classical random walks the concept of quantum walks was introduced
[6] to model systems governed by the laws of quantum physics.

Similarly to random walks, quantum walks represent a mathematically non-trivial
model, in which various e�ects have been reported. Those are often related to bal-
listic spreading of the walker's wave function facilitated by the quantum interfer-
ence. This is given by the fact that the state of a quantum walker is described by
complex-number amplitudes in contrast to real-number non-negative probabilities
for the classical walker. While probabilities of the classical walker coming to a given
site from others can only add up, quantum amplitudes can interfere both construc-
tively and destructively giving rise to classically impossible behavior. On one hand,
the interference can increase the rate of spreading signi�cantly. A quadratic speedup
of the quantum walk on the line over the classical random walk was already pre-
sented in the founding work [6] and for the very arti�cial "glued trees" graph a
quantum walk can even discover the exit vertex exponentially faster in a black-box
search problem [7]. On the other hand, quantum walks can exhibit exponential �
Anderson localization [8, 9] or even the e�ect of complete trapping of the walker
in a part of the position space with non-zero probability regardless of the evolution
time [10]. Further, there are for example intricate dependencies of the recurrence on
characteristics of the walk [11].

One of the possible applications of quantum walks is in the �eld of quantum com-
putation. They can provide state transfer [12] or perform multiple quantum algo-
rithms. Several algorithms employing quantum walks were proposed giving polyno-
mial speedup in an oracle database search [13] or exponential speedup in search on
the "glued trees" graph [7] demonstrating the possibility of even more signi�cant
improvements in some particular cases. Quantum walks were even proven to be able
to perform universal quantum computations [14, 15] giving hopes to bene�t from
the exponential speedup of quantum computation provided by Shor's algorithm [16].
Nevertheless, there is a problem with scaling for processing larger inputs. The basal
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information unit in quantum computation is called a qubit � a two-level quantum
system, which in contrast to the classical bit can be in an arbitrary superposition of
the states 0 and 1. The problem is that for a standard quantum walk with a single
walker the size of the walker's position space required to perform a quantum com-
putation grows exponentially with the number of qubits involved n [17]. Therefore,
this does not represent a scalable architecture for building a large multi-purpose
quantum computer. This problem can be faced by considering quantum walks with
many walkers. Quantum algorithms are often described in so called gate model, in
which gates are basic operations performed on qubits. It was proven that arbitrary
g-gate quantum computation on n qubits can be performed by a quantum walk with
both the number of walkers and the number of sites in the position space polynomial
in both g and n [17].

Another stimulus for studying quantum walks is their experimental realizability
in multiple physical systems [18, 19, 20, 21, 22]. Nevertheless, in accordance with
the previous paragraph about the computational power of single-walker quantum
walks, it was pointed out in [23], that it is very unlikely for single walker standard
unitary quantum walks of a size not allowing simulation on classical computers to be
realized experimentally in the near future. Therefore, quantum walks with a single
walker are more likely to be used as a model for understanding e�ects in quantum
systems rather than actual devices performing computations not feasible by classical
computers.

Simulation of other quantum systems is actually another fundamental task for quan-
tum computers. In this task we are given a system with some Hamiltonian and an
initial quantum state |ψ(0)〉 and we are asked to produce the �nal quantum state
|ψ(t)〉 resulting from |ψ(0)〉 after a given time t. The �rst problem with performing
such task with classical computers is the mere representation of the quantum states,
which requires an amount of memory exponentially growing with the number of
qubits of the states. Further, quantum simulators can perform some tasks inacces-
sible to classical computers for principal reasons. If the initial state is not known
and we are only in possession of one copy stored in some quantum system a quan-
tum simulator may be able to produce the state |ψ(t)〉 even without any knowledge
about |ψ(0)〉. With the classical approach it is not even possible to determine |ψ(0)〉
to begin with any further calculation. Therefore, the task of quantum simulation is
fundamental. Since we believe that the World is ruled by quantum physics, in order
to truly understand the Nature the usage of quantum computers seems necessary.

Let us now introduce some more technical aspects of quantum walks. Both random
walks and quantum walks can be de�ned on mathematical structures called graphs
� structures composed of discrete vertices with some pairs of vertices connected by
edges. (This approach is very common despite the fact that it e.g. can not accom-
modate the �rst classical random walk introduced [24].) On this common structure
di�erent kinds of quantum walks have been proposed. The two main branches of
quantum walks copy the two corresponding branches of classical random walks:
time-continuous and discrete walks. The evolution of continuous quantum walks is
driven by a Hamiltonian derived from the adjacency matrix of the graph underlying
the walk. There is a direct correspondence between the state space of a continuous
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random walk and the state space of the corresponding continuous quantum walk �
the base states simply correspond to vertices of the graph. In discrete quantum walks
the evolution proceeds in steps by repeated application of a unitary evolution oper-
ator U . In contrast, when one wants to quantize a discrete random walk (mapping
the walker to some superposition of states in the adjacent vertices by every dicrete
time step), the state space of such walk needs to be enlarged to ensure unitarity of
the evolution [6].1 There are multiple approaches for doing this resulting in multiple
types of discrete quantum walks: coined quantum walks [6] with an additional coin
degree of freedom associated with the walker, scattering quantum walks [25] iden-
tifying the base states of the walker with directed edges instead of vertices of the
graph or Szegedy quantum walks [26] utilized in quantum search problems. These
are mutually equivalent, at least on some subset of admissible graphs [27, 28]. In
Chapter 1 we present a novel modi�cation of the de�nition specially suited for the
study of percolated quantum walks.

In this work we focus on discrete quantum walks, which have two main ingredients:
the underlying graph (with the associated rules for the movement of the walker)
and the coin. (Note that the coin is also implicitly present in scattering and Szegedy
quantum walks.) The simplest and most studied quantum walks are those on a line
� a chain of vertices with the nearest neighbors connected. The line can be in�nite,
closed into a cycle or just �nite with re�ecting boundaries. Obviously, quantum walks
on various other graphs were studied like the lazy quantum walk [29] (line with the
added possibility of not making a step), quantum walks on hypercubes [30], tree
graphs [31], spider nets (Cayley trees with concentric cycles) [32], honeycombs [33]
and carbon nanotube structures [34] or on the Sierpi«ski gasket fractal [35]. Also,
quantum walks with various coins were studied [36], which can have crucial impact
on properties of the walks like trapping [37]. Lastly, it is possible to tweak the way
in which the walker moves among vertices � the shift operator. Nevertheless, all
admissible shift operators can be achieved by a proper modi�cation of the coin as
was shown in [38] and we present that in detail in section 1.5.5 of this work.

Quantum walks are a very useful tool for investigation of various phenomena in
quantum systems. This is given by their ability to be naturally modi�ed from very
simple models to complex ones by using di�erent graphs and various coins or shifting
rules. This can be further extended by considering external disturbances. A num-
ber of studies were published investigating disturbances in quantum walks: random
modi�cations of the quantum coin, introduction of random phase shifts in the shift
operator or the introduction of intermediate measurements in the walk typically re-
sult in transition from quantum ballistic spreading to classical di�usive spreading as
the magnitude of the disturbance increases [39]. The next main option is to disrupt
the graph of a quantum walk by breaking for instance some of its edges, not allowing
the walker to pass from one vertex to another. In this work we investigate, among
others, so called dynamical percolation in quantum walks.

In the classical theory, the study of percolation deals with in�nite lattices in which

1It is possible to just take the continuous time quantum walk and only allow discrete time

steps. Nevertheless, such walk lacks the property of locality - the step can move the walker to very

distatnt vertices.
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edges are randomly assigned to be open with probability p and closed with proba-
bility 1− p. Attention is mainly drawn to a phase transition e�ect, which occurs at
some critical probability pc. For p > pc there is non-zero probability of any given
vertex in the graph being contained withing an in�nite cluster [40]. This relates to
the original idea of a piece of material submerged in water and the question about
its center staying dry or being soaked in water. In fact, some porous materials can
be modeled using the percolation approach [41].

The application in quantum walks takes the meaning of the word "percolation" quite
far from its original classical usage. In dynamical percolation it simply refers to
randomly dynamically closing and reopening edges in the graph during the evolution
of a quantum walk. It was shown that quantum coherence may be partially preserved
even in the presence of dynamical percolation and the time-asymptotic evolution
may show non-static limit cycles of di�erent quantum states on �nite graphs and lead
to interesting phenomena [42, 43]. Probably the most outstanding phenomenon is
trapping in walks with at least three-dimensional coins [29]. Classi�cation of trapping
coins in 2D lattices and further references on the occurrence of trapping in quantum
walks can be found in [44]. Degeneracy of the coin eigenvalues in these walks allows
for the presence of eigenstates of the dynamics localized only in some subset of
vertices of the graph. (The localization is in the strong sense that the amplitudes
outside of a given support of the eigenstate are zero.) These states are clearly also
present in quantum walks without percolation, but percolation may simplify the
asymptotic dynamics su�ciently so that all the trapped states can be identi�ed
analytically using the method presented in [45]. In fact, one of the main results
presented in this work is that the set of trapped states can be identi�ed in general
for a quantum walk with the Grover coin and re�ecting (�ip-�op [46]) shift operator
on any 3-regularized2 planar graph [38].

The presence of trapping in quantum walks gives rise to non-classical e�ects re-
garding transport of an excitation. Not only the speed of transport is relevant for
quantum walks, but also the probability of the walker actually ever being trans-
ported from one site in the graph to another. In a classical random walk on a
connected graph (with all transition probabilities being non-zero), the walker initi-
ated anywhere in the graph will visit any given vertex in the graph with probability
approaching to 1 as the number of steps goes to in�nity. In contrast, the interference
in quantum walks allows for a non-zero time-asymptotic probability of trapping the
walker in a subset of vertices. Therefore, it is possible for the walker to evade the
target site inde�nitely. This quantum transport e�ect can turn out to be very rele-
vant in some processes in nature as there is evidence for coherent energy transport in
photosynthesis systems [47]. The asymptotic transport on graphs of a ladder, Cayley
trees and carbon nanotubes is studied in [48, 49]. Presentation of these results and
their extension form the main content of Chapter 4 of this dissertation.

The present work has the following structure: In Chapter 1 we give a short introduc-
tion to classical random walks and discrete quantum walks. We present our modi�ed
de�nition of a quantum walk published in [38]. This de�nition is well suited to work

2By 3-regularized graphs we mean graphs with vertices of maximal degree 3 with added self-

loops in vertices of lower degree. This is described in tedail in the text.
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with various shift operators and also to tackle quantum walks with dynamical per-
colation. We also introduce the sink into quantum walks and de�ne the asymptotic
transport probability. In Chapter 2 we describe the general procedure for �nding
asymptotic evolution of percolated quantum walks originally presented in [42] and
[43]. The approach from Chapter 2 is further utilized in Chapter 3 for the special
case of percolated quantum walks on 3-regularized graphs with the Grover coin.
Here we investigate walks with various shift operators � the re�ecting (�ip-�op)
shift operator with trapped states, cyclic shift operators with an interesting rela-
tion between edge-coloring of the graph and non-trivial asymptotic dynamics of
the walk, and swapping shift operator used in the lazy quantum walk. Finally, in
Chapter 4 we focus on the asymptotic quantum transport by both percolated and
non-percolated Grover quantum walks with the re�ecting shift operator on multiple
example graphs. Among other results we present the counter-intuitive behavior that
the asymptotic transport probability can grow with the increasing distance of the
initial site and the absorbing sink in the linear structures of both the ladder graph
and carbon nanotube structures. In Appendix A we provide some basic concepts,
notation, and terminology from the mathematical theory of graphs, which is used
through the whole work. Further, examples of graphs used in the main chapters are
presented.
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Chapter 1

De�nitions of quantum walks

In this chapter we �rst describe the transition from classical random walks to quan-
tum walks. Then we move to its main topic: a modi�ed de�nition of quantum walks,
which primarily extends the possible usage from regular lattices to general graphs
with various shift operators. Some ideas already taking form in the Master's thesis
[51] were substantially extended (most importantly by considering quantum trans-
port) and published in [38]. Here we present all the concepts in an extended and
re�ned version mainly to make this work self contained and to get all the notation
and terminology uni�ed.

1.1 Classical random walks

1.1.1 The walk on a line

The most basic example of a classical random walk is a random walk on a line. There
is a walker equipped with a coin who �ips the coin at discrete time steps and makes
a step either to the left or to the right according to the result of the coin �ip.

Every particular realization of a random walk results in a sequence of positions
visited by the walker in subsequent steps. We can not predict in advance which
one of the walker's possible trajectories will be realized. Nevertheless, if the initial
position and the probabilities of steps in each direction are known (e.g. starting at 0
with a fair coin � probability p = 1/2 for both directions), it is possible to calculate
the position probability distribution for any number of time steps. This uses the
notion of classical probability in the frequentist sense: when many realizations of
the walk are performed, we expect the obtained frequencies of �nal positions of the
walker to approach the calculated probabilities.

For the walk on a line we obtain the binomial distribution on positions with the
same parity as is the parity of the number of steps. As an example, the distribution
for a walker with a fair coin after 10 steps is shown in FIG. 1.1.

What is notable and will be contrasted with quantum walks is that the variance of
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FIG. 1.1. Probability distribution of a classical random walk on a line with a fair
coin after ten steps. As the number of steps is even, only even positions have non-zero
probabilities.

the distribution is p(1− p)n, where p is the probability of a step to the right and n
the number of steps. Therefore, the standard deviation, which describes the speed
of the walker's spreading on the line, scales as

√
n.

1.1.2 Classical random walk on a graph

All kinds of graphs can be used for the de�nition of random walks to tackle various
related problems. For example random walks on directed graphs are used in the
Google page rank algorithm [5]. To allow comparison to quantum walks studied
in this work, we de�ne one type of a random walk on undirected graphs. All the
necessary concepts from the graphs theory are presented in Appendix A.

Let us have an undirected graph G(V,E), where V is a �nite set of vertices and E a
�nite set of undirected edges connecting some pairs of vertices in V . For simplicity,
let the graph be simple and connected. The vertices represent possible positions of
the walker. When standing in a vertex v the walker can make one of d(v) possible
steps each leading to some neighboring vertex vi from {vi}d(v)i=1 . (Here we do not
allow the walker to stay in the vertex v.) In general, we can choose an arbitrary
distribution of probabilities among possible steps. The obvious nontrivial choice is
to set the probability of each step to be pi = 1/d(v). Again, without knowledge
of particular steps the states of the walker can be best described by a probability
distribution over vertices. The probability distribution over a �nite set of vertices
can be represented by a vector

~P =
∑
i

pi~xi, (1.1)

where pi is the probability of the walker being at the position xi (pi ≥ 0 ∀i and∑
i pi = 1) and ~xi is a vector with all elements zeros except one element 1 at the

i-th position. The transition probabilities can be cast into a stochastic matrix M
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and one step of the walk transforms a distribution ~P0 to

~P1 = M ~P0.

In this manner, the time evolution of a random walk is given by subsequent appli-
cations of M . It is important that all the elements of both the state vectors ~Pt at
all times t and of the matrix M are non-negative real numbers and so there are
only additions of non-negative numbers in the matrix multiplications. This results
in the classical behavior where the probabilities of a walker coming to one vertex
from multiple directions can only add up.

1.2 Transition to quantum walks

We may ask, what happens when we replace the classical random walker with a
system governed by the laws of quantum physics. For simplicity, in this section we
assume the graph underlying the random/quantum walk to have �nite numbers of
vertices and edges.

1.2.1 Description of the quantum walker

In any given time step a classical random walker is found at some position xi from
the set of positions {xi}i. Here, we do not consider a state given by a probability
distribution as in (1.1). A quantum walker can be in a corresponding quantum state
which is given by a vector |xi〉 1 from the Hilbert space

H = span{|xi〉 |xi ∈ {xi}i}.

Importantly, the state of a quantum walker is not restricted to the base states
|xi〉, but can be given by an arbitrary complex linear combination (i.e. quantum
superposition) of these states

|ψ〉 =
∑
i

ψi |xi〉 . (1.2)

Such state of a quantum walker is called pure and in general a quantum walker can
also be in a mixed state as mentioned below.

There is a clear formal similarity of the expressions (1.1) and (1.2). Nevertheless,
they describe fundamentally di�erent situations. While (1.1) already gives a prob-
ability distribution on positions at which the classical walker can be found, the
situation in quantum case is more complicated. In quantum mechanics the act of
observation/measurement itself in�uences the state of the system and only after a
certain �nal projective measurement at some chosen time point2 the state |ψ〉 is pro-
jected (collapses) into one of the states |xi〉 with the probability distribution given

1In this work we use the standard bra-ket notation and we expect the reared to be familiar with

this notation. Also, we further do not distinguish between vectors and the corresponding states.
2If the state of a quantum walk is measured after every step, this results in a classical random

walk.
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by probabilities

pi = |ψi|2.

In fact, a quantum walker can also be in a so called mixed quantum state � a
statistical mixture in which particular pure quantum states appear with various
classical probabilities. A mixed quantum state is mathematically described by a
density matrix

ρ =
∑
k

pk |ψk〉 〈ψk| =
∑
i,j

ρi,j |xi〉 〈xj| ,

where pk is the probability of the state |ψk〉 in the mixture. The probability of �nding
the walker at position xi is then

pi = Tr(|xi〉 〈xi| ρ) = 〈xi|ρ|xi〉 = ρii,

where Tr stands for the trace operation.

The key di�erence between random and quantum walks lies in the fact that the
probabilities pi in (1.1) are non-negative real numbers while the amplitudes ψi in
(1.2) can be negative or even complex [55]. The probabilities coming from two di-
rections can only add up. In contrast, the quantum amplitudes can result in both
constructive and destructive interference.

1.2.2 Naive evolution of a quantum walk

Let us attempt to cross directly from a classical random walk to a discrete quantum
walk. Let xi denote the classical positions and |xi〉 the corresponding base vectors
in a Hilbert space H. Let us start with the quantum walk on a line. In analogy with
the classical random walk we would like an evolution operator performing one time
step of the walk by acting on the base states as

U |xi〉 = αi |xi−1〉+ βi |xi〉+ γi |xi+1〉

for some (possibly position dependent) coe�cients αi, βi and γi. The amplitudes
of the walkers state are partially moved to the neighboring sites and partially stay
in the original position. (Here we also included the possibility of making no step
to show that this does not resolve the problem presented below.) The evolution
operator can then be written as

U =
∑
i

(αi |xi−1〉+ βi |xi〉+ γi |xi+1〉) 〈xi| .
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Nonetheless, we require a quantum evolution operator to be unitary [55], i.e. UU † =
I, where I is the identity matrix. In our case that is

UU † =

=

(∑
i

(αi |xi−1〉+ βi |xi〉+ γi |xi+1〉) 〈xi|

)(∑
j

|xj〉
(
αj 〈xj−1|+ βj 〈xj|+ γj 〈xj+1|

))
=
∑
i

(αi |xi−1〉+ βi |xi〉+ γi |xi+1〉)
(
αi 〈xi−1|+ βi 〈xi|+ γi 〈xi+1|

)
=
∑
i

αiαi |xi−1〉 〈xi−1|+
∑
i

αiβi |xi−1〉 〈xi|+
∑
i

αiγi |xi−1〉 〈xi+1|+

+
∑
i

βiαi |xi〉 〈xi−1|+
∑
i

βiβi |xi〉 〈xi|+
∑
i

βiγi |xi〉 〈xi+1|+

+
∑
i

γiαi |xi+1〉 〈xi−1|+
∑
i

γiβi |xi+1〉 〈xi|+
∑
i

γiγi |xi+1〉 〈xi+1| ,

where the bar represents complex conjugation. The requirement of unitarity results
in conditions for the coe�cients α, β and γ. The most important is the equality

αiγi = 0

(for example α2γ2 |1〉 〈3| = 0 |1〉 〈3|). This requires that one of the coe�cients αi or
γi for every site xi is zero. Therefore, the walker can travel from any site only in one
direction or in the other. This certainly is not a behavior expected for a quantum
counterpart of a random walk.

The above problem is well known and is described more generally e.g. in [52]. It was
resolved in the founding work of the �eld of quantum walks [6] by extending the
Hilbert space of the walk by an internal degree of freedom of the walker. Basically
the walker is now not only at position x but also facing in some direction of further
movement. That is e.g. a walker at position 0 facing to the right.

We stress that non-classical e�ects in quantum walks result from the interference
given by superposition of complex amplitudes and not from the extension of the state
space. Random walks with the state space extended in the same way as it is used in
discrete quantum walks can be de�ned. The tossing of the coin then corresponds to
a random change of the direction and is followed by a deterministic movement of the
walker in the chosen direction. Nevertheless, this does not result in any fundamental
advantage � there are still just real-number non-negative probabilities.

1.3 Standard de�nition of coined quantum walks

1.3.1 Quantum walk on a line

In this chapter we �rst present the standard de�nition of a quantum walk on a
line. Let us denote vertices of the line graph by an integer index as i and introduce
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corresponding base vectors |i〉. Then we de�ne the so called position space

Hp = span{|i〉 |i ∈ Z}.

As mentioned above, the whole Hilbert space of the quantum walk is obtained by
extending the position space by an additional internal system connected to the
walker. In this case it is a two-level system having a two-dimensional coin space

Hc = span{|L〉 , |R〉}

with base vectors associated with directions "left" and "right". We assume the com-

putational basis in the coin space to be |L〉 =

[
1
0

]
and |R〉 =

[
0
1

]
. The whole

Hilbert space is a tensor product

H = Hp ⊗Hc. (1.3)

We will use a shorthand notation for states from the tensor product space: |i〉⊗|X〉 ≡
|i,X〉, where |X〉 represents |L〉 or |R〉.

In analogy with the classical random walk, every step of the time evolution is split
into two parts: the coin operation and the shift operation. In quantum walks these
are represented by two unitary operators C and S respectively. The time step then
evolves the state |ψ(t)〉 at time t as:

|ψ(t+ 1)〉 = U |ψ(t)〉 = SC |ψ(t)〉 , (1.4)

where U = SC is the whole evolution operator of one step.

The coin operator C acts only on the coin space part of the Hilbert space. In the
simple case the action of C is independent of the position of the walker and can be
described using an operator C0 de�ned on the two-dimensional coin space Hc and
the identity Ip on the position space Hp as

C = Ip ⊗ C0.

A standard choice of the coin is the two-dimensional Hadamard coin given in the
matrix representation as

C0 = H2 =
1√
2

[
1 1
1 −1

]
. (1.5)

The shift operator performs the actual movement of the walker among vertices.
Certainly, it moves the walker to the vertex given by the coin part of the current
state. The coin state itself is not modi�ed, so

S |i, R〉 = |i+ 1, R〉 ,
S |i, L〉 = |i− 1, L〉 .
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One step of our example walk than modi�es the example initial state |ψ(0)〉 = |0, R〉
to

|ψ(1)〉 = U |ψ(0)〉 = S(Ip ⊗H2) |0, R〉 =

= S
1√
2

(|0, L〉 − |0, R〉) =

=
1√
2

(|−1, L〉 − |1, R〉).

This de�nition requires the underlying graph to be a regular lattice which addition-
ally needs to have what we call global directions - directions of edges that can be
identi�ed in all vertices. This is ful�lled for example for the line graph or the square
lattice, but already for a honeycomb lattice and especially for general graphs it is
not the case. This is one of the main reasons for introducing our modi�ed de�nition
of quantum walks.

We see that the time evolution of the quantum walk is actually deterministic in the
quantum sense. The �nal quantum state is fully determined by the initial state, the
unitary evolution operator, and the time of evolution. The probability enters when
we perform a measurement to determine the position of the walker. If we are not
interested in the coin state, the probability of �nding the walker at position i after
t steps is

P (x = i, t) = | 〈ψ(t)|i, L〉 |2 + | 〈ψ(t)|i, R〉 |2,
which results in a probability distribution over the positions i.

We can choose the form of measurements preformed on our quantum walk and
we can also choose their timing at given steps, but these choices will in�uence the
behavior of the walk. In particular, to see a di�erence between classical and quantum
walks, we must let the walk evolve for some time and leave it at least partially
undisturbed by measurements. Performing a complete measurement (determining
both the position and the coin state) after every step drives the system completely
to a classical random walk: the coin operation splits amplitudes into directions, the
shift operation moves amplitudes to the neighboring vertices and the measurement
collapses the wave function into a new random base state. There is no room for the
interference to take place.

One of the �rst results that raised interest in quantum walks is their ability of fast
spreading. An example of the probability distribution of Hadamard quantum walk
on a line measured after 100 steps is shown in FIG. 1.2. It can be seen that the
deviation of the walkers position from the original point grows linearly with the
number of steps, which is a quadratic speedup compared to the classical random
walk di�usive spreading.

1.4 Modi�ed de�nition: the Hilbert space

Let us proceed to our modi�ed de�nition of quantum walks. With that we aim for
two goals: �rst, we want a de�nition of quantum walks suitable for any (simple
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FIG. 1.2. Probability distribution of a Hadamard quantum walk on a line with a
balanced initial state |ψ0〉 = |0〉 ⊗ 1√

2
(|L〉 + i |R〉) measured after 100 steps. As the

number of steps is even, only even positions are shown as only those have non-zero
probabilities.

FIG. 1.3. Example of a small simple structure graph with three vertices V =
{v1, v2, v3} and two undirected edges E = {B,C}.

connected) undirected graph and second, we want to cover all admissible variants
of such walks in a structured way. The �rst goal was already achieved by so called
scattering quantum walks [25]. Our de�nition actually partially borrows the associa-
tion of the graph with the Hilbert space of the walk from the scattering walk. While
various time evolutions can be chosen for the scattering quantum walk, those are
not so conveniently described as in coined quantum walks. Therefore, we introduce
the concept of the quantum coin in our de�nition. Finally, we add the entirely new
concept of local permutations, which allows for a simple classi�cation of all possible
shifting rules and also allows for a natural incorporation of dynamical percolation
in a quantum walk.

A quantum walk is based on an undirected structure graph G(V,E), where V is
the set of vertices and E the set of undirected edges, both of which are assumed to
be �nite or at most countably in�nite. The structure graph is further assumed to
be connected for the simplicity of argument and because a walk on a disconnected
graph would only lead to separated walks on its components. On the other hand,
simplicity of the structure graph is not required. Therefore, there can be both loops
(edges originating and terminating in the same vertex) and parallel edges (multiple
edges connecting the same pair of vertices). An example of a structure graph is
shown in FIG. 1.3.
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FIG. 1.4. An example of a state graph corresponding to the structure graph in
FIG. 1.3. The set of vertices is te same: V = {v1, v2, v3}. There are six directed
edges E(d) = {a, b1, b2, c1, c2, d}. Four of these are paired arcs E(d)

p = {b1, b2, c1, c2}
and the remaining two are unpaired loops E(d)

u = {a, d}. (There are no paired
loops since the structure graph is simple.) The Hilbert space of the quantum walk is
H = span{|a〉 , |b1〉 , |b2〉 , |c1〉 , |c2〉 , |d〉} with vertex subspaces Hv1 = span{|a〉 , |b1〉},
Hv2 = span{|b2〉 , |c1〉} and Hv3 = span{|c2〉 , |d〉}.

On top of the structure graph we de�ne a directed state graph G(d)(V,E(d)). The set
of vertices V is the same as for the structure graph. The set of directed edges E(d)

is formed by two subsets E(d) = E
(d)
p ∪ E(d)

u . For every undirected edge e ∈ E from
the structure graph we introduce two paired directed edges e1, e2 ∈ E(d)

p in the state
graph. These edges connect the same vertices as e, each in one direction. The paired
edges are mostly arcs connecting two distinct vertices, but an undirected loop l in the
structure graph corresponds to two directed paired loops l1 and l2 in the state graph,
all of them starting and �nishing at the same vertex. Appart from paired edges there
are so called unpaired loops. Those are independent of the undirected edges from E
and are typically used to increase degrees of chosen vertices for example on borders
of �nite cuts of lattices. An example of a state graph is shown in FIG. 1.4.3

We use the following tilde notation: If directed paired edges e1, e2 ∈ E(d)
p correspond

to the same undirected edge e ∈ E, we de�ne ẽ1 ≡ e2 and ẽ2 ≡ e1. For an unpaired
loop l ∈ E(d)

u it is trivially l̃ ≡ l.

With the state graph de�ned, we now associate its edges with base states of the
walker. The walker is located at the vertex which is the origin of the edge and is
facing towards the terminal vertex. This is in analogy with the standard de�nition
of quantum walks for regular lattices, but here the direction of further movement is
not understood globally but locally. For every vertex the set of possible directions
is given by the neighboring vertices. Nevertheless, it is straightforward to see the
equivalence with the standard de�nition on graphs representing regular lattices.

Written formally, for every directed edge e(d) ∈ E(d) (an arc or a loop), there is a
base state of the walker |e(d)〉 and the whole Hilbert spaces is the span of all these
orthonormal states

H = span{|e(d)〉 |e(d) ∈ E(d)}.

The Hilbert space is no longer of the tensor product form (1.3), but can still be
written as a direct sum

H =
⊕
v∈V

Hv, (1.6)

3In �gures we usually represent directed arcs as arrows beginning in one vertex and pointing

towards the end-point instead of as going all the way to the other vertex. This is in correspondence

with our understanding of the state of the walker as standing in one vertex and facing towards

another.
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where Hv are so called vertex subspaces : subspaces spanned by states corresponding
to directed edges originating in a given vertex. These concepts are also exempli�ed
in FIG. 1.4.

Due to the form of the Hilbert space (1.6), operators acting on this space can be
composed from partial operators acting locally on vertex subspaces as for example
the coin operator

C =
⊕
v∈V

Cv,

where Cv can be for example the Hadamard matrix (1.5). The index v is used to
indicate the local version of the operator in the remainder of this work.

Note on terminology simpli�cation: In this work we exploit the bijection be-
tween base states of the Hilbert space and directed edges from the state graph and
use formulations like "states originating in the vertex v". Also, utilizing the connec-
tion between paired directed and undirected edges we can e.g. say "subspace is given
by a path in the structure graph", which means the subspace of states on directed
edges corresponding to undirected edges included in the path.

Lastly, we introduce one more graph associated with a quantum walk, which will be
used in this work. (Its usage is rather speci�c to investigation of Grover quantum
walks with dynamical percolation as introduced in Chapter 3.) It is a mixed graph
of the walk G(m)(V,E ∪ E(d)

u ). Therefore, it is just the structure graph with added
unpaired loops from the state graph. Alternatively, it can be viewed as a graph
which we get from the state graph by joining the paired directed edges in pairs into
undirected edges.

1.5 Modi�ed de�nition: the time evolution

The basic concept of a time-discrete unitary evolution is kept the same as in the
standard de�nition

|ψ(t+ 1)〉 = U |ψ(t)〉 . (1.7)

The evolution operator U is composed of a shift operator and a coin operator.
Di�erences are introduced mainly in the de�nition of the shift operator and also in
the order in which the operators are applied as is detailed below.

1.5.1 Shift operator

Since our modi�ed de�nition of the Hilbert space does not assume any global di-
rections that can be identi�ed in all vertices, it is in general not possible to use a
shift operator that just keeps some direction as in the standard quantum walk on
the line. In general, we have two main requirements for the shift operator to keep
the basic notion of a coined quantum walk:
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FIG. 1.5. The action of the re�ecting shift operator on the example graph from
FIG. 1.3. The mapping is depicted using colors and line types, in particular R |b1〉 =
|b2〉 , R |b2〉 = |b1〉 , R |c1〉 = |c2〉 , R |c2〉 = |c1〉 and for the unpaired loops R |a〉 = |a〉
and R |d〉 = |d〉.

1. The shift operator has to be a permutation on the set of base states corre-
sponding to directed edges in the state graph.4 This assures unitarity of the
evolution.

2. The shift operator has to respect the underlying graph: a state correspond-
ing to an edge (v1, v2) must be mapped to a state corresponding to an edge
originating in v2.

There is a canonical shift operator that can be de�ned on any graph. We call it the
re�ecting shift operator R and is also known as "�ip-�op" shift operator [46]. It is
easily described using the tilde notation introduced in the above section as

R =
∑

e(d)∈E(d)

|ẽ(d)〉 〈e(d)| , (1.8)

so

R |e(d)〉 = |ẽ(d)〉

for an arbitrary directed edge e(d) ∈ E(d). In words, amplitudes corresponding to
the paired states are swapped in pairs and amplitudes corresponding to unpaired
loops are left unchanged. This operator is clearly and unambiguously de�ned for
any graph in question. An example is presented in FIG. 1.5.

Apart from the re�ecting shift operator, many other shift operators can be used
for any graph. Nevertheless, it is not possible to just map every base state to some
arbitrarily chosen base state in the neighboring vertex. We must be careful to avoid
mapping two distinct states to one state.

In fact, there is a simple way how to identify all the possible shift operators ful�lling
the two requirements above. We �rst apply the re�ecting shift operator R, which
is possible on any graph. Then we apply what we call a local permutation P - an
arbitrary permutation which only permutes edges originating from the same vertices
(i.e. does not move the walker from one vertex to another). The �nal shift operator
is then

S = PR.

It is clear that a shift operator de�ned in this way ful�lls both our requirements
and also that any shift operator ful�lling them can be represented in this way. The

4Sometimes, phase shifts introduced by the shift operator can be used, but we do not consider

those here.
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FIG. 1.6. The standard shift operator for the line, which is in our formalism ob-
tained by choosing the swap operator σx as the local permutation in all vertices:
S = PR =

(⊕
v∈V σx

)
R. The mapping is depicted using colors and line types, in

particular S |a〉 = |b1〉 , S |b1〉 = |c1〉 , S |c1〉 = |d〉 , S |d〉 = |c2〉 , S |c2〉 = |b2〉 , S |b2〉 =
|a〉.

FIG. 1.7. Three examples of shift operators that can be used for a walk on the
square lattice: (a) the standard operator keeping walkers direction (local permuta-
tion swaps directions left with right and up with down), (b) a cyclic shift operator
(counter-clock-wise rotation as a local permutation in all vertices) and (c) a trans-
porting shift operator (clock-wise rotation in white vertices and counter-clock-wise
in black vertices). The mapping is depicted using colors and line types.

re�ecting operator moves the walker among vertices in accordance with the graph
and the local permutation determines the �nal direction. Obviously, there is also
no room for two states being mapped to a single one as the shift operator is just a
subsequent application of two permutations.

There are Πv∈V (d(v)!) possible shift operators for a given graph, where d(v) is the
degree of a vertex v ∈ V . In practice, we typically assume some homogeneity of
the medium in which the walker is moving and the local permutation is then the
same in all vertices or there are just a few sets of vertices sharing the same local
permutations.

For a two-dimensional vertex subspace only two local permutations are possible: the
identity Iv and the swap operator σx. Using the swap operator in all vertices results
in the standard shift operator on the line as illustrated in FIG. 1.6.

With growing degrees of vertices the number of admissible shift operators grows
rapidly. FIG. 1.7 presents three chosen variants for a quantum walk on the square
lattice. Here we want to point out that the choice of the shift operator is crucial for
the dynamics of the resulting quantum walk. Therefore, claims about properties of
quantum walks on some graphs using particular coins should always be accompa-
nied by the discussion of the chosen shift operator. The interplay between the shift
operator and the coin operator is discussed in detail below.
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1.5.2 Coin operator

There is almost no change in meaning of the coin operator C in our modi�ed de�ni-
tion of quantum walks. It is an arbitrary unitary operation which is local at vertices
- it only mixes states within the vertex subspaces. In formal terms, it can be stated
that all the vertex subspaces are invariant under the action of C, so the coin operator
can always be written as

C =
⊕
v∈V

Cv,

where Cv is a local operator acting in the vertex subspace Hv of the vertex v ∈ V .

In contrast to regular lattices, in general graphs the degrees may vary among vertices
and so dimensions of the vertex subspaces may di�er. Therefore, it may not be
possible to use the same local coin operation in all vertices. On the other hand, even
if the graph is regular, one can obviously choose di�erent local coins in di�erent
vertices.

In particular cases studied below we add unpaired loops to the state graph so that
it becomes regular and we can use the same coin everywhere.

1.5.3 Labeling states at vertices

The standard representation of operators on �nite-dimensional spaces uses matrices.
In our case, this mainly applies to the coin operation as in equation (1.5) and also
to the local permutations.

The use of matrices, nevertheless, requires choosing and �xing the order of states
in the computational basis. For standard quantum walks on regular lattices this is
usually not an issue. For example on the line we can choose the order (L,R) in

all vertices and so the computational basis is |L〉 =

[
1
0

]
and |R〉 =

[
0
1

]
. This

is natural if our one-dimensional walk really progresses along a straight line as in
FIG. 1.8 (a). Let us consider a one-dimensional walk which is now placed into some
square lattice structure as illustrated in FIG. 1.8 (b). Here the global directions
can be identi�ed as vertical (V) and horizontal (H). We can again �x the labeling
using these global directions, for example in the order (V,H) in all vertices. While
at vertices v1 and v3 in FIG. 1.8 this leads to the order (a, b1) and (c2, d) in both
variants, in the vertex v2 the (L,R) labeling gives (b2, c1) but the (V,H) labeling
gives (c1, b2). If we choose to apply the Hadamard coin (1.5) in all vertices, then
compared to the (L,R) in the (V,H) variant we e�ectively apply a di�erent coin

H ′ = σxHσ
†
x =

1√
2

[
−1 1

1 1

]
(1.9)

in the vertex v2.

Resolving this issue in a general graph without any global structure of directions
would require explicitly de�ning the ordering of base states in all vertices. In some
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,

FIG. 1.8. The graph from FIG. 1.3 in two di�erent situations with two correspond-
ing labelings of edges: (a) left/right and (b) vertical/horizontal. Note that the edges
b1 and b2 have di�erent labels in (a) and have the same label in (b).

cases, the lack of symmetry in the graph can be compensated by symmetry in the
represented operators and their matrices themselves. Relabeling of states e�ectively
modi�es the matrix in question by multiplying it from both sides by a permutation
matrix and its conjugate. (In the example above this was the σx swap permutation.)
If our matrix is invariant under this transformation, the relabeling actually does not
play any role.

In particular, the central coin operator in this work is the Grover coin. If we de�ne
the vector |φ〉 = (|1〉+ |2〉+ . . .+ |n〉)/

√
n, the Grover coin has the general form

Gn = 2|φ〉〈φ| − I (1.10)

for arbitrary dimension n. As we mostly work with 3-regular graphs, we are partic-
ularly interested in the three-dimensional case

G3 =
1

3

 −1 2 2
2 −1 2
2 2 −1

 . (1.11)

From (1.10) we see that the Grover coin commutes with arbitrary permutation ma-
trices. (Both the identity matrix and a matrix with all elements the same commute
with all permutation matrices.) Therefore, the Grover matrix is not a�ected by any
change of the ordering of states in a given vertex.

Concerning the local permutations, apart from the identity we mostly work with
clock-wise and counter-clock-wise permutations in three-dimensional spaces. The
corresponding matrices are not invariant to relabeling, but speci�c ordering of states
in every vertex is not required. For the action of the rotation to be unambiguous, it
is su�cient to place the graph into a plane. After such embedding, the meaning of
clock-wise or counter-clock-wise rotations is �xed. In fact, the graph does not even
need to be planar since eventual crossing of edges has no in�uence on rotations at
vertices.

1.5.4 Order of operators in U

In analogy with the original classical random walk it is natural to always �rst �ip
a coin and then make a step according to the result of the coin �ip. This approach
is also a standard in quantum walks. Nevertheless, we argue that considering the
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operators in the opposite order - the shift operator �rst and the coin operator second
- is reasonable and can also bring signi�cant bene�ts for the study of quantum walks.
It sheds light on the relation between di�erent coins and shift operators and in our
particular case allows for convenient investigation of quantum walks with dynamical
percolation. Further, as consideration of more possible orders of evolution operators
is yet another generalization of quantum walks, it can bring some other possibilities
not yet discovered.

The standard version of the unitary evolution operator is

U (1) = SC = PRC, (1.12)

where by the index (1) we indicate the position of the coin operator C in U . The
shift operator S is further decomposed into the re�ecting shift operator R and the
local permutation P .

The variant most heavily used in this work is

U (3) = CS = CPR. (1.13)

For the original random walk, where the state of the walker is only given by his
position in the graph, it does not make sense to �rst make a step and �ip the
coin afterwards. Yet, already in the classical random walk with the state space
extended by the directions of further movement, this approach can be used without
any problems. The walker is initiated in some state, which also includes direction.
The walker makes a step and then �ips a coin to determine the direction of the
following step. The very same holds for quantum walks, where we just apply two
unitary operators in one order or the other.

Obviously, since the operators C and S are not commutative, U (1) and U (3) are two
di�erent operators. The evolution is in a sense shifted by half of the step. If the
initial state of the walker is |ψ(0)〉, the state at time t with the evolution operator
U (1) is

|ψ(t)〉 =
(
U (1)

)t |ψ(0)〉 = (SC)t |ψ(0)〉 = C† (CS)tC |ψ(0)〉 = C†
(
U (3)

)t
C |ψ(0)〉 .

The �nal state of the walk, therefore, di�ers by one application of C on the initial
state and one application of C† on the �nal sate. In some scenarios, the result can
obviously be very di�erent, but we show further that in particular for the asymp-
totic states of dynamically percolated quantum walks the results for U (3), which are
technically much simpler to obtain, can be easily modi�ed for walks with U (1).

1.5.5 Coin-shift interplay

Our de�nition employing the concept of local permutations in combination with the
usage of the version U (3) of the evolution operator reveals a very interesting interplay
between the coin operator and the shift operator. Since both C and P in (1.13) are
local at vertex subspaces, they can actually be combined and understood as a new
coin

C ′ = CP.
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Every quantum walk can, therefore, be understood as a quantum walk with the
re�ecting shift operator and some coin, which can also incorporate the local permu-
tation.

Also, one might consider the variant of the evolution operator U (2) = PCR. First, it
does not make much sense to insert the coin operator between the two parts of the
shift operator. Second, the variant U (2) is just U (3) with a di�erent coin C ′′ = PCP †.

1.6 Percolated quantum walks

1.6.1 The classical question of percolation

A thought experiment inspired by a real-life situation presenting the phenomenon
of percolation uses a big block5 of porous material (stone) submerged in water. The
question is, whether the center of the block will be wet or if it will stay dry.

This problem is stated formally in the mathematical theory of graphs. The porous
block is represented by an in�nite graph (e.g. an in�nite square lattice). Then, every
edge of the graph is randomly chosen to remain open (with probability p) or is
closed (with probability 1− p) and we ask, what is the probability θ that the origin
lies within an in�nite component of connectivity (an open cluster) in this modi�ed
graph [40].

The interesting result drawing attention to the problem of percolation is that there
is some critical probability pc so that

θ

{
= 0 if p < pc
> 0 if p > pc.

Therefore, for p < pc the probability of "percolation" (existence of an in�nite com-
ponent of connectivity containing the origin) is zero and for p > pc it is non-zero.
This is referred to as a phase transition - a global property of the system exhibits a
step change at a given value of a parameter describing local properties. Importantly,
this phenomenon of a phase transition is non-trivial (0 < pc < 1) for lattices of
dimensionality at least 2 [40].

1.6.2 Percolation in quantum walks

In the �eld of quantum walks, the term percolation is used to refer to the way of
perturbation of a graph by randomly breaking some of its edges rather than to some
resulting phenomenon [54].

We could use this process to generate a random graph from a regular lattice and then
run a quantum walk on this graph. It that case no modi�cation of the de�nitions
presented above is needed. We would only use percolation to obtain a graph to start

5The block is meant to be big compared to the porous micro-structure, so that it can be modeled

mathematically as an in�nite medium.

34



with. We do not study this problem in the present work. Instead we focus on a
so called dynamically percolated quantum walks6 where a new percolation graph is
generated for every step of the walk. In this case, a modi�cation of the quantum
walk de�nition is needed both to deal with closed edges and to incorporate classical
randomness in the time evolution.

A dynamically percolated quantum walk also starts with an original undirected
structure graph G(V,E) and a directed state graph G(d)(V,E(d)), which is based
on G and can have some unpaired loops added. We choose a probability p and in
every step of the walk a new percolation graph GK(V,K) is generated by randomly
choosing some edges in G to be open with probability p or closed with probability
1− p. A subset (con�guration) of open edges is denoted as K ⊂ E.

On the open edges the walker obviously moves just as in the case of non-percolated
walk. In contrast, we do not want the walker to pass through closed edges. It is
also needed to keep the same Hilbert space of the walk through the time evolution.
We therefore keep the state graph G(d)(V,E(d)) the same including the paired edges
corresponding to closed undirected edges. We keep referring to those as paired, but
now closed paired edges.

Let us now de�ne the modi�ed time evolution. The coin operator can be kept without
any modi�cations. What needs to be altered is the shift operator. In short, in our
formalism we just treat the closed paired edges as unpaired loops and the local
permutation is unchanged just as the coin. (This step is simple and natural in our
formalism thanks to the fact that the formalism itself was developed with exactly
this application in mind.)

We now discuss the modi�cation of the shift operator in more detail. For a given
con�guration of open edges K we want to de�ne a shift operator SK which does not
move the walker over closed edges. The problem is (would we not employ our new
formalism) that if we just keep the walker standing in a state facing towards a closed
edge, there may be another state mapped to this one. For example, the walker is
standing in the vertex 0 on a line facing to the left. The edge to the left is closed but
the one to the right is open and we have the standard shift operator keeping walkers
direction. Then we can not map the state |0, L〉 back to |0, L〉, because the sate |1, L〉
is already mapped to |0, L〉. On the other hand, the state |0, R〉 is "free", because the
walker can not arrive from |−1, R〉 over a closed edge. In general, we need to map
a state of a walker facing towards a closed edge to the state, that would otherwise
be the �nal state of a walker coming over that closed edge. A useful property of
the re�ecting shift operator R is that the above approach is exactly applied just by
treating the closed paired edges as unpaired loops. (Any closed paired edge itself
would be the end point for a walker coming from the opposite direction.) This results
in a modi�ed re�ecting shift operator RK , which is the same as R for open paired
edges and unpaired loops and acts as the identity on closed paired edges. We use this
modi�ed re�ecting shift operator RK and then apply the usual local permutation P ,

6It feels almost like an abuse of the term to say "percolated walks", but we stick to this

simplifying terminology anyway.

35



FIG. 1.9. Four possible con�gurations of percolation graphs 2E =
{∅, {B}, {C}, {B,C}} ≡ {K∅, KB, KC , KBC = KE} for the example graph in FIG.
1.3. The modi�ed re�ecting shift operator RKB for the con�guration KB is de�ned
as: RKB |a〉 = |a〉 , RKB |b1〉 = |b2〉 , RKB |b2〉 = |b1〉 , RKB |c1〉 = |c1〉 , RKB |c2〉 =
|c2〉 , RKB |d〉 = |d〉 as indicated by colors and line types of the arrows.

so the step is given as

|ψ(t+ 1)〉 = U
(3)
K |ψ(t)〉 = CPRK |ψ(t)〉 .

An example of four possible percolation graphs on our simple example graph with
the corresponding action of RK is shown in FIG. 1.9.

When we study the evolution of a dynamically percolated quantum walk, we can not
predict particular con�gurations K of the percolation graphs in the individual steps.
As there is always one unitary operation UK applied, which is randomly chosen from
the set of evolution operators corresponding to all possible con�gurations K ∈ 2E,
the resulting time evolution is so called random unitary operation [45]. It acts on
the state of the walker described using a density matrix ρ(t) as

ρ(t+ 1) = S (ρ(t)) =
∑
K⊂E

πKUKρ(t)U †K , (1.14)

where πK is the probability of occurrence of the con�guration K ⊂ E.

Note on terminology: In the following we use the abbreviation PCQW for "per-
colated coined quantum walk" and CQW for just "coined quantum walk". Despite
the fact that at some instances we explicitly state "non-percolated CQW", CQW
always stands for a quantum walk without percolation.

1.7 Quantum walks with a sink and quantum trans-

port

We aim to study quantum transport using quantum walks. For that purpose we
introduce an absorbing sink. The walk is initiated in some localized state and when
reaching the sink the walker is said to be transported.
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1.7.1 De�nition of the sink

The implementation of a sink in classical random walks is trivial. In quantum walks,
more caution is needed and also there are multiple ways how a sink can be imple-
mented. That is due to the fact that observation of the position of the walker in a
quantum walk actually in�uences the state of the walk. In this work we proceed as
follows:

• We choose a sink subspace Hs which is spanned by states corresponding to some
chosen directed edges Hs = span{|s1〉 , |s2〉 , . . .}. (The sink is not necessarily
just one chosen vertex and so the sink subspace does not have to coincide with
any of the vertex subspaces.)

• We construct a projector to the sink subspace Πs and the projector to the
complement of the sink subspace Π = I − Πs.

• After every step a projective measurement is performed to determine if the
walker has already reached the sink subspace. This results in a partial collapse
of the wave function either to the sink or to its complement.

One step of a quantum walk with a sink is than given as

|ψ(t+ 1)〉 = ΠU |ψ(t)〉 (1.15)

for the non-percolated version and as

ρ(t+ 1) =
∑
K⊂E

πKΠUKρ(t)U †KΠ (1.16)

if the walk is percolated.

The time evolution of the quantum walk with a sink is not trace preserving and the
value

p(t) = Tr (ρ(t)) (1.17)

gives the probability that at time t the walker is still present in the graph and has
not reached the sink.

1.7.2 Classical and quantum walk transport

If we introduce a sink in the classical random walk on a �nite connected graph (and
the edges have non-zero probabilities of being chosen for the next step), the walker
reaches the sink with probability 1 when the number of steps grows to in�nity.
In contrast, interference in quantum walks allows the walker to stay trapped in
the graph inde�nitely. Therefore, it is reasonable to de�ne the asymptotic trapping
probability

p = lim
t→+∞

p(t) = Tr

(
lim
t→+∞

ρ(t)

)
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and its complement

q ≡ 1− p = 1− Tr

(
lim
t→+∞

ρ(t)

)
(1.18)

the asymptotic transport probability (ATP). Most of the remainder of this work is
the study of the asymptotic quantum transport represented by the ATP in quantum
walks. Let us turn to this question in the following chapter.
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Chapter 2

Asymptotic evolution of percolated

coined quantum walks

In this chapter we study the asymptotic evolution of dynamically percolated quan-
tum walks in general terms (examples for particular graphs are presented in the
next chapter, Chapter 3). Following [42] and [43]1 we apply the general procedure
published in [45] to percolated quantum walks while utilizing the modi�ed de�nition
presented in Chapter 1. This was also partially done in [51] (without all the parts
employing so called p-attractors) and in a more advanced way in [38]. Similarly as in
the previous chapter, we paraphrase all the material here for consistency and extend
it with some further comments and details.

From now on we put a further requirement on the structure graph of a quantum
walk in investigation - we work only with �nite graphs. Therefore, it is possible to
represent all evolution operators and density operators by �nite matrices and pure
states by �nite vectors.

We start by investigating time evolution of percolated quantum walks without sink
and present a modi�cation for walks with a sink afterwards.

2.1 Asymptotic state constructed from attractors

The time evolution of a dynamically percolated quantum walk without a sink is given
by the random unitary operation (1.14). If we let the walk evolve for a long time
(many time steps), the richness of the unitary dynamics of a non-percolated walk
is reduced by the classical randomness introduced by percolation and the system
transitions to an asymptotic regime. The asymptotics do not need to be just a
single state (density matix) but a limit cycle (several mutually transforming states)
can occur [42, 43].

It was shown in [45] that the state of a system evolved by a random unitary operation

1Note that in this reference the meaning of the operator denoted as R in the evolution operator

is very di�erent from the notation used in this work.
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(1.14) (e.g. a percolated quantum walk) in the asymptotic regime can be expressed
as

ρt→∞(t) =
∑
λ,i

λt Tr
(
ρ(0)X†λ,i

)
Xλ,i, (2.1)

where λ are eigenvalues with |λ| = 1 of the evolution super-operator S from (1.14)
and Xλ,i are their corresponding eigenvectors called attractors indexed by the i or-
thonormalized with respect to the Hilbert-Schmidt scalar product (Tr(X†λ1,iXλ2,j) =
δλ1λ2δij). Attractors are common solutions of all the equations

UKXλU
†
K = λXλ , for all K ∈ 2E (2.2)

ful�lling the additional condition |λ| = 1. (Eigenvaleus with |λ| = 1 are said to be in
the asymptotic spectrum. Solutions with |λ| > 1 are not possible [45] and solutions
with |λ| < 1 are removed from the asymptotic state [45].)

Note that the asymptotic state is independent of the probabilities πK as long as those
are non-zero. Their values clearly in�uence the non-asymptotic evolution, in partic-
ular the rate of convergence towards the asymptotic regime, but those properties
are not of our concern in this work.

2.2 Attractors of percolated quantum walks

Using the separation of the evolution operator in the particular case of quantum
walks without sink

U
(3)
K = CPRK (2.3)

it is possible to rewrite the attractor equations (2.2) into the form

RKXR
†
K = λ(CP )†X(CP ) , for all K ∈ 2E. (2.4)

Now we use the fact that the right hand sides of all the equations in (2.4) are the
same independently of the con�guration K. This allows to solve the problem in two
steps.

1. We use one particular con�guration K = ∅ (all the edges are closed), in which
case the modi�ed re�ecting shift operator is just the identity R∅ = I and we
obtain the so called coin condition

CPX(CP )† = λX. (2.5)

2. Due to the independence of the right hand sides on K, the left hand sides must
be mutually equal to each other for all the equations. This gives us the other
constrain, the shift condition

RKXR
†
K = RLXR

†
L , for all K,L ∈ 2E. (2.6)

Both the coin condition and the shift condition are investigated in detail below.
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2.2.1 p-attractors

In many cases the search for attractors can be considerably simpli�ed using a pro-
cedure published in [43] using so called common eigenstates. Those are pure states
|φα〉 which are common eigenstates of all unitary operators UK

UK |φα〉 = α |φα〉 , for all K ∈ 2E. (2.7)

If {|φα,i〉}i and {|φβ,j〉}j are sets of common eigenstates corresponding to the eigen-
values α and β respectively, then

Yλ =
∑
αβ∗=λ

Aα,iβ,j |φα,i〉 〈φβ,j| (2.8)

is an attractor corresponding to the eigenvalue λ = αβ∗ (the asterisk denotes com-
plex conjugation) for arbitrary coe�cients Aα,iβ,j. We call the attractors obtained in
this way from common eigenstates p-attractors. The equations for �nding common
eigenstates can be processed using the decomposition of the evolution operator (2.3)
as

RK |φα〉 = α(CP )† |φα〉 for all K ∈ 2E. (2.9)

Using the empty con�guration K = ∅ with all edges closed and R∅ = I we have the
coin condition

CP |φα〉 = α |φα〉 (2.10)

and from the equality of left hand sides the shift condition

RK |φα〉 = RL |φα〉 , for all K,L ∈ 2E. (2.11)

We stress that not all attractors are p-attractors. At least the maximally mixed state
(proportional to the identity matrix I) is an attractor but it is not a p-attractor.

The di�erence between p-attractors and general attractors is seen from the fact the
p-attractors ful�ll not only the condition (2.2) but also a more restrictive one

UK1YλU
†
K2

= λYλ , for all K1, K2 ∈ 2E, (2.12)

where there are two possibly distinct con�gurations K1 and K2 instead of just one
[43]. As the con�guration only in�uences the re�ecting shift operator, this di�erence
translates only to the shift condition which is of the form

RK1Y R
†
K2

= RL1Y R
†
L2
, for all K1, K2, L1, L2 ∈ 2E. (2.13)

Importantly, it is possible to identify situations in which the maximally mixed state
is the only independent2 non-p-attractor and so the asymptotic evolution can be
fully determined from the knowledge of common eigenstates. This is the case for all
situations investigated further in this work.

2We can obtain new non-p-attractors by combining p-attractors with non-p-attractors, but we

clearly only need to �nd linearly independent attractors.
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2.2.2 The coin condition

When working with the coin condition (2.5) for general attractors or (2.10) for
common eigenstates we use the fact that both the coin operator and the local per-
mutation are local in vertex subspaces, so CP is a block-diagonal matrix. The coin
condition can, therefore, be investigated in separate blocks, which are subsequently
merged according to the shift condition to form attractors or common eigenstates.

For a matrix block Xv1
v2

corresponding to a pair of vertices v1, v2 ∈ V the coin
condition (2.5) requires

(Cv1Pv1)X
v1
v2

(Cv2Pv2)
† = λXv1

v2
, (2.14)

where Cv1 , Cv2 and Pv1 , Pv2 are blocks of matrices C and P respectively.

Here we use a method of rearranging columns of matrix blocks Xv1
v2

into long vectors
xv1v2 according to the rule 〈a, b|xv1v2〉 = 〈a|Xv1

v2
|b〉 for all |a〉 ∈ Hv1 , |b〉 ∈ Hv2 . (In

practice this just means putting columns of a matrix on top of each other to form a
column vector.) In this formalism, the equation (2.14) takes the form of a standard
eigenvalue problem

(Cv1Pv1)⊗ (Cv2Pv2)
∗xv1v2 = λxv1v2 ,

where the asterisk denotes complex conjugation. This allows us to determine the
asymptotic spectrum and a general form of blocks Xv1

v2
.

In case of common eigenstates the coin condition (2.10) is already in the form of an
eigenvalue problem.

2.2.3 The shift condition

Let us write a general pure state as a linear combination of the base states corre-
sponding to directed edges in the state graph

|φ〉 =
∑
j∈E(d)

φj |j〉 .

The re�ecting shift operator R can be expressed using the tilde notation as (1.8).
When only edges in K ⊂ E are open, we have a corresponding operator RK . This
operator is also given by a permutation on the set of directed edges, which we denote
as k and the RK is then

RK =
∑
i∈E(d)

|k(i)〉 〈i| , (2.15)

where k(·) is a permutation mapping i to ĩ if the corresponding undirected edge
is open and mapping i back to i otherwise. This is just a formal transition from
a permutation map on edges to an operator on the Hilbert space of corresponding
states. Using (2.15) and RK = R†K , the shift conditions for common eigenstates
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(2.11) may be rewritten as

R†K |φ〉 = R†L |φ〉 , for all K,L ∈ 2E,∑
i∈E(d)

|i〉 〈k(i)|
∑
j∈E(d)

φj |j〉 =
∑
i∈E(d)

|i〉 〈l(i)|
∑
j∈E(d)

φj |j〉 ,∑
i∈E(d)

φk(i) |i〉 =
∑
i∈E(d)

φl(i) |i〉 ,

which turns into an equality of vector components

φk(i) = φl(i) , for all i ∈ E(d), K, L ∈ 2E.

Suppose a directed edge i corresponds to an undirected edge e and let us choose K
and L so that e /∈ K and e ∈ L (the edge is closed in one con�guration and open in
the other). Then k(i) = i and l(i) = ĩ. The shift condition then results in

φi = φĩ.

Since such pair of con�gurations can be chosen for any undirected edge and since
i = ĩ for any unpaired loop, the shift condition can be expressed as

φi = φĩ , for all i ∈ E(d). (2.16)

This is a very simple and intuitive form of the shift condition. In any common
eigenstate the amplitudes for a pair of directed edges corresponding to one undirected
edge must always be equal. This shift condition leads to the use of mixed graphs
introduced in Appendix A: undirected edges represent pairs of vector elements that
must be the same due to the shift condition and further there are the elements
corresponding to unpaired loops.

To show the di�erence between general attractors and p-attractors, we use a straight-
forward modi�cation of the calculation above to turn the shift condition in the
matrix form (2.13) into the form

X
k1(i)
k2(j)

= X
l1(i)
l2(j)

, for all i, j ∈ E(d), K1, K2, L1, L2 ∈ 2E. (2.17)

Let us again suppose that i and j correspond to undirected edges e and f respec-
tively. (In general, it can be i = j or i = j̃, so e = f .) It is possible to choose
con�gurations so that for example e /∈ K1, e ∈ L1, f /∈ K2 and f /∈ L2. Then (2.17)
results in

X i
j = X ĩ

j. (2.18)

Again, this holds even e.g. for i = j, in which case the equality is

X i
i = X ĩ

i . (2.19)

By considering other con�gurations, we obtain the whole shift condition for p-
attractors

X i
j = X ĩ

j = X i
j̃

= X ĩ
j̃
, for all i, j ∈ E(d). (2.20)
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In case of general attractors, we start with (2.6) and turn it into

X
k(i)
k(j) = X

l(i)
l(j) , for all i, j ∈ E(d), K, L ∈ 2E. (2.21)

It is very similar to (2.17) but on each side there is only one permutation map
resulting form one con�guration of a percolation graph. For cases with i 6= j and
i 6= j̃, so e 6= f , we can again choose con�gurations ful�lling e /∈ K, e ∈ L, f /∈ K
and f /∈ L and get the equality (2.18). In contrast e.g. for i = j, we can not make
e both open and closed in L simultaneously and so e.g. the equality (2.19) is not
required by the shift condition for general attractors. By using other con�gurations
and considering cases with e = f , the shift condition for general attractors can be
expressed as

X i
j = X ĩ

j = X i
j̃

= X ĩ
j̃
, for all i, j ∈ E(d), i 6= j, i 6= j̃, (2.22)

X i
i = X ĩ

ĩ
, for all i ∈ E(d), (2.23)

X i
ĩ

= X ĩ
i , for all i ∈ E(d). (2.24)

Note on restricted percolation: As was already presented in [51] and published
in [38], by far not all the possible con�gurations of the percolation graph are neces-
sary to force the same shift condition as the full percolation model. For example it
su�ces to use only con�gurations with just one open edge each. Similarly, the set
of con�gurations with only one edge closed is su�cient. (If we assume at least three
undirected edges in the graph in both examples.)

2.2.4 Exclusion of non-p-attractors

In this work, we are particularly interested in percolated quantum walks in which
the maximally mixed state is the only non-p-attractor. Therefore, the asymptotic
dynamics can be described entirely when the set of p-attractors is known, so we just
need to �nd a basis of the common eigenstates subspace.

The fact that this is the case for percolated quantum walks with the Grover coin
and re�ecting shift operator or combinations of cyclic shift operators (as described in
Chapter 3) is proven in [38]. These proofs are not included in the present work, but
the proof for a lazy Grover quantum walk with the standard shift operator is given
in section 3.4.2, which serves as a detailed demonstration of the approach. While
in this work we are mostly interested in percolated quantum walks with asymptotic
dynamics given entirely by p-attractors, this is not always the case. Here we present
a simple counter-example.

2.2.5 Example quantum walk with non-trivial non-p-attractors

Let us consider a quantum walk on a graph with just two vertices v1 and v2 connected
by one edge with directions labeled as L and R as is shown in FIG. 2.1. The basis
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FIG. 2.1. The graph and labeling for the simple example of a percolated quantum
walk with non-p-attractors di�erent from the maximally mixed state.

of the Hilbert space consists of four states:

|1L〉 =


1
0
0
0

 , |1R〉 =


0
1
0
0

 , |2L〉 =


0
0
1
0

 , |2R〉 =


0
0
0
1

 .
The re�ecting shift operator has two possibilities R∅ (the edge is closed) and RE

(the only edge e is open), which have the following matrix forms:

R∅ =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , Re = RE =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 .
The local permutation is chosen to be the identity (re�ecting walk, Pv1 = Pv2 = I)
and the coin in the �rst vertex v1 is σx and in v2 it is σz, where σx and σz are Pauli
matrices:

σx =

[
0 1
1 0

]
, σz =

[
1 0
0 −1

]
.

Therefore, the whole coin operator is

C =


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 −1


and the two possible evolution operators are

U∅ = CR∅ = C,

UE = CRE =


0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 −1

 .
All Pauli matrices have eigenvalues +1 and −1. The eigenvectors for σx and σz are:

|ψx+〉 =

[
1
1

]
, |ψx−〉 =

[
1
−1

]
,

|ψz+〉 =

[
1
0

]
, |ψz−〉 =

[
0
1

]
.
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The shift condition for p-attractors is

φ1R = φ2L.

For the eigenvalue α1 = +1 we can construct a common eigenstate

|φ+〉 =
1√
3


1
1
1
0

 ,
but for the eigenvalue α2 = −1 the shift condition requires non-zero element for
|2L〉, which is not compatible with the coin condition for the coin σz. Therefore, we
only have one common eigenstate and it corresponds to the eigenvalue α1 = +1. This
results in only one p-attractor and it also corresponds to the eigenvalue λ = 1 ·1 = 1.

In contrast, it is easily checked that the matrix

X−1 =


0 0 0 0
0 0 0 0
0 0 0 0
1 1 1 0

 (2.25)

ful�lls both the equations

U∅X−1U
†
∅ = −X−1,

UEX−1U
†
E = −X−1,

and so it is an attractor corresponding to the eigenvalue λ = −1. Clearly, it is not
the only obtained p-attractor and it even corresponds to a di�erent eigenvalue.

2.3 Trapped states and asymptotic evolution of walks

with a sink

Some of the attractors or common eigenstates of a quantum walk can have zero
amplitudes for some directed edges in the state graph. We refer to those as trapped
attractors and trapped states respectively. (Note that attractors are not necessarily
valid density operators, so they do not have to be states as for example the attractor
in (2.25).) We also say that these attractors/states have limited support on the
graph, where by the support we mean the set of directed edges corresponding to
non-zero elements in the given trapped attractor/state.

Once we have determined the attractors governing the asymptotic evolution of a
percolated quantum walk without a sink, the incorporation of the e�ect of a sink is
relatively simple [56]. We just need to determine the subspace of the attractor space
which is orthogonal to the given sink subspace. This is seen from the attractor equa-
tion (2.2) when modi�ed for the walk with the sink implemented by the projector
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to the complement of the sink subspace Π as

ΠUKXλU
†
KΠ = λXλ , for all K ∈ 2E,

UKXλU
†
K = λΠXλΠ.

It is clearly solved by solutions of (2.2) with the additional requirement of zero
overlap with the sink subspace. On the other hand, for |λ| = 1 it is only solved by
solutions of (2.2) orthogonal to the sink. The left hand side is an application of a
unitary operation and the right hand side is a projection. The only possibility for
these to be equal is when ΠXλΠ = Xλ and further we are left with the equation
(2.2).

Let us now focus on the situation with evolution given only by p-attractors as
described in section 2.2.4. The maximally mixed state always overlaps with the sink
subspace and is therefore lost in the sink inevitably. If no other non-p-attractors
are present, candidates for surviving states that can form the asymptotic state of a
walk with sink must be searched for among the trapped common eigenstates. We
call trapped states without overlap with the sink sink resistant trapped states, in
short sr-trapped states.

We presented a method for determining all the common eigenstates in the above
sections. Now we need to �nd a subspace, which is orthogonal to the sink subspace.
In general, we can not just discard all the states with some non-zero amplitudes in the
sink subspace to obtain a complete set of sr-trapped states. Instead, we must search
among all linear combinations of the common eigenstates for a given eigenvalue.

In some situations it is possible to �rst construct a basis of the trapped states
subspace in a clever way so that the part of the subspace overlapping with the sink
can be determined easily. If there is a directed sink edge (a base state in the sink
subspace) for which only one common eigenstate for a given eigenvalue has non-
zero amplitude, then we can just discard this trapped state. As a result, there may
be another directed sink edge with the same property. In some cases, this can be
repeated for all directed sink edges and we are left with the basis of the sr-trapped
states subspace. In all studied cases in this work this approach can be used.

2.3.1 Calculation of the asymptotic transport probability (ATP)

If we are able to obtain an orthonormal basis of the subspace of sr-trapped states
for a given PCQW, we can construct a projector to this subspace ΠT . With that the
ATP de�ned in (1.18) can be calculated for an arbitrary initial state ρi as

q = 1− Tr(ΠTρi). (2.26)

Thanks to the linearity of the trace operation and since the maximally mixed state
on the initial subspace ρi represents the uniform statistical mixture of all possible
initial states, we can also directly calculate the average ATP as

q = 1− Tr(ΠTρi). (2.27)
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2.4 Results for U (1) from results for U (3)

2.4.1 Motivation for using U (3)

Our main motivation for using the variant U (3) of the evolution operator in our
investigation is the elegant form of the obtained shift condition (2.6). Let us demon-
strate the complication with the variant U (1) on the simple case of the search for
common eigenstates

U
(1)
K |φα〉 = α |φα〉 , for all K ∈ 2E,

PRKC |φα〉 = α |φα〉 .

In general, the coin operator does not commute with the re�ecting shift operator.
Therefore, the local permutation has to be kept together with the re�ecting shift in
the separation

C |φα,i〉 = αRK(P )† |φα,i〉 for all K ⊂ 2E.

The empty con�guration with R∅ = I results in a very similar shift condition as for
U (3) with just C and P commuted, which is no problem for the investigation

C |φα,i〉 = αP † |φα,i〉 ,
PC |φα,i〉 = α |φα,i〉 .

On the other hand, the local permutation P is problematic in the shift condition

RKP
† |φα,i〉 = RLP

† |φα,i〉 , for all K,L ∈ 2E.

Since the operators RK and RL do not commute with the local permutation in
general, the local permutation can not be removed from the shift condition. The
shift condition can be turned into equalities of vector elements just like (2.16), but
those are not equalities of elements corresponding to pairs of directed edges on one
undirected edge. They can link arbitrary two elements from the two vertex subspaces.
This version is obviously also solvable in some cases, as it was used in [42, 43], but
we can not get as far in the systematic analysis as for our version with U (3).

2.4.2 Asymptotics of U (1) without sink

Let us remind that the attractor equation (2.2) with U (3) has the form (2.4)

CPRKXRKP
†C† = λX , for all K ∈ 2E. (2.28)

For comparison, with U (1) this is

PRKCWC†RKP
† = λW , for all K ∈ 2E, (2.29)

where we just for further convenience use W to denote the unknown attractor. Let
us now set

W = C†XC.
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By substituting W into (2.29) and by substituting X = CWC† into (2.28) we
immediately see that X is an attractor for U (3) if and only if W is an attractor for
U (1) for the same eigenvalue. Similarly |φ〉 is a common eigenstate for U (3) if and
only if

|ψ〉 = C† |φ〉

is a common eigenstate for U (1) corresponding to the same eigenvalue. Also, since
(2.5) holds for the solution X and (2.10) holds for |φ〉, the solutions for U (1) can also
be expressed using the local permutation operator P as

W = C†XC = λPXP †, (2.30)

|ψ〉 = C† |φ〉 = λP |φ〉 , (2.31)

where the multiplication of an attractor or a common eigenstate by a constant
(λ−1 = λ or α−1 = α respectively) is irrelevant. An immediate consequence is that
for a re�ecting quantum walk (P = I) without sink, the attractors and so the
asymptotic time evolutions are the same for evolution operators U (3) and U (1).

2.4.3 Asymptotics of U (1) with sink

For walks with a sink, it is clearly possible to just take a modi�ed set of attrac-
tors/trapped states as described in the above section and search for their subspace
orthogonal to the sink subspace. Nevertheless, in most situations it is possible to
directly use the sink resistant attractors or sr-trapped states for the U (3) variant of
the evolution operator and transform them into sr-trapped attractors or sr-trapped
states for the variant U (1).

Here the attractor equation (2.2) with the added projector to the complement of
the sink subspace Π for U (3) is explicitly

ΠCPRKXRKP
†C†Π = λX , for all K ∈ 2E (2.32)

and for U (1)

ΠPRKCWC†RKP
†Π = λW , for all K ∈ 2E. (2.33)

Due to the fact that Π commutes with C if we assume the sink to always cover whole
vertex subspaces, we can use the very same approach as for a walk without sink. We
just use solution (2.30) for the walk with U (1). This is in contrast to situations where
only some directed edges in vertices act as the sink. If there are vertex subspaces
only partially covered by the sink subspace, the operators Π and C do not commute
in general and the above approach can not be used. However, the situation can be
remedied, as mentioned above. One has to go one step back, construct modi�ed
attractors for a walk without sink, and then search for the subspace orthogonal to
the sink. Note that the methods for transition from U (3) to U (1) without sink can
be used. In particular, as for the re�ecting walk the set of attractors is the same for
U (3) to U (1), the set of sr-trapped attractors/states is the same even for walks with
a sink not covering the whole vertex subspaces.
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Chapter 3

Percolated Grover quantum walks on

simple 3-regularized graphs

Here we study quantum walks on structure graphs with ∆ ≤ 3 (every vertex has
at most 3 neighbors), where unpaired loops are added so that the state graphs are
3-regular (every vertex has three outgoing and three incoming edges). We call such
graphs 3-regularized as detailed in appendix A.

3.1 Motivation for choosing 3-regularity

We consider only connected graphs. In that case a ∆ = 1 graph can either be a single
vertex or two vertices connected by one edge. Asymptotic properties of percolated
quantum walks on graphs with ∆ = 2 were studied previously [42] and their possible
complexity is also very limited. Such graphs can be chains of vertices either with
open ends or joined into a cycle.

Somewhat at the border between ∆ = 2 and ∆ = 3 graphs is the lazy quantum
walk [29] (walk on a line with an additional no-movement state at every vertex). It
has a ∆ = 2 structure graph, but the state graph is 3-regularized.

An explosion of richness of possible structure graphs comes when considering family
of ∆ = 3 graphs. It ranges from tree graphs over simple structures like the ladder
graph, polyhedra as the cube, the dodecahedron or fullerenes all the way to the
honeycomb lattice and graphs representing carbon nanotubes.

For this reason we �x the regularity of the state graph at the value three. In com-
bination with the special choice of the coin to be the Grover matrix this allows us
to proceed very far in the analysis of the asymptotic behavior of the corresponding
percolated quantum walks.
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3.2 The Grover coin

Since the state graph of our quantum walk is 3-regular, all the vertex subspaces are
3-dimensional and we can use the same coin at every vertex. In particular, we choose
the well studied Grover coin. The Grover coin is represented by a matrix, which can
be de�ned for arbitrary dimension d by (1.10) and for our particular case of d = 3
by (1.11).

The Grover coin has two distinct properties, which we utilize in our investigation:

• It has a degenerate eigenvalue (α = −1), which allows for the existence of
trapped states (states with limited support on the state graph).

• As a linear combination of the matrix with all elements equal and the identity
it commutes with all permutations on the 3-dimensional space.

Due to the fact that the Grover matrix treas all the three inputs the same (it
commutes with all permutations on its domain space), there is no need to �x the
order of base states in a vertex to apply the coin operation. Therefore, if not required
by the local permutation P , there is no need to explicitly specify the order of the
base states in the computational basis in vertex subspaces when representing the
coin by a matrix.

3.3 Various shift operators

Various shift operators S arise from di�erent local permutations P in our formalism,
in particular S = PR, where R is the re�ecting (or "�ip-�op") shift operator.

For a 3-regular state graph, there are 6 possible choices of the local permutation Pv
in every vertex v ∈ V . The overall local permutation operation P can in general
be given by an arbitrary distribution of these permutations among vertices. Never-
theless, we focus on situations where the same local permutation is chosen for all
vertices or at least for a signi�cant fraction of them. In particular, we deal with
three scenarios described below.

3.3.1 Re�ecting shift operator

If we choose the identity as the local permutation in all the vertices then S = PR =
IR = R and we arrive at what we call a re�ecting quantum walk. An example of the
action of this operator is shown in FIG. 3.1.

3.3.2 Cyclic shift operators

Another class of shift operators are those resulting from combinations of clock-wise
(CW) and counter-clock-wise (CCW) local rotations PCW

v and PCCW
v respectively.
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FIG. 3.1. Demonstration of the action of the re�ecting shift operator R on a cut
of a honeycomb lattice. The state corresponding to a directed edge is mapped to
the state corresponding to the edge of the same color and line type beginning in the
target vertex.

We can express the cyclic local permutations in the matrix form as

PCW
v =

 0 0 1
1 0 0
0 1 0

 , PCCW
v =

 0 1 0
0 0 1
1 0 0

 .
Here the ordering of base states is relevant, yet it does not have to be speci�ed
entirely. To specify a CW or CCW rotation on directed edges, it su�ces to place the
graph into a plane. (Crossing edges in the planar representation are no problem here,
so possible non-planarity of the graph is not relevant.) Then, for the unambiguity
of the matrix representation of these rotations we can just say that the base vectors
in the computational basis

|1〉 =

 1
0
0

 , |2〉 =

 0
1
0

 , |3〉 =

 0
0
1

 (3.1)

are always placed in the clock-wise order.

We could again construct the overall local permutation from an arbitrary distri-
bution of cyclic rotations among vertices. Nevertheless, we mostly investigate two
special cases in detail. We introduce a cyclic quantum walk, where the local per-
mutation is either PCW

v in all vertices or PCCW
v in all vertices. An example of a

cyclic walk with PCW
v permutations is shown in FIG. 3.2. We see that in this case

without the action of the coin the walker would cycle counter-clock-wise on faces of
the lattice.

Next we introduce a transporting quantum walk. This walk is only de�ned on bi-
partite graphs like the honeycomb lattice or the cube. The bipartity splits the set
of vertices into two disjoint groups and we use PCW

v for one group of vertices and
PCCW
v for the other group. This typically results (again if not considering the action

of the coin) in a zig-zag motion of the walker over the graph as seen in the example
in FIG. 3.3.
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FIG. 3.2. Demonstration of the action of the cyclic shift operator S = (IV ⊗PCW
v )R

on a cut of a honeycomb lattice. The state corresponding to a directed edge is
mapped to the state corresponding to the edge of the same color and line type
beginning in the target vertex. On the border, the walker is moved from a paired
edge to a loop and from a loop to the next paired edge.

FIG. 3.3. Demonstration of the action of the transporting shift operator with PCW
v

in white vertices and PCCW
v in black vertices on a part of a honeycomb lattice.

The state corresponding to a directed edge is mapped to the state corresponding
to the edge of the same color and line type beginning in the target vertex. In this
example only a part of the graph is shown and the graph is assumed to continue in
all directions.
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FIG. 3.4. A small graph for the lazy walk with four vertices and three undirected
edges. The directed edges (base sates) are labeled as N ("no movement"), L ("left"),
R ("right") in every vertex. The action of the standard shift operator is depicted
by colors and types of the arrows. The walker is mapped to the state on the edge
beginning by the same style as is the end of the original edge.

Apart from cyclic and transporting walks, we also consider some special distributions
of cyclic rotations tailored for particular graphs as for example the dodecahedron
graph as shown in FIG. 3.10.

3.3.3 Swapping shift operators and the lazy quantum walk

The last three permutations on the three-dimensional spaces leave one state un-
changed and swap the other two. In a matrix representation those can be expressed
as

P 23
v =

 1 0 0
0 0 1
0 1 0

 , P 31
v =

 0 0 1
0 1 0
1 0 0

 , P 12
v =

 0 1 0
1 0 0
0 0 1

 .
This kind of a shift operator can be naturally utilized in a so called lazy quantum
walk [29].

In a lazy quantum walk, the walker is moving on a line graph as in the most studied
case of a quantum walk, but there is the additional possibility for the walker to stay
at the given vertex and not to move to any of the neighbors. This is represented in
our formalism by a line structure graph (chain of vertices with the nearest neighbors
connected) with one unpaired loop added into every vertex in the state graph. Also,
as we only use a �nite chain of vertices, one more unpaired loop is added at each
terminal vertex. Example �gures of a structure graph and a state graph of a lazy
walk are found in appendix section A.2.1.

For the non-loop edges, the shift operator is required to move the walker into the
neighboring vertex but to keep the coin state pointing in the same direction. There-
fore, we use the swap local permutation after the re�ecting shift to swap the ampli-
tudes corresponding to the non-loop edges. The graph for the lazy walks as well as
the action of the shift operator are exempli�ed in FIG. 3.4.

3.4 Exclusion of non-p-attractors

The search for attractors of a percolated quantum walk is signi�cantly simpli�ed in
cases, where there are only p-attractors and the maximally mixed state as the only
non-p-attractor. Here we prove that this is the case in examples of our interest.
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3.4.1 Re�ecting walk and cyclic walks

The fact that the maximally mixed state is the only non-p-attractor for Grover walks
on 3-regularized graphs with the re�ecting shift operator and for cyclic shift opera-
tors (for arbitrary distributions of CW and CCW local rotations among vertices) is
shown in the appendix of [38]. We do not present the proof here.

3.4.2 Lazy walk with the standard shift operator

To demonstrate the strategy of the proof and also to be able to tackle this model,
we prove here that the same situation as for re�ecting and cyclic walks is for the
standard lazy quantum walk, i.e. a walk with the swap shift operator. (Walks with
all possible distributions of the three swapping operators on arbitrary graphs can be
investigated, but for simplicity we restrict ourselves to the lazy walk here.) Obviously,
it is also possible to de�ne a lazy quantum walk with the re�ecting shift operator.
In that case, the general result for re�ecting walks applies.

We are to prove that the maximally mixed state is the only independent non-p-
attractor. That means that all the other attractors can be expressed as linear com-
binations of the maximally mixed state and p-attractors. The p-attractors can be
constructed from common eigenstates and in contrast to the non-p-attractors they
ful�ll the condition (2.19) for all edges i ∈ E(d).

We start with the equation (2.14), which gives a set of eigenvalues and for every
eigenvalue λ a general form of the attractor block Ξλ given by several parameters
(α, β, . . .). In our case, the local permutation is the same in all vertices so it su�ces
to label the attractor block by the eigenvalue and the vertex labels can be dropped
in the general form.

The strategy of the proof is to go through eigenvalues one by one. For eigenvalues
λ 6= 1 we show that the combination of the possible form of attractor blocks Ξλ and
the less restrictive shift condition (2.22) for general attractors (as compared to the
p-attractor shift condition (2.20)) already requires (2.19) for all edges. Note that
thanks to (2.22), we immediately obtain

X i
i = X ĩ

i ⇒ X ĩ
ĩ

= X i
i = X ĩ

i = X i
ĩ
. (3.2)

Therefore, there are no non-p-attractor for eigenvalues λ 6= 1. The situation is more
complicated for λ = 1, where there is the one non-p-attractor. Here we show that
the combination of the form of attractor blocks and the shift condition for general
attractors requires the following:

X i
i = X ĩ

i ⇒
(
Xj
j = X j̃

j , for all j ∈ E(d)
)

(3.3)

where i is one chosen edge. This also implies

X i
i = X ĩ

i ⇒
(
Xj
j = X j̃

j = Xj

j̃
= X j̃

j̃
, for all j ∈ E(d)

)
. (3.4)
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This equation requires, that if (2.19) holds for one edge, the whole extended shift
condition holds for all the edges and an attractor in question is a p-attractor. We
then consider an arbitrary attractor A 6= I corresponding to λ = 1 and one chosen
edge i ∈ E(d)

p . We construct yet another attractor

B = zI + wA,

where the complex numbers z, w are chosen so that

Bi
i = zI ii + wAii = zI ĩi + wAĩi = B ĩ

i .

Since (2.19) holds for one edge i in B, it holds for all edges and B is a p-attractor.
Therefore, we can express an arbitrary attractor A as a linear combination of the
maximally mixed state I and some p-attractor B as

A =
z

w
I − 1

w
B.

Certainly w 6= 0, since I ii 6= zI ĩi .

Let us apply this procedure to the case of Grover lazy percolated quantum walk.
We label edges as shown in FIG. 3.4 and choose the ordering N,L,R in all vertices,
so the local permutation is represented by the matrix P 23

v from (3.2). The coin
condition (2.14) reads

G3P
23
v Ξλ(G3P

23
v )† = λΞλ (3.5)

and it gives only the eigenvalues −1 and 1. For the eigenvalue λ = −1, there is a
four-dimensional subspace, for which the basis can be chosen in the form

Ξα
−1 =

 0 1 1
−1 0 0
−1 0 0

 , Ξβ
−1 =

 0 1 −1
−1 0 1

1 −1 0

 , (3.6)

Ξγ
−1 =

 0 1 −1
1 −1 0
−1 0 1

 , Ξδ
−1 =

 −2 0 0
−1 1 1
−1 1 1

 . (3.7)

The basis is chosen to demonstrate the left-right symmetry of the walk. Since the
evolution is the same if we use the order N,R,L and the Grover coin commutes with
local permutations, for a given attractor block ful�lling (3.5) the block P 23

v Ξλ(P
23
v )†

must also be an attractor. This transformation swaps the elements

Ξ1
2 ↔ Ξ1

3,

Ξ2
1 ↔ Ξ3

1,

Ξ3
2 ↔ Ξ2

3,

Ξ2
2 ↔ Ξ3

3,

and in our choice of the basis it either leaves the block unchanged or just multiplies
it by -1.
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An attractor block for the eigenvalues -1 can, therefore, be represented using four
free parameters α, β, γ, δ as

Ξ−1 =

 −2δ α + β + γ α− β − γ
−α− β + γ − δ −γ + δ β + δ
−α + β − γ − δ −β + δ γ + δ

 . (3.8)

We consider two neighboring vertices denoted only as 1 and 2. The corresponding
part of the shift condition (2.22) is

X1R
1R = X2L

2L , (3.9)

X1R
2L = X2L

1R,

X1R
1L,2R,1N,2N = X2L

1L,2R,1N,2N ,

X1L,2R,1N,2N
1R = X1L,2R,1N,2N

2L ,

where multiple indices are just a shorthand for multiple equalities. Next, we combine
the coin condition and the shift condition by expressing (3.9) in terms of the elements
of the attractor block (3.8), where the equalities are multiplied by di�erent factors
for further convenience:

X1R
1R = X2L

2L → +3γ11 + 3δ11 = −3γ22 + 3δ22, (3.10)

X1R
2L = X2L

1R → −3β12 + 3δ12 = +3β21 + 3δ21,

X1R
1L = X2L

1L → −1β11 + 1δ11 = −1γ21 + 1δ21,

X1R
1N = X2L

1N → +2α11 − 2β11 + 2γ11 + 2δ11 = +2α21 + 2β21 − 2γ21 + 2δ21,

X1R
2N = X2L

2N → −2α12 + 2β12 − 2γ12 − 2δ12 = −2α22 − 2β22 + 2γ22 − 2δ22,

X1L
1R = X1L

2L → +1β11 + 1δ11 = −1γ12 + 1δ12,

X1N
1R = X1N

2L → −1α11 + 1β11 + 1γ11 = −1α12 − 1β12 − 1γ12,

X2N
1R = X2N

2L → +1α21 − 1β21 − 1γ21 = +1α22 + 1β22 + 1γ22,

By summing all the equations (3.10) we obtain

+8γ11 + 8δ11 = +8β21 + 8δ21 → X1R
1R = X2L

1R

which is exactly (2.19). Therefore, there is no non-p-attractor for the eigenvalue -1.

For the eigenvalue λ = 1, there is a �ve-dimensional subspace, for which the basis
can be chosen in the form

Ξα
+1 =

 1 0 0
0 1 0
0 0 1

 , Ξβ
+1 =

 1 0 0
0 0 1
0 1 0

 , Ξγ
+1 =

 −1 1 1
1 0 0
1 0 0

 , (3.11)

Ξδ
+1 =

 0 1 −1
−1 0 −2

1 2 0

 , Ξε
+1 =

 0 1 −1
−1 2 0

1 0 −2

 .
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An attractor block can be represented using �ve free parameters α, β, γ, δ, ε as

Ξ+1 =

 α + β − γ γ + δ + ε γ − δ − ε
γ − δ + ε α + 2ε β − 2δ
γ + δ − ε β + 2δ α− 2ε

 . (3.12)

We now consider three vertices denoted only as 1, 2 and 3, where 1 and 2 are adjacent
as well as 2 and 3. Here we only present the equalities used in the proof, also already
expressed in the coe�cients of the blocks

X1R
1R = X2L

2L → +1α11 − 2ε11 = +1α11 + 2ε11, (3.13)

X1R
2L = X2L

1R → −1β12 − 2δ12 = −1β12 + 2δ12,

X2R
3L = X3L

2R → +1β23 + 2δ23 = +1β23 − 2δ23,

X2N
1R = X2N

2L → −2γ21 + 2δ21 + 2ε21 = −2γ21 − 2δ21 − 2ε21,

X3N
1R = X3N

2L → +2γ31 − 2δ31 − 2ε31 = +2γ31 + 2δ31 + 2ε31,

X3R
1R = X3R

2L → −1α31 + 2ε31 = −1β31 − 2δ31,

X2R
1N = X3L

1N → +2γ21 + 2δ21 − 2ε21 = +2γ21 − 2δ21 + 2ε21,

X2R
2N = X3L

2N → −2γ22 − 2δ22 + 2ε22 = −2γ22 + 2δ22 − 2ε22,

X2R
1L = X3L

1L → −1β21 − 2δ21 = −1α21 − 2ε21.

By summing all the equations in (3.13) we obtain

α11 + α22 − 2ε11 − 2ε22 = β21 + β32 − 2δ21 − 2δ32. (3.14)

The equality (3.14) implies that if (2.19) holds for the �rst pair of vertices, so in
particular

X1R
1R = X2L

1R → α11 − 2ε11 = β21 − 2δ21,

it also holds for the other pair, so

α22 − 2ε22 = β32 − 2δ32 → X2R
2R = X3L

2R.

Due to the left-right symmetry and the transitional invariance the equality (2.19)
holds for all directed edges. Therefore, as described above, the maximally mixed
state is the only independent non-p-attractor for the eigenvalue λ = 1 and also for
the whole lazy Grover quantum walk with the standard shift operator.

3.5 Re�ecting Grover walk

3.5.1 Search for common eigenstates

Since the maximally mixed state is the only non-p-attractor, the knowledge of all the
common eigenstates allows us to determine the asymptotic behavior of a percolated
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re�ecting Grover walk. We start with the coin condition (2.10), which in this case
with Pv = I is

G3 |φv〉 = α |φv〉 . (3.15)

There are two eigenvalues 1 and −1.

We start with the eigenvalue 1, which has only one corresponding eigenvector of the
form

|φ+1
v 〉 =

 1
1
1

 . (3.16)

This is trivially extended to a whole common eigenstate � it just has all the elements
equal. Obviously, this state is not sr-trapped independently of the position of the
sink.

The eigenvalue −1 has degeneracy 2 so the whole subspace orthogonal to (3.16)
contains corresponding eigenvectors. The basis can be chosen for example as any
pair from the following triplet of vectors

|φ−1,1v 〉 =

 1
−1

0

 , |φ−1,2v 〉 =

 0
1
−1

 , |φ−1,3v 〉 =

 1
0
−1

 . (3.17)

The degeneracy of the eigenvalue−1 allows for a very rich set of common eigenstates.
As described in [38], we provide a very speci�c recipe how to construct a basis of the
subspace of common eigenstates H(−1) for any planar (this is a new requirement)
simple 3-regularized graph and usually it is also easy to determine the subspace of
sr-trapped states.

We use the following strategy: First, we determine the dimension of the subspace
of common eigenstates. Second, we construct a set of linearly independent common
eigenstates with the required number of elements, which is, therefore, a basis.

The whole Hilbert space H of the walk has dimension dim(H) = 3#V . The subspace
H(−1) is extracted from H by #V coin conditions (the sum of vector elements in
every vertex must be equal to zero to assure local orthogonality to the vector (3.16))
and #E shift conditions (vector elements on the same undirected edge must be the
same (2.16)). Therefore, if all the conditions are independent, we have dim(H(−1)) =
2#V −#E. It is proven in detail in an appendix of [38] that this set of conditions is
dependent if and only if the underlying graph of the walk is actually 3-regular (there
are no added unpaired loops) and it is bipartite. In that case, after removing one
of the conditions the remaining set is independent. In short, the idea of the proof is
the following: First we use all the shift conditions requiring equality of elements on
the same undirected edge. Then we try to construct the coin condition in one vertex
from the others. We start with the conditions for neighboring vertices and the shift
condition forces us to include more and more terms with alternating signs to cancel
out the unwanted elements in the linear combination. The elements corresponding to
loops can not be canceled out and the whole process can be completed successfully
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FIG. 3.5. Two possible situations after adding the �st block (3.17) in construction
of a common eigenstate for the re�ecting Grover percolated quantum walk: (a) the
special case where we immediately obtain a common eigenstate and (b) the situation
where the shift condition requires addition of another block since the red elements
are not equal.

only for a bipartite graph � the coin condition of one partition of vertices is multiplied
by +1 and the other by −1. Clearly, any missing condition also breaks the process
even on a 3-regular bipartite graph.

As a result, we search for

N1 = 2#V −#E + 1 (3.18)

independent common eigenstates for walks on 3-regular bipartite graphs and

N2 = 2#V −#E (3.19)

in all other cases.

Importantly, we show below that the common eigenstates for the percolated re�ect-
ing Grover quantum walk are in most cases trapped states as described in section
2.3. Therefore, their presence allows the walker to avoid a sink introduced in the walk
inde�nitely and therefore reduce the asymptotic transport probability. We devote
the whole next chapter, Chapter 4, to the investigation of the asymptotic transport
by re�ecting Grover walks on various examples of graphs. Here we construct the set
of common eigenstates using a procedure, which allows all the common eigenstates
to be on a small support.

The construction of common eigenstates uses the one-vertex blocks (3.17). Let us
start with the zero vector and add one of these blocks in one vertex. It can be a
special case that both the non-zero elements correspond to loops and we have a
complete common eigenstate. This is illustrated in FIG. 3.5 (a) and an example of
this situation are the border states in the lazy quantum walk as described in section
4.2. Nevertheless, in most cases the shift condition requires the addition of more
blocks to neighboring vertices (with plus or minus signs) as shown in FIG. 3.5 (b).

After addition of each new block one of the three following situations can occur:

1. There is some vector element corresponding to a paired edge which is not equal
to the other element in the pair. (Again as in FIG. 3.5 (b).) Another block
must be added.

2. All vector elements corresponding to unpaired loops are zeros and all the shift
conditions are satis�ed. In this case we have actually constructed an even closed
graph walk corresponding to a common eigenstate. The states illustrated in
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FIG. 3.6 (a) and (b) are of this type. The correspondence between the common
eigenstate and the graph walk can be summarized as follows: We start with all
vector elements zeros. We go through the graph walk and alternate between
adding +1 and −1 to the pairs of vector coe�cients on the undirected edges
in the walk.

3. All the shift conditions are satis�ed and there are two unpaired loops with non-
zero coe�cients. An example of the resulting common eigenstate is in FIG. 3.6
(c). Alternatively, there can be just one unpaired loop with the coe�cient +2
or −2 as in FIG. 3.6 (d). We have formed a capped graph walk (as introduced
in appendix section A.1.5) on the mixed graph of the quantum walk. (Note
that the even closed graph walks from the above case can also be thought of
as being de�ned on the mixed graph.) Construction of the common eigenstate
corresponding to a capped graph walk is analogous to the one for an even
closed graph walk above. We only add the needed values +1 or −1 to the
elements on the capping unpaired loops.

The above procedure can be applied on any 3-regularized graph, but now we restrict
ourselves to planar graphs. First, we need the planarity to prove independence and
second, we need the Euler's formula to prove completeness.

To build the basis, we use four types of common eigenstates illustrated in FIG. 3.6.
The states in FIG. 3.6 (a) and (b) correspond to even closed graph walks and those
in (c) and (d) to capped graph walks. We refer to those as A-type, B-type, C-type
and D-type states respectively. An A-type state uses an even closed walk around
one even-edged face of the graph. A B-type state also uses an even closed walk, but
now it circumscribes two odd edged faces connected by a path, which is traversed
twice. A C-type state is given by a simple capped graph walk connecting two distinct
unpaired loops. Finally, a D-type state is also given by a capped graph walk, but
beginning and ending by the same unpaired loop with usage of one odd-edged face.
In general, we could also construct states where instead of going back through the
same path, we could use di�erent edges, but we do not need such states for the
construction of the basis. Also, it is easily seen that for example a D-type like state
with an even-edged face is just an A-type state, since the other elements cancel out
during the second passage.

Now we construct a basis of the common eigenstates. The procedure di�ers for four
possible situations depending on the graph of the quantum walk.

• 3-regular structure graph (no unpaired loops in the state graph):We
combine the Euler's formula (A.1)

#V + #F −#E = 2

with an equality valid for all 3-regular structure graphs (every vertex has three
edges and if we sum them over vertices, every edge is counted twice)

3#V = 2#E

61



FIG. 3.6. Four types of common eigenstates for the eigenvalue −1 in the percolated
re�ecting Grover walk on simple planar 3-regularized graphs. These are further de-
noted as (a) A-type, (b) B-type, (c) C-type and (d) D-type states. The types di�er
by the corresponding type of graph walk: an even closed graph walk in (a) and (b)
and a capped graph walk in (c) and (d) and by the number and the type of faces
used (odd-edged or even-edged).

into the equality

2#V −#E = #F − 2. (3.20)

� Graphs with only even-edged faces: A planar graph with all faces
even-edged is bipartite, and so we need N1 = 2#V −#E + 1 = #F − 1
common eigenstates as stated in (3.18). In this case we just use one A-
type state for each face except one. Typically, we exclude the outer face.
The number of states is correct. Their mutual independence is proven
by the following contradiction: Let us try to obtain one of the A-type
states corresponding to some face from the others. Coe�cients of the
linear combination for the neighboring faces are given immediately and
this spreads on through the graph. Eventually, we reach the excluded
face and the linear combination requires a non-zero coe�cient for the
corresponding state, which is not included in our set. (We have not ruled
out the possibility that we encounter some inconsistency earlier, but this
would only support the contradiction.)

� Graphs with #Fe even-edged and #Fo > 0 odd-edged faces: For
this case we �rst prove a known fact that the number #Fo is even. In fact
we only need this, to be certain that there are more odd-edged faces than
just one. For every number i ≥ 3 we denote the number of faces with
i edges as #Fi. Then the following equality holds

∑∞
i=3 i#Fi = 2#E,

because every edge is shared by two faces so it is counted twice in the
sum. For an even-edged face with i = 2k the number 2k#F2k is always
even. Therefore, the number of odd-edged faces #Fo =

∑∞
k=1 #F2k+1

must be even to make the left hand side even.
Now we can just construct #Fe− 1 A-type states (with the omitted face
chosen arbitrarily) and #Fo − 1 B-type states by connecting one �xed
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odd-edged face to all the others with arbitrary connecting paths. This
gives us exactly #Fe − 1 + #Fo − 1 = #F − 2 = 2#V − #E = N2

common eigenstates as required by (3.19). The independence is proven
absolutely analogously as for the previous case.

• 3-regularized graphs with #L unpaired loops: For this case there is a
similar condition as in the graphs without loops. It comes from the fact that
every vertex is connected to three edges in the mixed graph and by summing
all these connections the undirected edges are counted twice and the unpaired
loops once, so

3#V = 2#E + #L.

In combination with Euler's formula, which still holds for the structure graph
of the walk, the above equality results in

2#V −#E = #F + #L− 2.

� Graphs with only even-edged faces: Due to the presence of unpaired
loops, we still only search for N2 = 2#V − #E = #F − 1 + #L − 1
common eigenstates. We again use #F −1 A-type states and add #L−1
C-type states by connecting one chosen and �xed loop to all the others
with arbitrary connecting paths. The independence of the A-type states
was proven above and the C-type states are independent because each
of them has non-zero element on an unpaired loop, where all the other
states have a zero element.

� Graphs with #Fe even-edged and #Fo > 0 odd-edged faces: We
again need N2 = 2#V −#E = #F + #L− 2 = #Fe− 1 + #Fo− 1 + #L
common eigenstates. We use #Fe − 1 A-type states and #Fo − 1 B-
type states as for graphs without unpaired loops. Then we add #L D-
type states where every loop is connected to some odd-edged face by
an arbitrary connecting path. The independence for A-type and B-type
states follows from the very same argument as in graphs without unpaired
loops and the independence for D-type states from the same observation
as for C-type states above.

Let us note that analogous states as depicted in FIG. 3.6 resulting from even closed
graph walks or capped graph walks are common eigenstates also for walks on non-
planar graphs. The problem there is that there are no faces de�ned and we cannot
use the Euler's formula. Therefore, we can not in general provide a construction of
a complete and independent set � a basis.

3.5.2 Eigenstates of non-percolated quantum walks

As the common eigenstates are common for all the evolution operators correspond-
ing to di�erent con�gurations of a percolation graph, these are also eigenstates of
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FIG. 3.7. Two types of of additional eigenstates for the eigenvalue −1 in the non-
percolated re�ecting Grover walk on simple planar graphs. These are further denoted
as (a') A'-type and (b') B'-type states. These states are derived from A-type and
B-type states in FIG. 3.6 and can be de�ned on faces with arbitrary number of
edges.

the non-percolated walk governed by the evolution operator for all edges open. Nev-
ertheless, the asymptotic dynamics of non-percolated walks can be much richer with
a variety of other eigenstates. Without percolation, the entire unitary evolution is
only restricted by the presence of the sink.

From the knowledge of common eigenstates of the percolated re�ecting Grover walk
we are able to determine some of the additional trapped eigenstates of the non-
percolated version. In particular, we introduce A'-type and B'-type states usable on
general graphs demonstrated in FIG. 3.7. They are similar to A-type and B-type
states but the elements for a pair of directed edges on every undirected edge have
opposite signs and the B'-type states only use one face each. The A'-type and B'-
type states are excluded in percolated walks by the shift condition. Note, that due
to the loops, similar states obtained by modi�cation of C-type and D-type states
are not eigenstates of the non-percolated walk.

In some cases (for example for the ladder graph as described in section 4.3) the
A'-type and B'-type states are the only additional sr-trapped eigenstates in the
non-percolated walk. (In such case all the other eigenstates overlap with the sink
subspace.) On the other hand, in many situations there are other sr-trapped states,
for which we do not have any general recipe.

3.6 Cyclic Grover walks

Similarly to the re�ecting Grover walks, it was proven in [38] that the Grover walk
with combinations of cyclic local permutations have no non-p-attractors other than
the maximally mixed state. Therefore, we just need to identify the common eigen-
states to determine the asymptotic behavior.

3.6.1 Search for common eigenstates

We again start with the coin condition (2.10), which for the cyclic walks has two
possible forms depending on the direction of the rotation Pv = PCW or Pv = PCCW
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in the given vertex

G3P
CW
v |φv〉 = α |φv〉 , (3.21)

G3P
CCW
v |φv〉 = α |φv〉 .

The matrices for PCW and PCCW are just a (conjugate) transpose of each other
and so G3P

CW and G3P
CCW have the same spectrum and the same eigenvectors

just corresponding to the conjugate eigenvalues. There are three distinct eigenvalues
α1 = 1, α2 = eiπ/3 and α3 = e−iπ/3.

For the eigenvalue α1 = 1 there is again just the state (3.16), which is extended by
the shift condition to the common eigenstate with all elements equal.

The eigenvectors for the two remaining eigenvalues α2 = eiπ/3 and α3 = e−iπ/3 can
be described using three elements, which we denote by letters r = 1, g = ei

2π
3 ,

b = e−i
2π
3 . The letters stand for red, green and blue, the colors which are used to

represent these values in �gures below.

For α2 = eiπ/3 in an eigenvector for PCW the values are organized as

|φα2,CW
v 〉 =

 r
g
b

 = g

 b
r
g

 = b

 g
b
r

 (3.22)

and for PCCW as

|φα2,CCW
v 〉 =

 r
b
g

 = b

 g
r
b

 = g

 b
g
r

 , (3.23)

when the base states (3.1) are ordered in the clock-wise order. For α3 = e−iπ/3 the
eigenvectors just swap their roles so

|φα3,CW
v 〉 = |φα2,CCW

v 〉 , (3.24)

|φα3,CCW
v 〉 = |φα2,CW

v 〉 . (3.25)

Therefore, by complex conjugation we can switch between eigenvectors for PCW and
for PCCW or between eigenvectors corresponding to α2 and corresponding to α3.

When illustrated on the graphs, we can describe the eigenstates so that for the
eigenvalue α2 the values r, g, b must be in clock-wise order at vertices with PCW local
permutation and in counter-clock-wise order at vertices with PCCW . Analogously,
for α3 the values r, g, b must be in counter-clock-wise order at vertices with PCW

local permutation and in clock-wise order at vertices with PCCW . This speci�cation
is su�cient for the construction of common eigenstates.

Note that there can not be any zero elements in the common eigenstates so none of
the common eigenstates can be trapped. Therefore, we do not study transport by
quantum walks with cyclic local permutations as it is always 100 %. Instead, we are
interested in the presence of non-trivial asymptotic behavior.
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The common eigenstate for the eigenvalues α1 = 1 is present for walks on all graphs
and for all distributions of cyclic local permutations. A walk having only one p-
attractor resulting from this common eigenstate and the maximally mixed state
attractor has trivial asymptotic dynamics described by the equation (2.1) � there is
no change of the state in the asymptotic regime. In contrast, there is nontrivial evo-
lution in the form of asymptotic cycles over three time steps if the other p-attractors
resulting from common eigenstates corresponding to α2 and α3 are present. These
are not present for all distributions of rotations among vertices. If they are, we say
that the quantum walk is asymptotically non-trivial. Note also that by complex con-
jugation (i.e. by swapping colors green and blue) of a common eigenstate for α2 we
obtain a common eigenstate for α3 and vice versa. This is seen from the form of
one-vertex blocks (3.22) and (3.23) and from the fact, that by swapping colors the
shift condition can not be violated. Therefore, we always either have both non-trivial
common eigenstates or none.

If the structure graph and the distribution of cyclic permutations is given, it is
simple to check for the existence of non-trivial common eigenstates and actually to
construct them in the process. We just start at some arbitrary vertex and color edges
of the mixed graph in accordance with the combination of the direction of rotation
in this vertex and the chosen eigenvalue α2 or α3, for which we want to construct
the common eigenstate. This �xes coloring in the neighboring vertices. We simply go
through vertices and we either color the whole mixed graph of the walk and obtain
the common eigenstate or we encounter a con�ict (two edges of the same color in one
vertex or wrong ordering of colors in a vertex enforced by the neighboring vertices)
and the common eigenstate does not exist.

Let us have a look at some simple examples. It is demonstrated in FIG. 3.8 that
both the cyclic and the transporting shift operators presented above in FIG.3.2
and FIG. 3.3 give a valid edge-3-coloring and so the corresponding quantum walks
have non-trivial asymptotic evolution. For comparison similar operators on the cube
graph are shown in FIG. 3.9. While the shift operator distributing PCW and PCCW

according to the bipartition of the cube graph (the transporting shift operator)
leads to non-trivial dynamics, the cyclic operator with PCW in all vertices results in
asymptotically trivial evolution.

The above ideas are agregated in the interesting result presented in [38]: A percolated
Grover quantum walk with cyclic local permutations is asymptotically non-trivial
if and only if its structure graph is edge-3-colorable. The association between the
common eigenstates and an edge-coloring of the structure graph is the following:
If we have a common eigenstate corresponding to α2 or α3 for some distribution
of cyclic permutations, we can simply color the edges of the structure graph by
colors given by the vector elements on the edges. (The elements for the two directed
edges associated with one undirected edge are the same due to the shift condition.)
Reversely, if we have an edge-3-coloring of the structure graph, we embed the graph
into a plane, place a PCW rotation into vertices where the colors red, green and blue
are in clock-wise order and PCCW into others. The state with elements given by
colors of the edge-3-coloring is a common eigenstate for a walk with this distribution
of local permutations corresponding to the eigenvalue α2. (If there is an unpaired
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FIG. 3.8. Coloring of parts of the honeycomb lattice for (a): cyclic shift operator
with PCW in all vertices from FIG. 3.2 and (b) the transporting shift operator
from FIG. 3.3. (For the coloring, it is not relevant whether on the border there are
loops or edges leading to other vertices.) Colors of edges are also indicated by line
types: red dotted, blue dashed, green solid. For illustration, the directed edges of the
state graph are colored in this �gure, from which the coloring of the mixed graph
is obvious. White vertices represent PCW and black vertices PCCW local rotation.
Both of these shift operators imply a valid edge-3-coloring of the structure graph
and so lead to non-trivial asymptotic dynamics.

FIG. 3.9. Coloring of graphs for (a): cyclic shift operator with PCW in all vertices
and (b) a shift operator with PCW in the white vertices and PCCW in the black ver-
tices. Colors of edges are also indicated by line types: red dotted, blue dashed, green
solid. In (a) there is a con�ict showing that this con�guration of cyclic permutations
does not lead to non-trivial asymptotic evolution. Three vertices are labeled by a
number representing the order in which they are used for coloring. In contrast, the
distribution in (b) gives a valid edge-3-coloring of the graph and so non-trivial com-
mon eigenstates. Further, in (c) the action of the shift operator from (b) is indicated.
There are three more similar cycles in the whole shift operator.
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FIG. 3.10. Non-triviality of a walk on the dodecahedron: (a) an edge-3-coloring of
a dodecahedron graph and (b) the action of the shift operator corresponding to the
distribution of PCW and PCCW local permutations given by the coloring. Colors of
edges are also indicated by line types: red dotted, blue dashed, green solid. White
vertices represent PCW and black vertices PCCW local rotation, where the direction
is given by embedding the graph on a sphere. There are three more cycles similar
to the one shown in (b) in the whole shift operator.

loop in a vertex, we just give it the remaining value and if there are two unpaired
loops, we can assign the two elements arbitrarily.) The same state is a common
eigenstate for a walk with all the PCW and PCCW rotations interchanged, just for
the eigenvalue α3 or a common eigenstate for α3 is obtained simply by a complex
conjugation of the one for α2.

Another example of an edge-3-colorable graph is the one of a dodecahedron. The
edge-3-coloring is shown in FIG. 3.10 (a). This coloring induces a distribution of
local rotations at vertices, which in turn results in non-trivial asymptotic evolution
of the walk. This walk has a rather special shift operator, the action of which is
illustrated in FIG. 3.10 (b). Here the formalism of local permutations is very helpful
as this complex shift operator is simply described by a distribution of PCW and
PCCW .

Finally, let us have a look at graphs of carbon nanotubes introduced in appendix
section A.2.5. These graphs can be obtained by folding sheets of the honeycomb
lattice and so their properties with respect to the non-triviality of the asymptotic
evolution are derived from those presented in FIG. 3.8 with some additional e�ects
at junctions.

We investigate (n, 0) zig-zag and (n, n) armchair nanotubes. For both of these cases
the cyclic shift operator (with the same orientation of rotations in all vertices) results
in an asymptotically non-trivial walk regardless of the choice of the chirality. This
is seen from the fact that with the coloring shown in FIG. 3.8 (a) in all cases we
join (identify) edges of the same color when folding the lattice into a tube.

The situation is more complicated in the case of the transporting shift operator with
coloring shown in FIG. 3.8 (b). In (n, n) armchair tubes there are also no con�icts in
the coloring. This is exempli�ed in FIG. 3.11 (a). In contrast, for (n, 0) zig-zag tubes
it depends on the value of n. Only if the n is a multiple of three we are joining edges
of the same color when forming the tube. In other cases there is a con�ict in the
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FIG. 3.11. Non-triviality of walks on the nanotubes: (a) an edge-3-coloring of a
(3, 3) nanotube graph, (b) the problem with coloring of the (4, 0) tube where the blue
and red edges at the junction do not correspond with the chosen direction of rotation
at vertices and (c) correction of the problem by changing directions of rotation at
vertices at the junction. Colors of edges are also indicated by line types: red dotted,
blue dashed, green solid. White vertices represent PCW and black vertices PCCW

local rotation, where the direction is given by embedding the graph on a torus.

coloring as shown in FIG. 3.11 (b) and the resulting walk is asymptotically trivial.
Nevertheless, a small modi�cation of the shift operator can correct the coloring as
illustrated in FIG. 3.11 (c).

3.7 Lazy Grover walk (swapping local permutation)

Here we study Grover quantum walks with the swapping shift operator used in the
lazy walk graph presented in appendix section A.2.1. For this case we have checked
that the only non-p-attractor is the maximally mixed state, see section 3.4.2.

We start the search for the common eigenstates (and so the p-attractors) with the
coin condition (2.10). We remind the reader of the choice of the ordering of states
in every vertex as N,L,R, so the coin condition incorporates the local permutation
P 23
v in the form (3.2) and requires

G3P
23
v |ψv〉 = α |ψv〉 . (3.26)

The spectrum contains only the values +1 and −1 as in the re�ecting walk, but here
the degenerate eigenvalue is +1. For the eigenvalue −1 there is only one eigenvector

|ψ−1v 〉 =

 −2
1
1

 . (3.27)
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FIG. 3.12. Examples of common eigenstates corresponding to the eigenvalue +1
for the percolated Grover lazy quantum walk with the standard shift operator: (a) a
border state with just two non-zero elements and (b) an inner state with four non-
zero elements. The states are not normalized nor mutually orthogonal. The state in
(a) is further denoted as |t0〉. The state in (b) is denoted as |t1〉 and the other inner
states as |ti〉 with the index i increasing from the left to the right.

The shift condition requires the resulting common eigenstate to have the same el-
ement for all the |L〉 and |R〉 states and the element doubled in magnitude with
the opposite sign in all the |N〉 states. Therefore, this common eigenstate is not
trapped. On the other hand, this state induces non-trivial asymptotic dynamics in
a walk without a sink.

For the eigenvalue +1 the basis of the eigen-subspace can be chosen as

|ψ+1,I
v 〉 =

 1
0
2

 , |ψ+1,II
v 〉 =

 1
2
0

 . (3.28)

In other form, the coin condition requires

2ψv,N = ψv,L + ψv,R

for all vertices v ∈ V . The set of coin conditions and shift conditions is clearly
independent - every element of a paired edge only appears in one shift condition and
every element on an unpaired loop only appears in one coin condition. Therefore,
we can not compose any of the conditions from the others. As a result, we search
for

M = 2#V −#E = #V + 1 (3.29)

independent common eigenstates, where we have used the fact that #E = #V − 1
for the lazy walk graph. It is easy to construct this basis. There are two border
states shown in FIG. 3.12 (a) and #E = #V − 1 inner states shown in FIG. 3.12
(b). (Only the inner states are presented in [56], since the PCQW on a closed ring
is investigated therein.) These states are trapped and if the sink is placed in one
end-vertex, most of them are also sr-trapped. A complication is that to calculate
the asymptotic transport probability these states need to be orthonormalized. We
address the orthogonalization later.

The asymptotic transport probability for the percolated quantum walk can be calcu-
lated from the overlap of the orthonormalized sr-trapped common eigenstates with
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FIG. 3.13. Depiction of the initial subspace with green dotted arrows and the sink
subspace with red dashed arrows for lazy quantum walks.

FIG. 3.14. The notation for the description of orthogonalized sr-trapped states |t′i〉
for the lazy PCQW. For the state |t′i〉 we denote the coe�cient for the |N〉 state in
the right-most vertex as yi and the coe�cient for the |N〉 state in the vertex to the
left as xi. For |t′0〉 we de�ne x0 = 0.

the initial state of the walk. Due to linearity, we can also obtain the average trans-
port probability if we take the maximally mixed sate on the initial subspace as the
initial state.

For the study of transport we have to choose the initial position of the walker and
the position of the sink. We naturally initiate the walker in one of the end vertices
(e.g. in the left one) and place the sink to the other end vertex. Therefore, the initial
and sink subspaces correspond to the two vertex subspaces as indicated in FIG. 3.13.

To calculate the ATP for the percolated quantum walk, we �rst need to identify
the set of sr-trapped states. It is simple since the right border state is the only one
overlapping with the R state in the sink vertex. We remove this trapped state and
then the right-most inner trapped state is the only one overlapping with the |N〉
state in the sink vertex. We also remove this one and now none of the remaining
trapped states overlaps with the sink subspace and so all these are sr-trapped.

To obtain the ATP it is possible to use a brute-force numerical orthonormalization
of the sr-trapped states and then calculate their overlap with the initial state. Nev-
ertheless, in this case we can use the translational invariance of the walk to obtain
the average ATP directly from a recursive relation.

We start with the left border trapped state in FIG. 3.12 (a) and denote it as |t0〉 ≡
|t′0〉. (We use lower-case letters for non-normalized states with integer coe�cients
and upper-case letters for normalized versions. Also, with a prime we denote the
states from the orthogonalized set.) The other states are constructed in a systematic
manner. For this we use the following notation for two particular elements of the
states |t′i〉 as xi and yi as described in FIG. 3.14 and also we denote the sum of
squares of all the elements of |t′i〉 as N2

i , so Ni is the normalization constant of the
state: |T ′i 〉 = 1/Ni |t′i〉.

Next we construct |t′i+1〉:

1. We start with |t′i〉 and just add a particular multiple of the state |ti+1〉 shown in
FIG. 3.12 (b). With the notation introduced in FIG. 3.14 that is in particular
|t′i+1〉 = |t′i〉+ yi+1 |ti+1〉, where the value of yi+1 needs to be determined.
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2. The state |t′i+1〉 is automatically orthogonal to all the states |t′j〉 for j < i as it
does not di�er from |t′i〉 on supports of the states |t′j〉. We just need to ensure
〈t′i|t′i+1〉 = 0 and that is

0 = 〈t′i|t′i+1〉 = N2
i − y2i + yixi+1.

Here we used the fact that all the elements of the state |t′i〉 are the same in
|t′i+1〉 except the element yi.

3. The requirement of orthogonality is satis�ed if we set

xi+1 =
N2
i − y2i
−yi

.

4. Then from our linear combination and from the form of the state |ti+1〉 we just
have xi+1 = yi + yi+1, so

yi+1 = xi+1 − yi.

5. The coe�cients for arcs connecting vertices with loops corresponding to xi+1

and yi+1 (denoted as f and g in FIG. 3.14) have values 2yi+1.

6. Finally, using the form of the state |ti〉 we calculate the new normalization
constant as

N2
i+1 = N2

i − y2i + x2i+1 + (2 · 22 + 1)y2i+1.

7. Examples of the constructed orthogonalized states are in FIG. 3.15.

8. Using these recursive relations initialized by the state |t′0〉 as x0 = 0, y0 =
1 and N2

0 = 5 we can calculate xi, yi and N2
i for arbitrary i and also the

average (for maximally mixed initial state) trapping contribution from the
given orthonormalized state for i > 0 as

pi = Tr(ρmm |T ′i 〉 〈T ′i |) =
1

3

1

N2
i

Tr(Pv0 |t′i〉 〈t′i|) =
1

3

1

N2
i

(4 + 16 + 100) =
40

N2
i

,

where ρmm is the maximally mixed initial state and Pv0 is the projector to
the initial subspace in the vertex v0. For i = 0 the contribution to trapping
from the state |T ′0〉 is p0 = 1/3. (This is trivially the overlap of any pure state
localized in the 3-dimensional initial subspace with the maximally mixed state
on this subspace.)

The results for the lazy walk chain of length up to 30 are shown in FIG. 3.16. For
comparison the ATP for the non-percolated walk is also included. (It can be obtained
by calculation of a su�cient power of the evolution operator (1.15), here t = 230,
and applying it to the initial state.)

In FIG. 3.16 we see that the ATP is the same for PCQW and CQW. This means that
there are no additional sr-trapped states in the non-percolated walk. (We checked
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FIG. 3.15. The �rst three orthogonalized sr-trapped states for the lazy PCQW:
(a) the state |t0〉 = |t′0〉, (b) the state |t′1〉 and (c) the state |t′2〉.

FIG. 3.16. The average ATP for the lazy walk chain of length up to 30 for percolated
(PCQW) and non-percolated (CQW) Grover quantum walks. (The values for PCQW
and CQW coincide for all lengths.) The result for CQW is obtained numerically with
230 steps.

FIG. 3.17. The average ATP of the percolated lazy Grover quantum walk on a
chain of length up to 8 plotted as the di�erence from q9 on a semi-log scale.
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this numerically up to the length 30.) Further, FIG. 3.17 demonstrates that the
contribution from trapped states for longer chains drops exponentially with length.
Therefore, the di�erence becomes negligible very fast. In fact, for L > 10 the di�er-
ence in ATP in di�erent lengths is below the precision of our calculation, which is
about 10−15.

When considering the asymptotic transport for particular pure initial states, the
whole range of possible ATP can be achieved for the lazy walks: the initial state
with (3.27) in the initial vertex is orthogonal to all the trapped states and therefore
results in 100% ATP. In contrast, the trapped state |t′0〉 as shown in FIG. 3.12 (a)
is localized in the initial vertex and the walk initiated in this state has zero ATP.
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Chapter 4

Re�ecting Grover QW asymptotic

transport on examples of

3-regularized graphs

In this chapter we use the results obtained in section 3.5 to study quantum transport
by re�ecting Grover quantum walks on various graphs presented in appendix section
A.2. The majority of these results were published in restricted versions in [48] and
[49].

For all graphs we take the same approach:

• Using the recipe from section 3.5 we determine the set of all trapped states
(common eigenstates) for the percolated version of the walk in dependence on
the structure parameters of a particular graph.

• We choose the initial position and the position of the sink, or precisely we
choose the initial subspace and the sink subspace from the Hilbert space. (None
of the two is required to always cover whole vertex subspaces.) We place the
initial site and the sink to natural positions of the graph (e.g. investigating
transport from one end of a nanotube to the other) but also take into account
the known set of trapped states, which allows us to determine the interesting
cases. Therefore, in some cases we study multiple initial/sink position variants.

• We identify the set of sr-trapped states for the particular placements of the
sink subspace.

• We calculate the asymptotic transport probability in dependence of a par-
ticular initial state localized in the initial subspace. In all cases we look at
the average transport (2.27) (ATP averaged over all admissible initial states).
Further, we also investigate transport for pure initial states with some dis-
tinct properties, i.e. maximizing/minimizing the ATP or e.g. maximizing the
di�erence in the ATP over the range of a structure parameter of the graph.

• We use the results and insights obtained for percolated walks to investigate the
non-percolated versions. Apart from the common eigenstates of the percolated
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FIG. 4.1. Illustration of the di�erent choices of the C-type states: (a) the state
|t12〉, (b) the state |t13〉 and (c) their combination |t23〉 = |t13〉 − |t12〉.

walk we are able to construct some other trapped eigenstates and actually for
example in the case of the ladder these turn out to be all the trapped states
present in the non-percolated walk. Further, we calculate the ATP in non-
percolated walks numerically for the initial states identi�ed in the percolated
version. (Exploration of the transport for a set of initial states representatively
covering the initial subspace is the main challenge for the numerical approach.)

4.1 Di�erent bases of C-type states

If the state graph under investigation contains loops and all the faces are even-
edged the recipe in section 3.5 instructs to construct C-type trapped states (see
FIG. 3.6) by connecting one �xed loop to all the other loops. The advantage of this
approach is that it is general and independent of the graph in question (as long as the
assumptions of planarity and connectedness hold). In many situations, nevertheless,
di�erent choices of the basis for the subspace of C-type states are advantageous. In
particular, it is usually easier to work with C-type states connecting near loops in
the graph.

Suppose we have three loops l1, l2, l3 and two C-type states: |t12〉 corresponding to
a path between l1 and l2 and |t13〉 corresponding to a path between l1 and l3, where
|t13〉 goes along the same path as |t12〉 all the way to the vertex with l2. If we choose
both states to have the same sign of the element corresponding to l1, the state
|t23〉 = |t13〉 − |t12〉 is just a C-type state connecting the loops l2 and l3. This is
illustrated in FIG. 4.1. The idea is to use |t12〉 and |t23〉 instead of |t12〉 and |t13〉.
The new states are clearly independent and since their number is the same we obtain
a new basis.
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FIG. 4.2. Examples of C-type common eigenstates for the percolated re�ecting
Grover lazy quantum walk corresponding to the eigenvalue −1: (a) a border state
with just two non-zero elements and (b) an inner state with four non-zero elements.
The states are not normalized nor mutually orthogonal.

4.2 Lazy walk

We already investigated transport in the lazy Grover quantum walk with the stan-
dard shift operator (keeping the direction of the walker's movement) in section 3.7.
Here we look at the quantum walk on the lazy walk graph (line with additional
loops) described in section A.2.1 with the re�ecting shift operator.

Since the lazy walk graph has many loops and has no faces, the trapped states for
the re�ecting lazy walk are very similar to those for the standard one and also their
number is the same. Due to the absence of faces, we only use C-type states from
FIG. 3.6. We apply the approach from section 4.1 where we connect the closest loops
and the states only overlap on loops as seen in FIG. 4.2.

The structure graph is not 3-regular, so the dimension of the subspace of trapped
states is given by (3.19) and it is

N2 = 2#V −#E = #V + 1 (4.1)

as for the standard shift lazy walk. There are again two border states localized at
the border vertices with an example shown in FIG. 4.2 (a) and #E = #V − 1 inner
states exempli�ed in FIG. 4.2 (b).

Naturally, we place the initial state to one border vertex and the sink to the other
as indicated in FIG. 3.13. Then one of the border states and one of the inner states
overlap with the sink and we are left with #V − 1 sr-trapped states.

To be useful for calculations, the basis of sr-trapped states has to be orthonormalized.
We can do this numerically, but actually it is possible to reuse the procedure from
section 3.7 for the lazy walk with the standard shift operator with just a slight
modi�cation. At the point 5 of the process, the elements on the arcs between the
new vertex with non-zero elements and its left neighbor have values −yi+1 instead
of 2yi+1 and the normalization constant is modi�ed accordingly as

N2
i+1 = N2

i − y2i + x2i+1 + 3y2i+1.

Examples of the constructed orthogonalized states are in FIG. 4.3.

Again, using the recursive relations, now initialized by the state |t′0〉 as x0 = 0, y0 = 1
and N2

0 = 2 we can calculate xi, yi and N2
i for arbitrary i and the contribution from
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FIG. 4.3. The �rst three orthogonalized sr-trapped states for the re�ecting Grover
lazy PCQW: (a) the state |t0〉 = |t′0〉, (b) the state |t′1〉 and (c) the state |t′2〉.

FIG. 4.4. The average ATP for the lazy walk chain of length up to 30 for Grover
lazy percolated (PCQW, green squares) and non-percolated (CQW, red triangles)
quantum walks. (The values for PCQW and CQW coincide for all lengths.) The
result for CQW is obtained numerically with 230 steps.

the given orthonormalized state for i > 0 to the average trapping is

pi = Tr(ρmm |T ′i 〉 〈T ′i |) =
1

3

1

N2
i

Tr(Pv0 |t′i〉 〈t′i|) =
1

3

1

N2
i

(1 + 1 + 4) =
2

N2
i

,

where ρmm is the maximally mixed initial state and Pv0 is the projector to the initial
subspace in the vertex v0. For i = 0 the contribution to trapping from the state |T ′0〉
is again trivially p0 = 1/3.

The result for the lazy walk chain of length up to 30 is shown in FIG. 4.4. For
comparison, the ATP for the non-percolated walk is also included. Again, there
is no contribution from any additional trapped states in the non-percolated walk.
Also, the contribution from new trapped states for longer chains in PCQW drops
exponentially. In fact the FIG. 4.4 looks almost the same as FIG. 3.16 and so we
present a comparison of the ATP for the two lazy walks with di�erent shift operators
in FIG. 4.5.

Finally, also with the re�ecting shift operator, pure initial states can be found re-
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FIG. 4.5. Comparison of the average ATP for the lazy walk chain of length up to
30 for the re�ecting Grover lazy PCQW for the two variants of the shift operator:
re�ecting (green squares) and standard (green circles).

sulting in the whole range of the ATP from 0 % (initial state |t0〉) to 100 % (initial
state with all three elements the same).

4.3 Walk on a ladder graph

The ladder graph presented in appendix section A.2.2 is in a certain sense an exten-
sion of the line graph. It is also a simple structure linearly growing in one direction
only determined by its length L. For the ease of the notation let us always place the
ladder vertically and denote base states on directed edges as |h〉 for "horizontal",
|u〉 for "up" and |d〉 for "down", and when displayed in the vector form let us put
the coe�cients in this order.

From the point of view of the transport and trapped states in re�ecting Grover
quantum walks the main di�erence compared to the lazy walk is the presence of
faces in the ladder graph. For a ladder of length L we therefore use L A-type states
shown in FIG. 4.6 (a). (We do not use the outer face, which would correspond to
a state going over all the 2L + 2 non-inner edges of the ladder.) Further, due to
the presence of four loops in the border vertices we add three C-type states. For
those we again use the modi�ed set. We use two C1-type short path states on the
ends of the ladder shown in FIG. 4.6 (b) and one C2-type connecting path state
shown in FIG. 4.6 (c). The presence of the connecting path state will result in very
counter-intuitive e�ects, which can not be observed in the lazy walk, where all the
trapped states are localized on a �xed number vertices (two or three) independently
of the size of the whole graph.

For the non-percolated walk we can further identify L A'-type states shown in FIG.
4.6 (d). Notably, these are orthogonal to all the trapped states for the percolated walk
(but obviously not among themselves). It turns out from our numerical simulations
that for the ladder graph these are the only additional states contributing to the
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FIG. 4.6. Types of trapped states in the re�ecting Grover PCQW on the ladder
graph: (a) A-type face cycle state, (b) C1-type short path state and (c) C2-type
connecting path state and (d) an additional A'-type trapped state for the non-
percolated CQW.

trapping in re�ecting Grover CQWs (for the investigated choices of the sink and the
initial subspace).

The form of the subspace of sr-trapped states depends on the position of the sink.
For the ladder we investigate two variants: the one-vertex sink and the loops sink
shown in FIG 4.7. With the one-vertex sink we �rst remove the top short path
C1-type trapped state as the only one overlapping with the up-state in the sink
subspace and then the top A-type face cycle state. (As advised in the recipe for the
construction we choose the connecting C2-type state so that it has no overlap with
the sink.) In the case of the loops sink, we remove the short path state and very
importantly also the C2-type connecting path state.

Similarly to the sink we have the same two variants for the initial subspace. This
results in four possible scenarios for investigation of the transport: vertex-to-vertex
transport, vertex-to-loops transport, loops-to-vertex transport and loops-to-loops
transport as shown in FIG. 4.7 (a), (b), (c) and (d) respectively.

One more natural variant could be an initial subspace or the sink subspace spread on
both vertices on one end of the ladder. Nevertheless, the knowledge of the trapped
states shows that this does not bring much new interesting phenomena. In the case
of the sink, the set of sr-trapped states is the same as for the loops sink only with the
top A-type state removed, which has the smallest overlap with the initial state after
orthonormalization and therefore only small quantitative impact. On the initial state
end this mostly just combines properties of the one-vertex and loops initial state. The
only notable di�erence is that as the initial subspace covering both vertices contains
the whole short path C1-type sr-trapped state, there can be complete trapping.

Let us start with the results for the loops-to-loops transport presented in FIG. 4.8.
In this variant the behavior of the ATP with respect to the length is qualitatively
completely analogous to the one for the lazy walk shown in FIG. 4.4. This is not
surprising. The C2-type connecting state, which has no analogy in the lazy walk,
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FIG. 4.7. Illustrations of the analyzed con�gurations of the initial subspace with
green dotted arrows and the sink subspace with red dashed arrows for the ladder
graph: (a) and (b) one-vertex initial state, (c) and (d) loops initial state, (a) and (c)
one-vertex sink and (b) and (d) loops sink. According to these choices we use the
terms vertex-to-vertex transport for (a), vertex-to-loos transport for (b), loops-to-
vertex transport for (c) and loops-to-loops transport for (d). For the vertex-to-vertex
variant we choose to maximize the distance between the initial vertex and the sink.

is excluded by the sink. Further, the A'-type additional trapped states in the non-
percolated CQW are orthogonal to both the initial subspace and to all the other
trapped sates and can not contribute to trapping. Therefore, by lengthening the
ladder we just add more A-type states with smaller and smaller overlap with the
initial subspace after orthonormalization.

Next we take a look at the vertex-to-loops transport on the ladder shown in FIG.
4.9. The di�erence from the loops-to-loops transport is that the one-vertex initial
subspace is not orthogonal to the additional A'-type states in the non-percolated
CQW. As a result, with every increment of the length, not only one A-type state
but also one A'-type state contributes to trapping and the non-percolated CQW
exhibits lower overall ATP.

The most interesting and counter-intuitive transport e�ect is present in the one-
vertex sink variants. For simplicity we start with the loops-to-vertex transport. As
seen in FIG. 4.10 the ATP actually increases with the length of the ladder. That
means that the walker is more likely to traverse a longer ladder than a shorter one.
This behavior has to our knowledge no analogy in the domain of classical random
walks. Our access to the analytic form of the trapped states in PCWQs allows to
explain this e�ect easily. The reason is the presence of the C2-type connecting state,
which is sr-trapped for this sink type. As the ladder grows, this state is simply spread
over more edges and it has more non-zero elements. Therefore, after normalization
the coe�cients in the initial subspace have lower magnitudes and the state has a
smaller overlap with the maximally mixed initial state (or with other initial states).
This e�ect is clearly competing with the addition of new A-type states, but as was
seen earlier, their in�uence diminishes fast. In particular, already from the length
L = 2 onward the ATP increases with the length. Note that as we have loops type
initial state there is no in�uence of the A'-type states and the transport is the same
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FIG. 4.8. The average loops-to-loops ATP for the ladder graph of length up to
30 for the re�ecting Grover PCQW (green squares) and CQW (red triangles). The
values of ATP for PCQW and CQW coincide for all lengths. The result for CQW
is obtained numerically with 230 steps. The C2-type connecting path state overlaps
with the sink and the initial subspace is orthogonal to the A'-type states in the
CQW. Therefore, the ATP is only in�uenced by the A-type states and the C1-type
state on the bottom end of the ladder.

FIG. 4.9. The average vertex-to-loops ATP for the ladder graph of length up to
30 for the re�ecting Grover PCQW (green squares) and CQW (red triangles). The
result for CQW is obtained numerically with 230 steps. The connecting path state
overlaps with the sink, but here the A'-type states overlap with the initial state,
which results in decreased ATP in the CQW.

82



FIG. 4.10. The average loops-to-vertex ATP for the ladder graph of length up to 30
for the re�ecting Grover PCQW (green squares) and CQW (red triangles). The result
for CQW is obtained numerically with 230 steps. We observe the counter intuitive
behavior of increasing ATP with the length of the ladder. Only when extending from
l = 1 to l = 2 the in�uence of the added A-type state outweighs the in�uence of
stretching of the connecting path state. The A'-type states are orthogonal to the
initial subspace, so the ATP for PCQW and CQW coincide.

for PCQW and CQW.

Finally, we have the vertex-to-vertex transport shown in FIG. 4.11, where the phe-
nomena form vertex-to-loops and loops-to-vertex variants meet. The C2-type con-
necting state is present and we observe an increase of the ATP with length of the
ladder. Simultaneously, the initial state overlaps with the A'-type states and so the
ATP for the non-percolated walk is decreased, but still showing the improving ATP
with increasing distance. (For L = 1 the ATP for PCQW and CQW is the same
since both the only A-type and the only A'-type states overlap with the sink.)

In both the loops-to-vertex and vertex-to-vertex transport the increment of the
average ATP with growing length has magnitude of about 0.05. This is non-negligible
itself, but in FIG. 4.12 we further present the ATP for a pure initial state with
particularly signi�cant growth of the ATP with length. The increase is monotonous
for both PCQW and CQW and for the PCQW it is over 0.2 in magnitude.

We can examine some more extreme behavior for particular initial states. As men-
tioned above, unless we allow the initial state on both end vertices, none of the
trapped states lies entirely in the initial subspace and complete trapping is not pos-
sible. On the other hand, complete transport is trivially possible in all one-vertex
initial state variants for the initial state 1√

3
(|0, h〉 + |0, u〉 + |0, d〉). Also the loops-

to-loops transport reaches 100 % for the initial state 1√
2
(|0, d〉 − |1, d〉). The same

initial state also maximizes loops-to-vertex transport, but again due to the C2-type
connecting path state the ATP is never equal to one as seen in FIG. 4.13, so there
is no full-transport initial state in this variant.

Finally, in FIG. 4.14 we demonstrate that the e�ect of the sink type diminishes for
longer ladders. This is due to the fact that the in�uence from both the connecting
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FIG. 4.11. The average vertex-to-vertex ATP for the ladder graph of length up to
30 for the re�ecting Grover PCQW (green squares) and CQW (red triangles). The
result for CQW is obtained numerically with 230 steps. In constrast to the loops-
to-vertex transport in FIG. 4.10 the one-vertex initial subspace overlaps with the
A'-type states reducing the ATP in the CQW.

FIG. 4.12. The vertex-to-vertex ATP for the ladder graph of length up to 30 for
the re�ecting Grover PCQW (blue circles) and CQW (orange crosses) for the initial
state 1√

2
(|0, u〉 − |0, d〉). The result for CQW is obtained numerically with 230 steps.

This particular initial state exhibits the maximal increase of the ATP with length
of the ladder.
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FIG. 4.13. The loops-to-vertex ATP for the ladder graph of length up to 30 for
the re�ecting Grover PCQW (blue circles) and CQW (orange crosses) for the initial
state 1√

2
(|0, d〉 − |1, d〉). The result for CQW is obtained numerically with 230 steps.

This initial state has the highest ATP among all possible initial states for the loops-
to-vertex transport on the ladder graph. There is no fully transported initial state.

path state and the newly added A-type states decreases.

4.4 Carbon nanotube structures

Structures of carbon nanotubes presented in appendix section A.2.5 represent yet
another step of increasing complexity of graphs which naturally grow in one dimen-
sion. In fact, regarding the lengthening of the tube we will see, that the qualitative
transport properties for re�ecting Grover quantum walks on nanotube structures are
very similar to those on the ladder, especially for the percolated walks. In particular,
all the transport e�ects presented for the ladder can be found in the transport on
nanotubes. In contrast to both the lazy walk on a chain and to the ladder the nan-
otubes have the so called chirality controlling their diameter and the way in which
hexagonal faces are organized. This is a new � additional free parameter and it is
worth to study its in�uence on the transport e�ciency. In this case length is not the
only control parameter for ATP.

For simplicity of arguments we always place the tube vertically with the walker
initiated somewhere at the bottom end and with the sink at the top end.

The set of trapped states is very analogous to the ladder graph as shown in FIG.
4.15. Graphs of carbon nanotubes are also planar graphs only having even-edged
faces as already discussed in appendix section A.2.5. We construct A-type states
for all the hexagonal faces. From the example of a planar embedding of a nanotube
structure in FIG. A.16 we see that apart from the outer face there is one more
even-edged face on the bottom end of the tube. (It is convenient to use the top
end with sink as the outer face for the subsequent identi�cation of the subspace of
sr-trapped states.) Then we add the C-type states. The (n, n) tubes have 4n loops
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FIG. 4.14. All four variants of average ATP for the ladder graph of length up to 30
for the re�ecting Grover PCQW demonstrating that the in�uence of the sink type
diminishes with growing length of the ladder. It is seen that the ATP for vertex-
to-loops transport (big circles) converges to the one for vertex-to-vertex transport
(small points) and the ATP for loop-to-loops transport (solid crosses) converges to
the one for loops-to-vertex transport (thin crosses).

and the (n, 0) tubes have 2n loops. That means to construct 4n − 1 and 2n − 1
C-type states respectively. We use 2n− 1 C1-type short path states on every end of
an (n, n) tube and n− 1 C1-type states on every end of an (n, 0) tube. Finally, we
add the important C2-type connecting path state.

For nanotube structures we again investigate one-vertex type and loops type initial
subspaces and sinks as shown in FIG. 4.16. According to their choices we again
use the terms vertex-to-vertex transport, vertex-to-loos transport, loops-to-vertex
transport and loops-to-loops transport. For the vertex-to-vertex variant we choose
to maximize the distance between the initial vertex and the sink, which is at the
expense of symmetry for (2n, 0) tubes.

The loops sink removes all the C1-type states on the top end of the tube and the
C2-type connecting path state. The one-vertex sink removes one C1-type short path
state and one A-type state. (When constructing the trapped states we already choose
the connecting path state to avoid the sink and leave out one short path state, which
would otherwise overlap with the sink.) The remaining states are sr-trapped and we
orthonormalize them numerically.

In analogy with the investigation of the walk on the ladder graph we again start
with the simplest variant of loops-to-loops transport shown in FIG. 4.17. For perco-
lated walks the result is qualitatively completely the same as for the ladder - with
increasing length the transport decreases due to new A-type states and the ATP
levels to a given value exponentially fast as is seen in FIG. 4.18. As the A'-type
states are orthogonal to the loops type initial state, the ATP for CQW and PCQW
is the same for all (n, n) tubes and for (2n + 1, 0) tubes. Nevertheless, the ATP
is lower for CQW on (2n, 0) tubes. This is because there are more trapped states
then the A'-type states in CQWs. In particular, here we can identify trapped states
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FIG. 4.15. Types of trapped states in the re�ecting Grover PCQW on nanotube
graphs: (a) A-type face cycle states, (b) C1-type short path state and C2-type con-
necting path state and (c) additional A'-type trapped states for the non-percolated
CQW.

FIG. 4.16. Depiction of variants of the initial subspace with green dotted arrows
and the sink subspace with red dashed arrows for example nanotubes: (a) loops
initial state and loops sink on a (3, 3) tube, (b) one-vertex sink and one-vertex initial
subspace on a (3, 3) tube and (c) one-vertex sink and one-vertex initial subspace on
a (6, 0) tube.
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FIG. 4.17. The loops-to-loops average ATP for the re�ecting Grover (a) perco-
lated (PCQW) and (b) non-percolated (CQW) quantum walks in dependence on
the length of a nanotube for di�erent chiralities. The result for CQW is obtained
numerically with 230 steps. There is a monotonous decrease of the ATP with length
of the tube resulting form A-type states, which is clearly illustrated in FIG. 4.18.
As the A'-type states are orthogonal to the loops type initial subspace the ATP is
lower in the CQW in (b) only for (2n, 0) tubes, where additional trapped states are
present (exempli�ed in FIG. 4.19).

localized on the bottom ring of vertices as depicted in FIG. 4.19.

For the additional trapped state in FIG. 4.19 we observe an e�ect analogous to the
one with the connecting path state for the ladder graph - as the width of the tube
increases the state has more elements and after normalization its overlap with the
initial state decreases. Therefore, the transport is higher on tubes with higher n.

When we switch to the one-vertex initial state the results in FIG. 4.20 are again
in�uenced by the presence of the trapped state shown in FIG. 4.19. Further, the
A'-type states are no longer orthogonal to the initial subspace and so they induce
lower ATP in the non-percolated CQW for all chiralities and all values of n.

With the one-vertex sink we see an analogy with the walk on the ladder for PCQWs
as shown in FIG. 4.21 (a). Due to the presence of the C2-type connecting state we
again observe the increase of the ATP with the length of the tube, which is counter-
intuitive but already known from the ladder. Nevertheless, it is interesting that this
phenomenon also appears in the physically realistic and more complex structures of
carbon nanotubes. When we turn to CQWs, the results in FIG. 4.21 (b) may look
rather messy at �rst. The ATP in (2n, 0) tubes is decreased by the trapped state
in FIG. 4.19. The A'-type states are out for this type of the initial state, but there
are more trapped states in CQWs, which only appear for speci�c combinations of
chiralities and tube lengths. As an example that can be conveniently presented we
show the trapped state causing the initial drop of ATP for (3, 0) tube in FIG. 4.22.
For lengths where similar trapped states are not present we just have the same ATP
as for the PCQW as is also best visible for the (3, 0) tube.
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FIG. 4.18. The loops-to-loops average ATP for the re�ecting Grover PCQW in
dependence on the length of a nanotube for di�erent chiralities plotted on a semi-log
scale as a di�erence from the minimal value indicated on the right. The di�erences
clearly drop exponentially in all cases.

FIG. 4.19. Additional trapped state present in non-percolated CQWs on (2n, 0)
tubes. The values are x = −2 + i

√
8 and y = 1 + i

√
8 and it is an eigenstate

corresponding to the eigenvalue λ = (1 − i
√

8)/3. The complex conjugate of this
state is clearly also an eigenstate of the CQW.
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FIG. 4.20. The vertex-to-loops average ATP for the re�ecting Grover (a) perco-
lated (PCQW) and (b) non-percolated (CQW) quantum walks in dependence on
the length of a nanotube for di�erent chiralities. The result for CQW is obtained
numerically with 230 steps. Note, that the �gures (a) and (b) are plotted with a com-
mon vertical axis for easy comparison. The situation is similar to the loops-to-loops
transport in FIG. 4.17, only now the ATP in the CQW in (b) is further decreased
by the the overlap of A'-type states with the initial subspace.

FIG. 4.21. The loops-to-vertex average ATP for the re�ecting Grover (a) perco-
lated (PCQW) and (b) non-percolated (CQW) quantum walks in dependence on
the length of a nanotube for di�erent chiralities. The result for CQW is obtained
numerically with 230 steps. For the PCQW in (a) we see an increase of the ATP with
length of the tube given by the presence of the C2-type connecting path trapped
state as for the ladder graph. The ATP in the CQW in (b) is now reduced not only
in (2n, 0) tubes by the trapped states exempli�ed in FIG. 4.19, but also by other
trapped states only appearing for some combinations of chirality and length as e.g.
the state in FIG. 4.22. This results in a non-monotonous dependence of the ATP on
the length of the tube.
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FIG. 4.22. An additional trapped state present in non-percolated CQWs on the
(3, 0) tube of the minimal investigated length (two basal length segments). It is an
eigenstate corresponding to the eigenvalue λ = (−1 + i

√
8)/3 and for every edge

there is a pair of coe�cients a, b (always closer to the beginning of the edge) and
the corresponding vector element has value a+ b

√
8i. Width of the edges represents

magnitudes of the elements.
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FIG. 4.23. The vertex-to-vertex average ATP for the re�ecting Grover (a) perco-
lated (PCQW) and (b) non-percolated (CQW) quantum walks in dependence on
the length of a nanotube for di�erent chiralities. The result for CQW is obtained
numerically with 230 steps. In comparison to the loops-to-vertex transport in FIG.
4.21 here is the additional e�ect of A'-type states in the CQW in (b). Further, there
can be other in�uences given by the change of the initial subspace as e.g. the fact
that the state presented in FIG. 4.22 does not contribute here.

The results for vertex-to-vertex transport in FIG. 4.23 are very similar to the loops-
to-vertex case. Primarily, there is the additional in�uence of the A'-type states.
Further, we can for example notice a change for the (3, 0) tube. Because the trapped
state in FIG. 4.22. has all elements zeros in the initial subspace, it does not reduce
ATP for the initial length in the case of one-vertex type sink.

The results for all sink / initial subspace variants show a quantitative separation of
the transport on (n, n) tubes and (n, 0) tubes by percolated walks. This is mainly
given by the di�erent shape of the bottom end of the tube forming the short path
states. While for (2n, 0) tubes there are 2n C1-type states spanning over two undi-
rected edges and therefore having 6 non-zero elements, for (n, n) tubes there are n
C1-type states on one undirected edge with 4 non-zero elements and n states on
three undirected edges with 8 non-zero elements.1 Clearly, the states �rst need to
be orthonormalized before calculation of the ATP, but the di�erence in the average
ATP between (2n, 0) and (n, n) tubes can actually be well estimated directly. For
example the loops type maximally mixed initial state has diagonal elements 1

2n
, the

trapped states are normalized by 1√
6
in (2n, 0) tubes and by 1√

4
or 1√

8
in (n, n) tubes,

and every trapped state overlaps with the initial state on two loops. Therefore, the
di�erence in average ATP can be estimated as

q(2n,0) − q(n,n) '
(

1− 1

2n

(
2n · 2 · 1

6

))
−
(

1− 1

2n

(
n · 2 · 1

4
+ n · 2 · 1

8

))
=

1

24
,

1Above, we constructed the basis of trapped states in such a way that we omitted one C1-type

state on every end of the tube as being linearly dependent. Nevertheless, dependent A-type states

can be removed instead, which is more convenient for our current reasoning.
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which agrees reasonably well with the observed di�erence. Clearly, there are further
factors in�uencing the actual ATP. Obviously, there is the orthonormalization and
the presence of A-type states. Interestingly, the interplay of these e�ects results in
yet another surprising observation - the ATP is higher for thinner tubes. This again
contradicts our intuition from the classical world since addition of another parallel
paths connecting the initial position and the �nal destination would be expected to
improve transport.

4.5 Cayley trees

As the last example of graphs for investigation of quantum transport by re�ecting
Grover quantum walks we choose the Cayley trees introduced in appendix section
A.2.6. This allows us to explore di�erent dependencies of the quantum transport
on the structure parameters of the graph not possible with linear structures of the
line, ladder or tubes. First, the number of vertices and so the dimension of the
Hilbert space grows exponentially with the order of a Cayley tree k and second by
permanently breaking one link we can cut out a whole branch of the tree for the
entire time span of the walk and observe the e�ect of this modi�cation on the ATP.

We study quantum walks on 3-regular graphs so we choose Cayley trees with inner
vertices of degree 3. Then the particular graph is determined by the choice of the
order k, which we always choose as k ≥ 1. A Cyley tree of the order k has #V =
1 + 3(2k − 1) vertices, #E = 3(2k − 1) undirected edges, #L = 3 · 2k unpaired loops
after 3-regularization and no faces (or technically it has the outer face covering the
whole embedding plane). In comparison to the linear structures studied above, the
dimension of the Hilbert space dim(H) = 3(1 + 3(2k − 1)) grows exponentially with
the structure parameter k.

To study transport in re�ecting Grover PCQWs we construct N2 = 2#V −#E =
(3 · 2k)− 1 C-type trapped states. We construct the basis by placing the graph into
a plane and by using C-type states for all paths connecting neighboring loops as
indicated in FIG. 4.24 (c). This gives 3 · 2k states and we remove one of the states
corresponding to the longest path. The same approach can be used for Cayley trees
with one or two branches removed or actually for any connected tree graph. For
every tree graph #E = #V − 1 holds and every 3-regularized tree graph will have
exactly 3#V − 2#E = 2#V + #E + 1− 2#E = 2#V −#E + 1 loops resulting in
N2 = 2#V −#E independent C-type states.

We initiate the walker in the central vertex of the graph and place the sink in one
of the leafs as shown in FIG. 4.25. The �gure also shows how the base states in the
initial subspace |b1〉 ("branch 1"), |b2〉 and |bs〉 ("branch with sink") relate to the
position of the sink and the removal of branches. We choose the position of the sink
and the embedding into plane in such combination that the one trapped state left
out overlaps with the sink. By the presence of the sink, two more trapped states are
removed and we are left with 3 · 2k − 3 sr-trapped states.

For the calculation of transport, the sr-trapped states need to be orthonormalized.

93



FIG. 4.24. Examples of trapped states for the re�ecting Grover PCQW on Cayley
trees of the order k = 2: (a) a trapped state on multiple vertices and (b) a trapped
state localized in one vertex. Further, in (c) all the trapped states for a Cayley tree
with k = 3 are represented by curved lines. The dashed lines represent trapped states
overlapping with the sink, which are further removed. In (c) loops are represented
just as directed edges pointing out of the graph.

FIG. 4.25. Illustration of the initial subspace (green dotted arrows) and the sink
subspace (red dashed arrows) on (a) a standard Cayley tree and Cayley trees with
(b) one and (c) two branches removed; all of the order k = 2. Notation for the base
states in the initial subspace |b1〉, |b2〉 and |bs〉 in relation to the position of the sink
and the removed branches is indicated.
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We perform the orthonormalization numerically in most cases. Nevertheless, an ap-
proach of a partial analytical orthonormalization was published in an appendix of
[48]. It allows to give a closed form formula of the ATP for the initial state resulting
in maximal trapping.2 We present the procedure here in detail since it is also very
useful for an intuitive understanding of the other transport phenomena on Cayley
trees.

We use the symmetry of Cayley tree graphs to construct a new orthogonal basis of
sr-trapped states. Let us �rst note that the sr-trapped states constructed above and
shown in FIG 4.24 are mostly in a one-to-one correspondence with vertices which
are in the middle of the corresponding path. The only exception is the root vertex,
which is central for two sr-trapped states. From these two we now choose the one on
the two non-sink branches (with non-zero amplitudes for |b1〉 and |b2〉). For each of
these trapped states we construct one new trapped state according to the following
recipe:

• Let us take some vertex in the tree. It has one edge going towards the root
vertex. (If we choose the root vertex itself, the role of this edge is played by the
edge on the sink branch.) The remaining two edges lead to two symmetrical
branches of the tree. (One of those can contain the sink.)

• We connect every non-sink loop in one branch with one non-sink loop in the
second branch by a capped graph walk (in this case just a path with loops on
the ends). If none of the branches contains the sink, every loop is an end-point
of one capped graph walk. If one of the branches contains the sink, the sink
loops are not used and the two loops in the vertex closest to the sink vertex
are used twice.

• For each of the capped graph walks we construct a C-type state and we sum
the C-type states so that all the coe�cients on loops on one branch have the
same sign.

Examples of the newly formed states are in FIG. 4.26. We denote the states exem-
pli�ed in FIG. 4.26 (d) as sink a�ected and the others as sink non-a�ected.

Finally we construct one additional state from the second sr-trapped state going
through the root vertex in a similar way. We just consider the two main branches
of the Cayley tree without sink as one branch of the state and the last main branch
with the sink as the other branch of the state. Every loop on the branch with sink
basically plays a role of two loops. An example of this state for k = 3 is shown in
FIG. 4.27 (b). We denote this state as |t̃2〉 3 and the second state containing the
root vertex constructed earlier, which is shown in FIG. 4.27 (a), as |t1〉.

All the sink non-a�ected states are orthogonal both mutually and to all the sink
a�ected states. This is because the states either have disjoint supports or one support

2Some of the elements of the orthogonal basis remain only partially determined and so we can

calculate the ATP only for the particular initial state orthogonal to these not fully known trapped

states.
3The tilde indicates that this is not the �nal state used. The lower-case letter indicates that

this is a non-normalized version of the vector with integer coe�cients.
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FIG. 4.26. Examples of the newly constructed sr-trapped states: (a), (b) and (c)
are states not a�ected by the sink and (d) is a state a�ected by the sink. These are
four di�erent states depicted in one �gure. For each state all the other coe�cients
following the zero in the central vertex of this state are zeros. Coe�cients are color-
coded for visual aid.

FIG. 4.27. Examples of the states (a) |t1〉 and (b) |t̃2〉 for k = 3.
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is a subset of the other. In the later case the state with smaller support has two
anti-symmetric branches aligned with two similar symmetric branches of the other
state as illustrated in FIG. 4.26. In contrast, the sink-a�ected states are not mutually
orthogonal as is seen for example by comparing FIG. 4.26 (d) and FIG. 4.27 (b).

Importantly, if we have an orthonormal basis, only states overlapping with the initial
subspace can contribute to trapping. In our new basis those are only states |t1〉 and
|t̃2〉. Yet, the basis is not orthogonal. In fact, we are not able to orthogonalize the
sink-a�ected states analytically. Nevertheless, only some partial knowledge will be
su�cient for our purposes:

• A Gram-Schmidt orthogonalization performed on the set of sink-a�ected states
replaces the state |t̃2〉 with a state |t2〉, which only di�ers from |t̃2〉 on the main
branch of the graph with sink by addition of multiples of the other sink-a�ected
states. The coe�cients on the two main branches without sink do not undergo
any changes.

• We denote the normalized version of |t2〉 as |T2〉 and the normalization constant
as N2, so ||T2|| = 1 (||T2|| is a short-hand notation for || |T2〉 ||) and |T2〉 =
1
N2
|t2〉. Similarly, we introduce a normalized vector |T1〉 = 1

N1
|t1〉. The value

of N1 is calculated below. The value of N2 is unknown, but we know that
(N2)

2 > 3(N1)
2. To show this we consider a state |˜̃t2〉, which is constructed

similarly as |t̃2〉 with the only di�erence that we ignore the sink completely in
the construction of the capped graph walks and use the sink loops normally. An
example of this state is shown in FIG. 4.28. It is easily seen that ||˜̃t2||2 = 3||t1||2.
Further, by the construction of trapped states in re�ecting Grover walks, the
sum of elements at vertices must be zero also for the state |t2〉 and since the
equal splitting in |˜̃t2〉 minimizes the norm, we have ||t2||2 > ||˜̃t2||2 = 3||t1||2,
and so (N2)

2 > 3(N1)
2.

• We denote the restrictions of the states |T1〉 and |T2〉 to the initial subspace as
|τ1〉 = 2k[1,−1,0,...]

N1
and |τ2〉 = 2k[1,1,−2,...]

N2
respectively. (We understand these as

non-normalized vectors on the whole Hilbert space with all elements outside
the initial subspace zeros.) We note that |τ1〉 and |τ2〉 are orthogonal and
thanks to the relation for N1 and N2 the inequality ||τ2|| < ||τ1|| holds.

Using the results above we can write the trapping probability for an arbitrary nor-
malized initial state |x〉 as

p(|x〉) = | 〈T1|x〉 |2 + | 〈T2|x〉 |2

= | 〈τ1|x〉 |2 + | 〈τ2|x〉 |2

= ||τ1||2
∣∣∣∣〈 τ1||τ1|| |x〉

∣∣∣∣2 + ||τ2||2
∣∣∣∣〈 τ2||τ2|| |x〉

∣∣∣∣2 (4.2)

which can be bounded thanks to ||τ2|| < ||τ1|| as

p(|x〉) ≤ ||τ1||2
(∣∣∣∣〈 τ1||τ1|| |x〉

∣∣∣∣2 +

∣∣∣∣〈 τ2||τ2|| |x〉
∣∣∣∣2
)

(4.3)
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FIG. 4.28. The state |˜̃t2〉 for k = 3.

and from Bessel's inequality we obtain

q(|x〉) ≤ ||τ1||2. (4.4)

Note that the form of all the states and therefore also the value of q(|x〉) are depen-
dent on the order of the tree k.

Since for the initial state |ψ1〉 = |τ1〉
||τ1|| = 1√

2
(|b1〉 − |b2〉) we obtain

p(|ψ1〉) = ||τ1||2, (4.5)

there is no initial state resulting in more trapping. Thanks to the symmetry, it is
actually possible to calculate N1 directly for any order k as

(N1(k))2 = 2k+1 +
k−1∑
i=0

22+i(2k−i)2 = 2k+1(2k+2 − 3)

and so the ATP for the initial state |ψ1〉 is

q(k, |ψ1〉) = 1− | 〈ψ1|T1〉 |2 = 1− (2 · 2k)2

2 · (N1(k))2
= 1− 2k

2k+2 − 3
.

The ATP for walks on Cayley trees with di�erent k is plotted in FIG. 4.29 for
the initial state |ψ1〉, for an orthogonal state |ψ2〉 = |τ2〉

||τ2|| = 1√
6
(|b1〉 + |b2〉 − 2 |bs〉)

and the average ATP. The average ATP also contains contribution from the state
|ψ3〉 = 1√

3
(|b1〉+ |b2〉+ |bs〉), which is fully transported for any k.

We see that even for Cayley trees, after an initial decent, the average ATP increases
with the order k and so with increasing distance separating the initial vertex and
the sink. For the maximally trapping state |ψ1〉 we even have this result analytically
for arbitrary k.
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FIG. 4.29. The average ATP (green squares) and the ATP for the initial states
|ψ1〉 = 1√

2
(|b1〉−|b2〉) (blue circles) and |ψ2〉 = 1√

6
(|b1〉+ |b2〉−2 |bs〉) (orange crosses)

in the re�ecting Grover PCQW on Cayley trees in dependence on the order of the
tree k. The ATP for both the minimal transport initial state |ψ1〉 and the orthogonal
state |ψ2〉 increase (at least from some point) with growing order of the tree. This
translates also to the average transport, which also contains a contribution from the
fully transported state 1√

3
(|b1〉+ |b2〉+ |bs〉).

We can use our analytical insights to explain the observed phenomena. There are
again two competing e�ects: 1) there is an exponentially growing number of new
trapped states with any increase of the order k and 2) the states |T1〉 and |T2〉
are more spread with more non-zero coe�cients outside of the initial subspace Hi.
The normalization then reduces coe�cients of these states inside Hi, which reduces
trapping. Since the state |ψ1〉 only overlaps with |T1〉 and |ψ2〉 only overlaps with |T2〉,
the result in FIG. 4.29 is very representative. While for |ψ1〉 the e�ect of spreading
of the trapped state |T1〉 is dominant from the beginning, for |ψ2〉 the in�uence
of the new trapped states appearing with the growing order k is only suppressed
for higher orders. For any other initial state we obtain some combination of these
two behaviors with the addition of transport due to possible overlap with the fully
transported state |ψ3〉.

4.5.1 Non-percolated CQWs on Cayley trees

The comparison of transport between percolated and non-percolated re�ecting Grover
CQWs on Cayley trees is plotted in FIG. 4.30. We see that for the initial state
|ψ2〉 = 1√

6
(|b1〉 + |b2〉 − 2 |bs〉), the ATP for PCQW and CQW is the same except

from the orders k = 5 and k = 9 with drops in the ATP caused by additional
trapped states. We investigate these interesting additional trapped states in de-
tail below. These drops are also visible in the average ATP. The average ATP for
CQW is further reduced compared to the percolated case since the initial state
|ψ1〉 = 1√

2
(|b1〉−|b2〉) is completely trapped in the non-percolated walk. An example

state contributing to the complete trapping of this state is shown in FIG 4.31. It is
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FIG. 4.30. The average ATP for re�ecting Grover PCQW (green squares) and
CQW (red triangles) and the ATP for the initial state |ψ2〉 = 1√

6
(|b1〉+ |b2〉− 2 |bs〉)

(orange crosses) for PCQW (solid line) and CQW (dotted line) in dependence on
the order of the tree k. There are drops of the ATP for the values (orders) k = 5
and k = 9 for the initial state |ψ2〉 given by additional trapped states. The state
|K5〉 for the order k = 5 is depicted in FIG. 4.33. The average ATP for the CQW is
reduced for the given orders by these drops and also for all orders by the fact that
the state |ψ1〉 is completely trapped due to the presence of trapped states like e.g.
the one in FIG. 4.31.

actually directly visible that the initial state |ψ1〉 can never reach the sink. It enters
the two main branches with the same magnitudes and opposite signs of elements.
Due to symmetry it always returns to the root vertex in this way and so the coin
never maps any non-zero amplitude to the state |bs〉.

Additional trapped states |K5〉, |K9〉, and others

Let us take a closer look at the additional trapped states causing the drops of
the ATP for k = 5 and k = 9 in FIG. 4.30, which we denote as |K5〉 and |K9〉.
Particularly we want to understand why such states appear only for certain orders of
the tree. We also show that, as expected, similar states appear after each enlargement

FIG. 4.31. An additional trapped state in non-percolated re�ecting Grover CQW
on a Cayley tree with order k = 1. The value of x is x = (2 + i

√
5)/3 and it is also

the corresponding eigenvalue for this state.
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FIG. 4.32. Basic blocks forming the states |K5〉 and |K9〉. Every directed edge
corresponding to a vector element is labeled by two coe�cients a; b indicating the
value of the coe�cient a+bi

√
5

3
. It can be checked that by application of the re�ecting

shift operator and the Grover coin, the values in the central vertex of every block
are transformed to x-times the original values, where x = 2+i

√
5

3
is the eigenvalue

of the eigenstates |K5〉 and others. There are four standard blocks I to IV , an L
block with two loops used in leafs of the tree, the 0 block of all zeros and the S
block allowing to connect the zero block in the sink vertex with the rest of the state.
Arrows and colors indicate, how the clocks can be connected together. Important
role is played by the I blocks, which can be connected to L blocks, II blocks and
IV blocks.

of the tree by four orders.

Let us start with the state |K5〉. In fact, there are two complex conjugate states
corresponding to the eigenvalues x = 2+i

√
5

3
and x = 2−i

√
5

3
. For simplicity, we just

talk about the state |K5〉 as corresponding to x. The state can be understood as
formed by blocks described in FIG. 4.32. The particular composition of the state
|K5〉 from the blocks is shown in FIG. 4.33.

For the formation of the state |K5〉 it is important that there is the block I in the
central vertex, since only this block allows connecting the same type of block (the
block IV ) in all directions. This is the reason why similar states are not present for
orders k < 5. (For the order k = 1 the sink covers the whole sink branch of the tree
and additional sr-trapped states can not be formed.)

Instead of the L blocks we can put the IV blocks in the leafs of the graph. Then
we connect the whole sequence of blocks III, II and again I. From this we see how
the state |K9〉 is formed and also similar states |K13〉 and others with the step of
four orders.

The existence of these additional trapped states is a nice demonstration of the fact
that the global structure of the underlying graph can be relevant for transport by
quantum walks.
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FIG. 4.33. The |K5〉 state composed from the blocks described in FIG. 4.32. Num-
bers before designations of the block types denote particular multiples of the blocks
used in the construction of the state (before normalization). The sink vertex, where
the symmetry of the sate is broken, is indicated by red color.
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FIG. 4.34. The average ATP for re�ecting Grover PCQW on a Cayley tree with all
three branches (green solid line), with one non-sink branch removed (orange dashed
line) and with both non-sink branches removed (red dotted line) in dependence on
the order of the tree k. We see that by removing dead-end branches without the
sink the ATP actually decreases, so the walker is more likely to be trapped outside
of the sink.

4.5.2 Removing branches in Cayley trees

The Cayley tree graphs allow us to investigate the e�ect of removal of branches as
indicated in FIG. 4.25. The FIG. 4.34 shows another surprising e�ect - the removal
of dead-end branches (without sink) actually decreases the probability of the walker
being transported from the root vertex to the sink. This is in a direct contrast to the
standard expectation. One would think that removing the possibility of the walker
wandering in a dead-end branch would increase transport e�ciency. The explanation
is similar as for the increase of the ATP with the order of the tree. Here, by removing
a branch the trapped states overlapping with the initial subspace Hi loose a lot of
coe�cients out of Hi and the whole weight lies on the loop in the root vertex, which
increases trapping.

While in PCQWs the removal of branches decreases the ATP, for CQWs this is not
always the case. As seen in FIG 4.35 for the state |ψ1〉 the removal of one branch
breaks the symmetry of the walk and the ATP increases to non-zero values in CQW.
By removing the other non-sink branch the symmetry is restored and the ATP drops
back to zero. (For the walk with both non-sink branches removed the initial state
|ψ1〉 is actually directly a trapped state on a pair of loops.)

We see again an overall increase of the ATP with growing order in the variant with
one branch removed. Nevertheless, the CQW has a richer set of trapped states and
the development of the ATP is actually not monotonous.
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FIG. 4.35. The ATP for re�ecting Grover quantum walk on a Cayley tree with the
initial state |ψ1〉 = 1√

2
(|b1〉− |b2〉) for a PCQW (blue solid line) and CQW on a tree

with one non-sink branch removed (orange dashed line) and CQW on a tree with all
three branches or with both non-sink branches removed (red dotted line, the values
are the same) in dependence on the order of the tree k. For CQW the removal of a
branch can both increase and decrease the ATP. Also the variant with one removed
branch proves that the ATP can grow with the order in the CQW.
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Conclusions

Quantum walks represent a simple yet very versatile model allowing the study of
various non-classical properties of quantum systems. In this work we investigated
discrete quantum walks disrupted by so called dynamical percolation.

There are several ingredients constituting a speci�c quantum walk. First, there is
a distinction in the time resolution. In analogy with the classical random walks
there are time-continuous quantum walks and time-discrete quantum walks. In the
present work we dealt only with discrete quantum walks. In these walks the evolution
is described by a successive application of discrete evolution operators on the state
of the quantum walker.

Second, there is the medium in which the quantum walker is moving. It is described
by the abstract object of a graph - a set of sites called vertices with some pairs
of them connected by edges. (Concepts from the mathematical theory of graphs
used in this work are presented in Appendix A.) There are multiple ways how the
state of the walker can be related to the components of the graph underlying a
quantum walk. The requirement of unitarity of the evolution does not permit to
just identify base states in the walker's Hilbert space with the vertices of the graph.
The standard approach is to introduce a Hilbert space associated with vertices as so
called position space and add a coin space. The coin space represents an additional
quantum degree of freedom joined with the walker and its base states are associated
with directions of the walker's movement. The main drawback of this approach is
that it can only be used on regular lattices, like the line or a square lattice, where
the global directions associated with the coin states can be used in all vertices. For
example the honeycomb lattice is not of this kind as it is not possible to continue in a
direction of a given edge in the neighboring vertex. The so called scattering quantum
walk utilizes another approach allowing to overcome this obstacle. It uses a directed
graph where vertices are connected (usually in both directions) by directed arcs and
these correspond to the base states of the walker. An important part of this work
is a modi�ed de�nition of a discrete quantum walk presented in Chapter 1, which
combines concepts of coined and scattering quantum walks. We identify states of
the walker with edges in a directed graph, but still use a coin operator in the time
evolution. This allows both to de�ne such quantum walk on a large class of general
graphs and to investigate various types of evolutions given by di�erent coins.

Another aspect de�ning a quantum walk is the way in which the shift operator moves
the walker among vertices of the graph. Usually, one of the following two options
is chosen without much discussion: On regular lattices allowing for continuation in
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a given direction the shift operator usually moves the walker to a the neighbor-
ing vertex and leaves the coin state unchanged. On more general graphs usually a
re�ecting (�ip-�op) shift operator is used � it moves the walker to the neighboring
vertex and changes the coin state to the one pointing back towards the original posi-
tion. In our modi�ed de�nition presented in Chapter 1 we introduced the concept of
local permutations � the shift operator is composed of the subsequent actions of the
re�ecting shift operator and a permutation operator shu�ing states corresponding
to edges in vertices locally. This approach allows for a convenient classi�cation of
all admissible shift operators on di�erent graphs. We used our de�nition to study
discrete quantum walks disrupted by dynamical percolation. In such processes in
every step during the walk only a subset of edges in the graph is chosen to be open
for this step and the remaining edges are closed not allowing the walker to traverse
between vertices. The concept of local permutations allows for a direct introduction
of dynamical percolation in quantum walks with arbitrary shift operators. Without
local permutations it can be rather non-trivial to adequately modify the shift opera-
tor in case of broken edges in the graph. In our approach the modi�ed shift operator
results directly from the formalism.

Our approach di�ers from the standard one in the ordering of the coin and shift
operations in the evolution step. In contrast to classical random walks (but without
any trouble for quantum walks) we mostly �rst apply the shift operator and then
the coin operator. Obviously, the evolution does not di�er too much as the coin
operation is then followed by the shift in the next step and so on. The di�erence
may be more dramatic when e.g. a projective measurement is introduced in each
time step (in our case representing transport to a sink). Changing the order of the
coin and the shift operation turns out to be very convenient for our investigation of
time-asymptotic evolution of percolated quantum walks. Further, it reveals a tight
relationship between the choice of the coin and the choice of the shift operator. In
particular, a walk with arbitrary shift operator can be thought of as a walk with the
re�ecting shift operator and a coin modi�ed accordingly. Importantly, we presented
how our results can often be used to answer the same questions in quantum walks
with the standard order of operations, where the coin is applied �rst.

In Chapter 2 we presented an approach for the investigation of the time-asymptotic
evolution of dynamically percolated quantum walks. The central part is the search
for so called attractors, which de�ne the asymptotic evolution of systems governed
by random unitary operations. Percolated quantum walks represent an example of
such system since for every step of the walk a con�guration of the percolation graph
and the corresponding evolution operator is chosen randomly. In the case of quan-
tum walks it is possible to use the separation of the evolution operator into the
coin operator and the shift operator and break up the search for attractors into
two steps: There is a local coin condition speci�ed by the choice of the coin and
the local permutation determining the form of basal matrix blocks. Those are then
joined together according to the shift condition, which is given by the graph struc-
ture. A further and in fact fundamental simpli�cation of the search is possible using
so called p-attractors. Those are attractors formed from states which are common
eigenstates of all the evolution operators for all possible con�gurations of the per-
colation graph simultaneously. We used this procedure heavily in the subsequent
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chapters. In fact, in all our studied cases of percolated quantum walks the asymp-
totic dynamics is given purely by p-attractors and the maximally mixed state as
the only remaining independent non-p-attractor. For some of the investigated walks
our proofs of this property are not included in this dissertation as they are lengthy
and were published in [38]. We gave a new proof for one version of lazy percolated
quantum walk explicitly in Chapter 3 to demonstrate the general approach.

We modeled the transport by quantum walks. For that we introduced an absorbing
sink at some position in the graph and extended every step of the walk by a pro-
jective measurement to determine if the walker has already reached the sink. The
formal de�nition of the sink and its incorporation into the time evolution was given
in Chapter 1 and its in�uence on the asymptotic behavior was discussed in Chap-
ter 3. The interference in quantum walks allows for the existence of the non-classical
phenomenon of asymptotic trapping. In some cases the walker can stay trapped
in the graph avoiding the sink inde�nitely. Therefore, it is reasonable to study the
asymptotic transport probability (ATP) that the walker is transported to the sink.
Mathematically, the trapping is caused by eigenstates of the dynamics with limited
support on the graph. We call those trapped states and their subset additionally
having zero overlap with the sink sr-trapped states (sink resistant).

In Chapter 3 we focused our attention to discrete quantum walks with the Grover
coin on 3-regularized graphs. The Grover coin is heavily used in research for its
symmetry and applicability for arbitrary dimension of the coin space. The choice
of 3-regular graphs is natural as in contrast to 2-regular graphs the family of 3-
regular graphs is very rich and contains a multitude of very non-trivial structures
with examples described in Appendix A. We investigated three choices of the shift
operator in combination with the Grover coin: the simple re�ecting shift operator,
a class of shift operators resulting from arbitrary distributions of local rotations
and the swapping shift operator used in the lazy quantum walk. For the re�ecting
Grover percolated quantum walks we presented in detail a general procedure for
construction of the subspace of common eigenstates (used for the construction of
p-attractors and the whole asymptotic dynamics) for arbitrary planar 3-regularized
graphs. This allows the identi�cation of all the trapped states and the calculation of
the ATP (after orthonormalization of the trapped states, which can be performed
at least numerically). For cyclic Grover percolated quantum walks we presented a
relation between an edge-3-coloring of the underlying graph and non-stationarity
of the asymptotic evolution of the walk. In particular, we showed how an edge-
3-coloring of the graph induces a distribution of local rotations with which the
percolated quantum walk exhibits 3-step cycles in the asymptotic dynamics. In the
remainder of Chapter 3 we investigated the lazy Grover percolated quantum walk
with the standard shift operator (keeping the walker's direction to the left/right after
a displacement). We identi�ed all the common eigenstates (and so all the trapped
states) and even provided recursive relations allowing for a direct calculation of the
average ATP (without the need for a numerical orthonormalization of the common
eigenstates) for transport from one side of the chain graph to the other. In this
simple model we just observe a decrease of the average ATP with the length of the
chain given by the presence of additional trapped states.
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The main application of our theoretical results is presented in Chapter 4. We applied
our methods to several types of example graphs ranging from the lazy walk on a
line through the ladder graph towards carbon nanotube structures and the Calyley
trees. In all cases we investigated transport in re�ecting Grover quantum walks,
for which the recipe for construction of trapped states was given in Chapter 3. We
primarily investigated percolated versions of the walks, but also obtained results
for walks without percolation numerically. For this the insights from percolated
walks are very advantageous since all the trapped states in percolated walks are
also trapped states in non-percolated walks. Therefore, the understanding of the
percolated version allowed us to identify interesting scenarios for numerical studies.
Primarily, we were able to choose interesting placements of the sink and the initial
position of the walker and also the particular initial states.

With growing complexity of the graphs more and more transport phenomena aris-
ing from changes of their structure parameters occur. For the lazy walk the trans-
port is the same for percolated and non-percolated walks and we just observed a
monotonous decrease of the ATP which levels to a certain value exponentially fast
with growing length of the chain. This is in a tight analogy with the results for the
lazy quantum walk with the standard shift operator from Chapter 3 and the di�er-
ence is purely quantitative. For the ladder graph the same behavior can be seen if
we choose both the initial state and the sink to be on the pairs of loops on ends of
the ladder. Nevertheless, when we use a one-vertex sink, a trapped state spreading
over the whole length of the ladder is sr-trapped. This leads to probably the most
interesting and counter-intuitive result of this work � the ATP for the ladder with
one-vertex sink actually grows with the length of the ladder. This is very unex-
pected as the walker is more likely to traverse a longer ladder than a shorter one.
We also explained the source of this e�ect using the knowledge of trapped states.
Analogous e�ect was actually also found in walks on carbon nanotube structures
and Caley trees. For Cayley trees there is another similar phenomenon that the
ATP can be decreased by removing dead-end (without sink) branches of the graph.
For nanotubes we further presented some quantitative observations as is the depen-
dence of the ATP on the chirality of the tube. For all cases we also investigated the
non-percolated version of the walks. As the percolation can only remove trapped
states from the asymptotic regime, the ATP in non-percolated walks can be the
same or lower compared to percolated walks. There are no additional trapped states
in non-percolated lazy walks and in walks on the ladder there is just one additional
type of states, which can be identi�ed completely. For both nanotubes and Cayley
trees there are multiple additional trapped states bringing high complexity into the
dependence of the ATP on structure parameters of the graphs. We identi�ed and
presented some examples of such states. In walks on nanotubes some of the trapped
states only appear for some combinations of the chirality and length resulting in
sudden drops of the ATP. Examples of these states were described. We also investi-
gated in detail trapped states only appearing for Cayley trees of orders k = 5 + 4m.
Overall, there is no general analytical procedure for determination of trapped states
in non-percolated quantum walks, but with our results for percolated walks we were
able to �nd interesting e�ects also there.

A natural place to look for actual systems which could exhibit dynamics similar
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to those investigated in the present work is in the �eld of macro-molecules. Such
systems are just at the right level where on one hand quantum coherences are still
possible and on the other hand complex structures appear. Further, these structures
formed by atoms connected by chemical bonds are perfect for representation by
graphs. Clearly, the carbon nanotube structures used in the work are directly moti-
vated by the actual carbon nanotubes occurring in nature. Nevertheless, particularly
in biological systems, much more sophisticated structures than those investigated
here can be found. As coherent excitation transport was observed in photosynthetic
macro-molecules and can also play a role in some synthetic polymers, it is of rele-
vance to tackle more complex structures. In this regard, our results can be directly
applied for the study of any other planar 3-regularized graphs. Admittedly, many
of the relevant structures will contain vertices of degree higher than three. For ex-
ample already the square lattice has vertices of degree four or one might want to
investigate aggregates of simple molecules with higher degree vertices at the junc-
tions. Technically, the de�nitions for both standard and percolated walks can be
used directly and also the procedures of the search for attractors can be reused for
arbitrary graphs. Nevertheless, even for the re�ecting Grover walk it must be proven
that there are no additional non-p-attractors if we are to calculate the ATP from
common eigenstates. (Or it must be disproven and in such case di�erent approaches
need to be developed.) A big step forward in this regard and a convenient followup
of this work would be identi�cation of some general aspects of the graph, the coin
or the shift operator which would guarantee this property. In either case, the con-
struction of common eigenstates presented here can be used with some modi�cation.
Clearly, also di�erent choices of the coin/shift operator can be investigated to search
for other e�ects or to get a better idea of the range of scenarios in which the e�ects
presented here can occur.

It is also possible to �nd structures playing the role of a sink in the world of macro-
molecules. The photosynthetic reaction center acts as a sink for quantum transport
absorbing the excitation whenever it enters. Some phenomena similar to trapping
in quantum walks described in this work could both hinder and enhance transport
of energy into the reaction center. On one hand, it could reduce the e�ciency of
transport by keeping the excitation away from the reaction center, but on the other
hand, it could also keep the excitation in the vicinity of the center until the excitation
is eventually absorbed. Another thinkable structure e�ectively acting as a sink on
the molecular level could be some large structure (e.g. a very long chain of atoms)
connected to our system of interest by a narrow link. Once traversing the link, the
walker could e�ectively be lost from our system. In such cases the sink could be
placed basically anywhere in the system of interest and so it is important to have
tools at hand capable of determining the transport e�ciency for arbitrary placements
of the sink.

With resprect to the percolation, it is notable that polymers can even exhibit dy-
namical changes of covalent bonds [57], so it is possible that the network of links
allowing spreading of excitations in these systems undergo changes during transport.
The observed changes are, nevertheless, typically on time scales much larger than
those for which quantum coherence is preserved. In this regard it could be bene�cial
to focus more on utilizing the results for percolated walks to gain deeper insights in
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the transport properties of non-percolated quantum walks. While percolated quan-
tum walks represent a model of a signi�cant interest and importance on its own,
when concerning applications they should primarily contribute to the understanding
of the big picture of quantum walks and quantum systems in general.

110



Appendix A

Fragments from the mathematical

theory of graphs

A.1 De�nitions of graphs

A.1.1 Simple undirected, directed and mixed graphs

An abstraction of networks of various kinds can be described by the mathematical
theory of graphs. Depending on the nature of the network we want to describe,
various types of graphs can be used and these graphs can have various distinct
properties. Here we present fragments of the graph theory as an extension of the
appendix of [38] based on the textbook [50].

A graph consists of a set of discrete nodes or vertices v ∈ V . We denote the number
of vertices in a graph as #V . These can represent arbitrary entities from cities over
agents in communication networks all the way to energy levels in quantum systems.

Connections among vertices are represented by so called edges. Edges connect pairs
of vertices or in some cases begin and terminate in the same vertex. Such edges are
called loops. The two main kinds of edges are given by the directionality � undirected
edges e ∈ E represent a symmetrical connection and directed edges e(d) ∈ E(d) have
a given beginning vertex and an end vertex. Directed edges connecting two distinct
vertices are also called arcs. We denote the numbers of undirected and directed edges
as #E and #E(d) respectively. Two vertices connected by an edge are said to be
adjacent.

Here we assume all the sets of vertices and edges to be at most countably in�nite.
Moreover, most of the results in this work only address graphs with both the number
of vertices and the number of edges �nite.

We use the terms undirected graphs and directed graphs for graphs only having
undirected and directed edges respectively. In this work we even use so called mixed
graphs with some undirected and some directed edges.

Graphs can also have parallel edges � multiple edges connecting the same pair of
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FIG. A.1. Planar representations of example graphs with four vertices
V = {v1, v2, v3, v4}: (a) an undirected graph with undirected edges E =
{{v1, v2}, {v2, v3}, {v3, v1}, {v3, v4}} and (b) a directed graph with directed arcs
E(d) = {(v1, v2), (v1, v3), (v3, v1), (v3, v2), (v3, v4)}. Also the two faces (one standard
inner face Fi and the outer face Fo) are labeled in (a).

FIG. A.2. Example of a non-simple undirected graph with four vertices V =
{v1, v2, v3, v4}, standard edges A, D, E, a loop F , and a pair of parallel edges B,C.

vertices (and in the same direction for directed edges). If there are no parallel edges
and no loops in a graph, the graph is so called simple. The description of simple
graphs truly is simple for the following reason: Undirected edges e ∈ E are given by
unordered pairs of vertices e = {v1, v2} = {v2, v1}, where v1, v2 ∈ V and directed
edges e(d) ∈ E(d) are represented by ordered pairs e(d) = (v1, v2) for v1, v2 ∈ V . In
contrast, for non-simple graphs edges have to be given distinct labels in general.
An exception relevant for this work are directed graphs without parallel edges and
with at most one loop in every vertex. Here the loop can be represented by the pair
(v, v) for v ∈ V and all the arcs are represented by pairs of vertices unambiguously.
An example of a simple undirected graph is shown in FIG. A.1 (a) and an example
of a simple directed graph in FIG. A.1 (b). An example of a non-simple graph is
presented in FIG. A.2.

A.1.2 Degree of a vertex and regular graphs

Every vertex in a graph has a particular degree, which is the number of edges con-
nected to that vertex. For example, the vertices v1, v2, v3 and v4 in FIG. A.1 (a) have
degrees 2, 2, 3 and 1 respectively. In directed graphs we distinguish the in-degree
(the number of edges ending in a vertex) and the out-degree (the number of edges
beginning in a vertex). In this work we only work with directed graphs where the
in-degree and out-degree is the same for every vertex, and so we simply use the term
degree.

We denote the degree of a vertex v ∈ V as d(v) and the maximal degree among
vertices in a graph as ∆. If the degree of all vertices in a graph is the same number
k, so k = ∆ = d(v) ∀v ∈ V , the graph is said to be regular and in particular
k-regular.
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A.1.3 Planar embedding and planar graphs

The examples in FIG. A.1 are in fact not the graphs themselves but particular em-
beddings of the graphs into a plane. While graphs are abstract objects, their planar
representation is often used to de�ne them. Typically this does not cause problems.
Nevertheless, caution is required since the embedding carries more information than
the graph itself. It can be e.g. used to prevent ambiguity of labeling of vertices or
edges. For example, at one point we use the planar embedding to �x the meaning
of clock-wise and counter-clock-wise permutations of edges in vertices.

For any graph there exist an in�nite amount of possible embeddings. On the other
hand, it is often of interest if a graph is co called planar � it can be drawn into a
plane without any crossing of edges. That is the case for both examples in FIG. A.1.
An example of a non-planar graph is the so called complete bipartite graph K3,3

shown in FIG. A.3.

Planar graphs can represent convex polyhedra like the cube or a dodecahedron. A
planar embedding of the cube graph is shown in FIG A.8. From these the concept
of faces is generalized to all planar graphs. Faces are de�ned as segments of the
embedding plane bordered by edges which are not further separated by other edges.
Somewhat less intuitive is the outer face - the rest of the plane outside of the graph.
We denote the number of faces in a graph as #F (including the outer face). Examples
of faces are shown in FIG. A.1 (a). In this work we will not need a de�nition of faces
in directed or non-simple graphs.

For simple planar graphs a generalization of the Euler's polyhedron formula holds,
which can be stated in terms of the graph theory as

#V + #F −#E = 2, (A.1)

where #V is the number of vertices, #F the number of faces (including the outer
face) and #E the number of edges of the graph.

A.1.4 Coloring graphs

Some real-world problems can be transformed to the abstract problem of coloring
vertices or edges of some graph. A direct example arises if we want to create a po-
litical map and ask, how many di�erent colors are needed. Here the countries are
vertices of a graph connected by edges between neighboring countries. The require-
ment is so that neighboring countries always have di�erent color in the �nal map,
therefore, we search for a coloring with di�erent color for any adjacent vertices.

The example above used vertex-coloring of a graph. In this work we utilize the
complementary task � an edge coloring of a graph, in our case coloring of undirected
graphs. Here we search for a coloring of edges in which edges of the same color never
meet in one vertex. For a graph in which the maximal degree of a vertex is ∆ Vizing's
theorem ensures the existence of a coloring by at most ∆ + 1 colors. An interesting
question than is, whether for the given graph a coloring by ∆ colors exists.
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A.1.5 Walks and paths on graphs

Let us introduce some terminology for particular types of sequences of vertices and
edges in graphs. Let us start with undirected graphs. The most general is a graph
walk 1 which is an alternating sequence of vertices and edges beginning and ending
by a vertex. Clearly, it is required that every vertex in a graph walk is followed by an
edge connected to this vertex and also every edge is followed by a vertex that it leads
to. For directed and mixed graphs the de�nition of a graph walk is analogous, just
with the additional requirement of respecting the directionality of directed edges.

Further, there are some useful special cases. If the �rst and the last vertex of a graph
walk coincide, the graph walk is closed. A closed graph walk where the �rst/last
vertex is the only one repeating is called a cycle. A graph walk without any repeating
vertices is called a path.

All kinds of graph walks can be odd or even depending on the number of edges
covered, where repeating edges are counted multiple times.

We give some examples using the graph in FIG. A.2, because here we can denote the
edges more easily than on the graphs in FIG A.1. The sequence (v1, A, v2, B, v3) is an
even path, so also an even graph walk. The sequence (v1, A, v2, B, v3, D, v1) is an odd
cycle, so also an odd closed graph walk. The sequence (v1, A, v2, B, v3, C, v2, A, v1)
is an even closed graph walk but not a cycle. The sequence (v1, A, v2, B, v3, C, v2)
is jsut an odd graph walk. Finally, the sequences (v1, E, v3), (A, v2, B) are not even
graph walks.

Graphs used in this work are most often assumed to be connected. A graph is con-
nected if and only if there exist a path from every vertex to every other vertex.

In this work we utilize a special kind of graph walks on mixed graphs. In particular,
these mixed graphs have undirected edges and directed loops. We de�ne a capped
graph walk. (This specialized object is not a part of a standard graph theory.) A
capped graph walk is a standard graph walk on vertices and undirected edges in a
mixed graph, which is capped at the beginning and at the end by directed loops.

A.1.6 Some other types of graphs

A graph is bipartite, if its vertices can be split into two disjoint groups so that there
are no intra-group edges in the graph. Equivalently, a graph is bipartite if and only
if it has no odd cycles. An example of a bipartite graph is shown in FIG. A.3, but
also e.g. the graphs of a cube in FIG. A.8 or a honeycomb lattice in FIG. A.10 are
bipartite.

A connected graph is called a tree, if there are no cycles in the graph.

1Usually, in graph theory, this object is just called a walk. Here we use the tern graph walk for

clarity, since the majority of the text using these terms deals with random and quantum walks.
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FIG. A.3. Planar representation of the complete bipartite graph K3,3. The biparti-
tion of the graph is depicted by the colors of vertices: black and white. As the graph
is not planar, there will always be some crossing edges in its planar embedding.

FIG. A.4. Example of a �nite line graph with #V = n = 5 vertices.

A.1.7 3-regularized graphs

In Section 1.4 of the main text we de�ne quantum walks on graphs. This de�nition
is based on an undirected graph. Then we construct a directed graph with the same
set of vertices by replacing every undirected edge with two directed edges in opposite
directions. Further, we add some directed loops.

Our aim is to obtain a 3-regular directed graph so we add loops to vertices of degree
lower than 3. We call graphs obtained in this manner 3-regularized.

A.2 Example graphs

Here we describe some particular examples of graphs used in this work. To prepare
these for our use, we typically display an undirected graph and then a 3-regularized
mixed graph obtained by adding directed loop as described in section A.1.7.

A.2.1 Line (chain) graph

Probably the simplest non-trivial graph on which we can de�ne dynamics given by
either random or quantum walk is a line graph. (The term chain is probably more
adequate, but line is used more in the literature.) Typically, the graph is represented
with vertices aligned along a line with only the nearest neighbors being connected
by an edge as illustrated in FIG. A.4.

A 3-regularized version of the line graph is obtained by adding one loop in every
inner vertex and two loops in border vertices. This graph is used for so called lazy
quantum walk [29] introduced in Section 3.3.3 and is illustrated in FIG. A.5.

The line graph can also be enclosed into a cycle, but we do not investigate these

FIG. A.5. Example of a �nite 3-regularized line graph with #V = n = 5 vertices.
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FIG. A.6. Example of a ladder graph of length L = 3.

FIG. A.7. Example of a 3-regularized ladder graph of length L = 3.

graphs here.

A �nite line graph is parameterized just by the number of vertices #V = n and it
has #E = n− 1 undirected edges.

A.2.2 Ladder graph

The ladder graph can be constructed by placing two line graphs in parallel and
adding perpendicular edges as shown in FIG. A.6. As the inner vertices already
have three neighbors, the 3-regularized version only has one loop in every vertex on
each end of the ladder as seen in FIG. A.7.

The ladder is parameterized by the number of square faces denoted as its length
#F = L. Such graph has #V = 2L+ 2 and #E = 3L+ 1.

A.2.3 Planar 3-regular graphs representing convex polyhedra

Convex polyhedra can be represented as simple planar graphs. In FIG. A.8 we
present a planar embedding of the cube graph. Note, how one of the faces of the
cube forms the so called outer face � the rest of the plain.

The cube graph is already 3-regular, so there is no need for 3-regularization. The
cube graph is also bipartite, which is indicated in FIG. A.8.

FIG. A.8. Planar embedding of the cube graph. A bipartition of the graph is
indicated by black/white vertices.
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FIG. A.9. Example of a �nite square lattice. A bipartition of the graph is indicated
by black/white vertices.

FIG. A.10. Example of a �nite honeycomb lattice. A bipartition of the graph is
indicated by black/white vertices.

The cube has #V = 8, #E = 12 and #F = 6, which is in agreement with the
Euler's formula (A.1).

A.2.4 Regular lattices

There are only three so called regular tessellations of the plane - only three pos-
sible regular polygons that are able to cover the whole plane without overlapping.
Obviously, one of them results in the square lattice as shown in FIG. A.9.

The remaining two options are triangular and hexagonal or honeycomb lattices.
(These are complements of each other if faces are understood as vertices.) An ex-
ample of a small �nite honeycomb lattice is shown in FIG. A.10 and an example of
a �nite triangular lattice in FIG. A.11.

The square and honeycomb lattices are bipartite, while the triangular lattice is not.

The square lattice has ∆ = 4 and the triangular ∆ = 6. Therefore, those can not be
3-regularized by adding edges and in this work we are particularly interested in the
honeycomb lattice. The 3-regularized version of the graph in FIG. A.10 is presented
in FIG. A.12.
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FIG. A.11. Example of a �nite triangular lattice. This graph is not bipartite, since
e.g. the neighbors of the central vertex are connected by edges.

FIG. A.12. Example of a 3-regularized �nite honeycomb lattice. A bipartition of
the graph is indicated by black/white vertices.
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FIG. A.13. Explanation of the chirality of nanotubes. The �gure shows the base
vectors (1, 0) and (0, 1) (solid black arrows) in the non-orthogonal basis, the chirality
vectors (3, 3) (dotted red arrow) and (6, 0) (solid green arrow) with two basal length
segments each and scales showing the length of the tube measured as the multiple
of the neighboring sites distance. The vertices laying on the arrows as well as the
white vertices of degree one for (n, 0) chiralities are not included in the tube.

A.2.5 Carbon nanotube structures

Layers of the honeycomb lattice, which are naturally occurring as graphene, can be
folded into tubular structures of carbon nanotubes. The actual existence of carbon
nanotubes makes investigation of the corresponding graphs very relevant.

There are multiple ways in which a sheet of a honeycomb lattice can be folded into
a tube. These are represented by the so called chirality, which is given by a pair of
integers (m,n). In this work we only investigate two special cases: so called zig-zag
tubes with chiralities (n, 0) and armchair tubes with chiralities (n, n). These integers
de�ne a vector in the non-orthogonal basis on the honeycomb lattice as shown in
FIG. A.13. The chirality vector then de�nes the circumference and the orthogonal
vector represents the axial direction of the tube.

For every chirality (m,n) there is a basal length segment, which is repeated in the
axial direction of the tube. The length of this segment varies (rather non-trivially)
with the chirality. The basal length segments are shown in FIG. A.13. To be able
to compare zig-zag and armchair tubes in plots, we measure the length of the tube
with the unit of the distance between neighboring sites instead of in the number
of basal length segments. It is also notable that (n, n) tubes should be compared
to (2n, 0) tubes, as those have the same number of vertices in the circumference.
Examples of the (3, 3) and (6, 0) tubes are given in FIG. A.14.
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FIG. A.14. Examples of: (a) the (3, 3) armchair and (b) the (6, 0) zig-zag tubes
both with two basal length segments.

FIG. A.15. Examples of: (a) the (3, 3) armchair and (b) the (6, 0) zig-zag tubes
both with two basal length segments after 3-regularization.

In the process of 3-regularization of tube graphs we just add loops in the vertices on
both ends of the tube. In particular, there are 2n loops on each end of both (n, n)
and (2n, 0) tubes. Examples are shown in FIG. A.15.

It is of importance that the graphs of carbon nanotube structures are planar. A
planar embedding can be obtained by placing the tube orthogonally to the plane
and extending e.g. its top end. An example for the (6, 0) tube from FIG. A.14 (b)
is shown in FIG. A.16. Further, we also use the fact the inner face and the outer
face have even number of edges. In particular, those have 4n edges in both (n, n)
and (2n, 0) tubes, but the number is even also for all other chiralities. This is seen
from ideas published in [49]: The tube is created by joining the beginning and the
end of the chirality vector. Therefore, the inner and the outer face are given by a
path connecting these two points in the honeycomb lattice. The chirality vector is
composed from basal vectors, which both represent a path of length two. When we
combine this with the fact that every modi�cation of a path in the hexagonal lattice
replaces some number k of edges with 6− k others, we see that the path always has
even length.

A.2.6 Cayley trees

Cayley trees are very symmetrical trees constructed in the following way: a Cayley
tree of order k = 0 is just one vertex. Then we add certain number of vertices n, in
our case n = 3, and connect them to the �rst vertex to obtain a Cayley tree of the
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FIG. A.16. A planar embedding of the (6, 0) tube from FIG. A.14 (b), which
demonstrates its planarity.

FIG. A.17. Examples of Cayley trees of orders k = 1, k = 2 and k = 3 respectively
with n = 3.

order k = 1. The new vertices with degree one are called leafs of the graph. Next
and for every other k we connect n − 1 new vertices, in our case two, to every leaf
vertex. Examples for orders 1 to 3 are shown in FIG. A.17.

A 3-regularized version of a Cayley tree is simply obtained by adding n− 1 loops to
very leaf vertex as demonstrated in FIG. A.18.

FIG. A.18. A 3-regularized Cayley tree of the order k = 2 with n = 3.
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