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Abstrakt
Laserem řízené iontové svazky se staly slibným zdrojem pro řadu budoucích aplikací se
značným socio-ekonomickým dopadem. Tyto sekundární zdroje byly hojně studovány různými
přístupy, například numerickými simulacemi, které poskytují cenný vhled do mechanismů
urychlování a do kýžené modulace parametrů iontového svazku. V dizertační práci jsou
prezentovány dvou a tří-dimenzionální Particle-in-cell (PIC) simulace implementující inter-
akci vysoce-intenzivních femtosekundových laserových impulsů s designově pokročilými terči
(konkrétně s rovnými či prohnutými fóliemi na jejichž zadní straně je připevněn kanál různého
tvaru). Hlavním cílem je vylepšit parametry protonového svazku pomocí tvarovaní terčů,
především úhlovou divergenci a prostorovou uniformitu svazku, a to ideálně bez žádného
významného poklesu maximální energie částic. Detailní studium EM polí odhalilo jednak
formování magnetického multipólu (kvadrupól se silnou oktupólovou složkou) a dále také
dlouhotrvající transverzální elektrické fokusační pole uvnitř vodícího válce kanálového terče,
narozdíl od polí pozorovaných v případě referenční rovné fólie. Tyto jevy byly studovány
a porovnány mezi sebou v závislosti na energii částic. Značný důraz byl rovněž kladen na
pochopení fyzikálních principů zodpovědných za laserem řízené urychlování iontů z kanálových
terčů a relevantních přidružených jevů. Nakonec byl studován efekt předplazmatu, gen-
erovaného laserovým předpulsem, na parametry urychlených protonů. To bylo provedeno
implementací výstupu 2D Magnetohydrodynamického kódu (simulace efektu laserového před-
pulsu na terč) do 2D PIC simulace, kde se modelovala interakce hlavního laserového impulsu s
terčem obsahujícím předplazma. V práci je dále popsána relevantní teorie týkající se laserem
řízeného iontového urychlování, laserového plazmatu, laserových parametrů a vlastností mag-
netických polí, stejně jako numerické pozadí Particle-in-cell simulací. Diskuze nad experi-
mentální proveditelností i nad budoucími aplikacemi laserem urychlených iontových svazků
je rovněž zahrnuta.



Abstract
Laser-driven ion beams have become a promising source in numerous foreseen applications
with a high socioeconomic impact. These secondary sources have been widely investigated
by various approaches including numerical simulations which provide a valuable insight into
acceleration mechanisms and targeted modulations of ion beam features. Two and three
dimensional Particle-in-cell (PIC) simulations, implementing the interaction of high-intensity
femtosecond laser pulses with advanced target designs (particularly, of flat or curved plastic
foils with various channels attached to their rear sides), are presented within this thesis. The
main goal is to improve proton beam parameters directly using target shaping, specifically
angular divergence and spatial uniformity of the produced beam, optimally accompanied by
no significant drop of the maximum energy of particles. A detailed investigation of EM fields
revealed the formation of magnetic multipoles, namely a magnetic quadrupole with a strong
octupole component, and a long-lasting focusing transverse electric field inside a guiding
cylinder of a channel-like target in contrast to a reference flat foil. These features have been
studied and compared to each other as a function of proton energy. In addition, a substantial
emphasis has been given to the understanding of the physical phenomena behind specific
laser-driven proton acceleration from channel-like targets and relevant accompanying features.
Eventually, the effect of a preplasma generated by the laser prepulse on accelerated protons
has been investigated by implementing the output from a 2DMagnetohydrodynamic code (i.e.,
simulating the target response to the laser prepulse) into 2D PIC, where simulation of the
main pulse interaction with the preplasma target has been performed. The relevant theory of
laser-driven ion acceleration, laser plasmas, laser parameters, magnetic field features as well as
numerical Particle-in-cell simulations are included. Moreover, the discussion of experimental
feasibility and various foreseen applications of laser-driven ion beams is provided.
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Introduction

The idea of accelerating protons and ions by a coherent light has gained a huge interest since
high-intensity pulsed lasers were developed and ever since continuously attracts attention,
because of its implications in basic research. Scientists investigate the interaction of rela-
tivistic laser pulses with matter, which produce extremely high electric and magnetic fields
in plasmas resulting in the acceleration of particles on very compact scales. The same laser
system may produce not only protons, heavier ions and electrons, but also other radiation
such as X-rays, γ-rays or neutrons, which implies an extreme versatility of laser driven sources
and their employment in societal applications. Generally, implementing laser-accelerated ion
beams opens new possibilities and leads to foreseen applications, for instance, in medicine
(e.g. hadrontherapy, proton-boron capture therapy), astrophysics, fast ignition of Inertial
Confinement Fusion (ICF) targets, laser triggering and control of nuclear reactions, produc-
tion and probing of warm dense matter, material science [1], [2], or non-destructive methods
applied in heritage testing [3], [4], [5] and possibly also in botanical, environmental or forensic
sciences. With the continuous development of laser technologies, facilities delivering femtosec-
ond pulses of ultra-high peak power of several PWs are being commissioned or are already
operational, such as ELI Beamlines in the Czech Republic, part of the Extreme Light Infras-
tructure project. Similar laser installations will enable the acceleration of ions to energy levels
of several hundreds MeV per nucleon [6], possibly leading to many appealing applications with
a high socio-economic impact.
Since various applications generally require different beam parameters, the control and the
adjustment of beam features are fundamental in order to, for example, achieve particular max-
imum energy, improve spatial uniformity and homogeneity of the produced beam, decrease
its divergence, make the spectrum monoenergetic-like or increase the number of particles
per bunch, i.e., the total charge. Therefore, various improvements may be optimal for each
specific application even though the remaining parameters indicate worse values. Of course,
experimental shot-to-shot stability, reproducibility and a precise characterization of the pro-
duced particle beam are essential.
This thesis aims for an innovative design of overdense targets, which would lead to the im-
provement of ion beams accelerated from the interaction with ultra-intense, femtosecond laser
pulses with PW power. Specifically, the efforts are primarily focused on the reduction of angu-
lar spread and on the improvement of spatial uniformity of the protons without any significant
lowering of maximum energies, or other important parameters.
Generally, the dissertation is divided into five numbered chapters containing the theory of
laser-driven ion acceleration, related plasmas and laser phenomena, a numerical description
of the method, i.e., Particle-in-cell simulations, a brief introduction into possible applications
and, of course, the largest part, which refers to performed simulations of advanced targets,
achieved results and a discussion about the manufacturability of such targets and possible
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Figure 1: Artistic visualization of laser-driven proton acceleration from a flat plastic target
using L3 HAPLS laser parameters [7], [8] (ELI Beamlines). Because the energetic spectrum
of accelerated protons is broad, various proton energies are depicted by different colors; the
warmer the color, the higher the energy. Data originates from Particle-in-cell simulation of
the author; visualization created by Mariana Kecová.

utilization in experiments.
In particular, the first chapter summarizes the theoretical background related to the physics
of laser-driven ion acceleration, mainly, to accelerating mechanisms and the role of hot elec-
tron population. The list of discussed accelerating scenarios includes regimes relevant for high
laser intensities, i.e., ≈ 1018−1023 W/cm2, which are suitable, but not restricted to, femtosec-
ond laser pulses being employed in the following simulations reported in the practical part 4.
Particularly, Target Normal Sheath Acceleration, Radiation Pressure Acceleration (including
both Light Sail and Hole Boring scenarios), Break-Out Afterburner, Magnetic Vortex Ac-
celeration, Collisionless Shock Acceleration and (Direct) Coulomb Explosion mechanisms are
discussed. In the majority of these regimes, the hot electron population plays a significant
role, which is the reason why the explanation of both electron heating mechanisms at the
critical surface and their transport and recirculation through the target is provided in sub-
chapter 1.3. Furthermore, the overview of often used terms (e.g. relativistic transparency,
ponderomotive force) and basic definitions of various plasma parameters are provided at the
beginning of the chapter in order to prevent any confusion, which may arise from the text
when the terms are not properly understood.

3



The second chapter presents the additional phenomena which is important in order to support
and to explain particular results obtained from Particle-in-cell simulations. Physics related
to the laser pulse itself and to the magnetic field generation is also provided. The former
topic includes a description of a realistic laser pulse profile causing the generation of a pre-
plasma, especially on the target front side, and of consequent relativistic self-focusing of the
laser pulse in such an ionized expanded material. Furthermore, the expected preplasma im-
pacts on laser-driven ion beam parameters are discussed. The latter part deals with magnetic
field generation in laser-plasmas and with the characterization of multipole magnetic field,
typically produced by complex (permanent or electro-) magnets being used, for instance, in
accelerator beamlines. In fact, this section is provided in order to demonstrate strong sim-
ilarities with magnetic field formation which has been observed in presented simulations of
laser-driven ion acceleration reported in chapter 4.
The third chapter refers to the simulation method of Particle-in-cell (PIC), being a main
tool for studied phenomena. Besides a standard description of numerical approach, partic-
ular computational steps, advantages and possible instabilities, also a guide to estimate the
requested number of cluster nodes is provided. Eventually, the subchapter presenting a topic
of a joint simulation between PIC and Magnetohydrodynamic (MHD) codes, which has been
employed for the investigation of effects of a laser prepulse on ion beam parameters, is intro-
duced.
The most extensive fourth chapter presents the results of 2D and 3D PIC simulations per-
formed in EPOCH code [9]. The analysis was done in Matlab, unless explicitly stated
otherwise. A primarily presented parametric 2D study implements advanced plastic target
designs consisting of a flat or a curved foil and of various channels attached to their rear sides.
These targets have been compared to a single flat foil from the point of view of various param-
eter improvements in the produced ion beam. As a result, a significant divergence reduction
accompanied with no major energy or particle number lowering has been demonstrated for
the straight channel target which was also consequently simulated in 3D. Three dimensional
geometry allows a deep investigation of the favorable establishment of an electromagnetic
(EM) field inside the guiding cylinder in comparison with the reference flat foil. In particular,
the differences between generated fields are affected by variations in electron motion. More-
over, the magnetic field shows evident similarities to multipole magnets and contributes to
both divergence lowering and improving spatial uniformity of the particle beam. This phe-
nomenon was described in laser-target interaction for the first time according to the author’s
best knowledge. The effect was studied with dependence on particle energy and the process
of acceleration has been investigated from multiple perspectives. In particular, the following
interesting features have been, for example, explored: (i) electric and magnetic field inver-
sions, (ii) the influence of the direction of linear laser polarization and (iii) the effect of the
shape of electric sheath field in transverse direction on particle beam parameters. Finally, in
order to investigate the effect of a realistic laser pulse, the optimal channel target design with
a preplasma on its front side has been simulated in 2D PIC. The preplasma density input was
taken from the output of 2D MHD simulation performing the target interaction with a laser
prepulse. Therefore, the important comparison between an ideal and a realistic laser contrast
ratios is provided. The chapter ends with the discussion on manufacturing possibilities of
suggested target designs and on possible effects of implementing different laser parameters
than those, which have been used for the study presented here.
The fifth chapter provides a short insight into future applications of improved laser-driven ion
beams. Particularly, three applications, in which the author of this thesis has been partially
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involved in, are discussed deeper: Laser-driven hadrontherapy, Proton pulsed radiolysis of
water and Non-destructive heritage testing.
The thesis ends with a brief Summary of the main results and Conclusions, Bibliography
section and a List of author’s publications and granted projects.
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Chapter 1

Theoretical background of laser ion
acceleration

Over the past years, various mechanisms of laser-driven particle acceleration have been studied
theoretically, numerically and experimentally. In order to provide optimal interaction con-
ditions of a specific regime, parameters of both laser pulses and targets (i.e., their shape &
material) are being improved correspondingly. With the recent advent of short pulse petawatt
class lasers and ultra-high field intensities, it is foreseen that many of theoretical/numerical
predictions would be confirmed also experimentally. Specifically, a 10 PW peaked-power laser
system ATON (10 PW, 150 fs, 1.5 kJ, 1 shot per minute) [10] is currently under commissioning
at ELI Beamlines. Nevertheless, the most important lasers for the scope of this dissertation
are 1 PW, short pulse, high repetition rate systems such as HAPLS (30 fs, 30 J, 10 Hz) [7],
[8] at ELI Beamlines, GEMINI laser (15 J, 30 fs,) at RAL, VEGA-3 (30 fs, 30 J, 1 Hz) at
CLPU or J-KAREN-P (30 fs, 30 J, 0.1 Hz) [11] at QST and others.

1.1 Overview of the most important terms and plasma param-
eters

The aim of this work is to study and deeply understand the processes present during laser-
plasma interaction leading to ion acceleration.
Firstly, we should know the basic physical background of plasma, which is a quasi-neutral
system of charged or neutral particles which are coupled together by their electric and mag-
netic fields and show collective behavior. Below a brief table of the most common plasma
parameters and terms 1.1.1 – 1.1.9 is presented. Additional subchapters covering, for ex-
ample, Relativistic Transparency or Ponderomotive force will follow. For a more detailed
description, derivation or deeper understanding readers may see [12], [13], [14], [15], [16], [17].

1.1.1 Quasineutrality

If the total charge in a small volume (e.g., in the sphere of the radius at least one Debye
length λDe (1.2)) is much lower than both the total charges of all ions or of all electrons, then
we call this system quasineutral. This condition has more equivalents (for instance, ne ≈ Zni,
∆n � ne, ∆n � ni, L � λDe, ...), which will be discussed in the following text. In fact,
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Variable or term Notation Formula Note
Quasineutrality – ne ≈ Zni

τ � ω−1
pe

Debye length λDe λDe =
√

ε0kbTe

nee2

Plasma parameter ND ND = 4π
3 λ

3
Dene ideal plasma: ND � 1

Plasma scale length L decay formula for quasineutrality
a specific parameter conservation:

e.g. ne(r) = n0 exp(−r/L) L� λDe

Electron plasma ωpe ωpe =
√

e2ne
ε0me

often ωp notation is used,
frequency i.e., ωp ≡ ωpe

Ion plasma frequency ωpi ωpi =
√

Zme
mi

ωpe

Critical density nc nc = ε0me
e2 ω2 ωp = ω

Collision frequency ν νei ' Z2e4ni lnΛ
m2

ev
3
e

assumption:
νee = νei/Z ve � vTe

Thermal velocity vTe vTe =
√

kBTe
me

of electron
Collective behavior – ωpe > νc

Skin depth ls ls = c
ωp

(
1− ω2

ω2
p

cos2 θ
)−1/2

ls ≈ c
ωp

for ne
nc
� 1

Dimensionless laser a0 a0 = eE/mecω
amplitude

Table 1.1: Plasma parameters and terms; e – electron charge, Z – ion charge state, ne/ ni
– electron/ion density, n0 – initial electron density, ε0 – vacuum permittivity, me/mi – mass
of electron/ ion, τ – characteristic time, ω – laser frequency, E – laser electric field, kb –
Boltzmann constant, c – speed of light, ν – collision frequency (νee electron-electron and νei
electron-ion), Te – electron temperature, ve – electron speed, lnΛ – Coulomb logarithm, θ –
laser angle of incidence.

quasineutrality is not assumed for very fast phenomena, where charges are separated only
for a very short moment and the situation changes quickly. Therefore, if the assumption of
quasineutrality is needed, the plasma characteristic time τ has to be much larger than the
laser period, i.e., τ � ω−1

pe , where ωpe is the electron plasma frequency (1.7).

1.1.2 Debye length

Debye length is the scale over which mobile charge carriers screen out the external electric
fields in plasmas and other conductors. In other words, it is the length over which the field
contribution of a single charge is shielded by the surrounding electrons [18] or equivalently,
the length over which the electric potential ϕ(r) decreases in magnitude by 1/e [13].
Charges can be spontaneously separated only at a distance allowed by their thermal energy,
i.e., the distance, where all the heat energy changes into the potential one. Taking ∆ as the
thickness of electron layer moving from ion background, the potential energy of an electron
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is equal to its thermal energy, when it moves over a single ∆ [16], [17]:

Upot = −eE∆ = e2ne∆2

ε0
= kBTe, (1.1)

then, the electron Debye length λDe is given by:

λDe ≡ ∆ =
√
ε0kbTe
nee2 , ϕ(r) = Ze

r
exp( −r

λDe
), (1.2)

where e, ne, Te are the electron charge, density and temperature, respectively; Z is the charge
number, ε0 denotes vacuum permittivity and kb is Boltzmann constant. Although Debye
length can be defined for ion component as well, the mobility of ions is usually negligible
compared to the process’s timescale, therefore this part is often neglected.
The so-called Debye sphere is the sphere having a diameter equal to Debye length. The
number of particles ND confined inside this volume is important, for example, in order to
decide whether the plasma is ideal (i.e., ND � 1) or not:

ND = 4π
3 λ3

Dene. (1.3)

1.1.3 Plasma scale length

Scale lengths are generally distances over which a quantity of a specific parameter decreases
by a factor of e (Euler’s number). Plasma scale lengths, usually noted only as L, are defined in
correspondence to various plasma parameters (e.g. density, electric potential, temperature).
For example, plasma density scale length L (the word density is usually omitted) is defined
with decay formula [19], [20], for example:

n(r) = n0 exp(−r/L), (1.4)

where n is distance-varying density and n0 is the constant, for instance, in the case of pre-
plasma, the initial density of homogeneous non-expanded target. In fact, the density plasma
scale length can be defined also as the length over which the density deviations between elec-
tron and ion components ∆n = |ne − ni| are acceptable in terms of overall quasineutrality:

∆n
n
≈
(
λDe
L

)2
. (1.5)

The condition of quasineutrality may be formulated as ∆n � ne or as ∆n � ni (i.e.,
ne ≈ Zni), hence, according to (1.5), it is equivalent to L � λDe. In other words, plasma
quasineutrality is defined only on a much larger scale than Debye length λDe. That is also
one of the plasma scale lengths, but related to electric potential. If we treat plasma on a
smaller scale than λDe, we may find deviations from neutrality increasing with the decreasing
scale [21].
Plasma scale length is often defined also as a ratio between the value and its gradient, for
instance, Lne = ne/|∇ne| or LTe = Te/|∇Te| in the case of electron density or temperature,
respectively [12].
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1.1.4 Plasma frequency

Electron plasma frequency ωpe could be derived from the equation of electron motion and
from the differential equation for linear harmonic oscillator [16]:

v = d∆
dt ⇒ me

dv
dt = −eE = −e σ

ε0
= −e

2ne∆
ε0

⇒ d2∆
dt2 + e2ne

ε0me
∆ = 0, (1.6)

ωpe =
√
e2ne
ε0me

, (1.7)

where ne, me are the electron density and mass, respectively, and σ is the charge per unit
area bounded with electric field E in plasma as E = σ/ε0, where ε0 is vacuum permittivity.
Ion plasma frequency ωpi is defined analogically:

ωpi =
√
niZ2e2

miε0
=
√
Zme

mi
ωpe, (1.8)

where Z is the ion charge state and mi, ni are the ion mass and density, respectively.

1.1.5 Critical Density

In order to distinguish opaque and transparent plasma regions for the incident laser light,
the relation between the angular frequency ω of the interacting laser pulse and the plasma
frequency ωp of the target is crucial. The so-called critical density nc denotes the boundary
between underdense and overdense plasma for the given laser parameters and it can be derived
from the equality between ω and ωp:

ω = ωp ⇒ ω2 = e2nc
ε0me

,

nc = ε0me

e2 ω2 = (2π)2ε0mec
2

λ2e2 . (1.9)

In other words, the value of critical density nc differs depending on the laser wavelength λ.
Electromagnetic (EM) waves with frequency higher than plasma frequency ωp interact with un-
derdense plasmas conductively in contrast to EM waves with frequency lower than ωp which
assign dielectric behavior with overdense plasmas (the inertia of electrons retards their re-
sponse). As a result, the underdense plasma is rather transparent to the radiation [17], [18].

1.1.6 Collision frequency

When the plasma temperature is not relativistic, the thermal equilibrium is ensured mainly
by particle collisions. Therefore, it is useful to introduce the collision frequencies which are
expressed by the rate of the momentum transfer between particles. Assuming the scattering
at small angles (i.e., lower than 90◦) and that the electron velocity is higher than the thermal
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velocity, i.e., ve � vTe, the relations for electron-ion νei and electron-electron νee collision
frequencies are following [12], [18]:

νei '
Z2e4ni lnΛ
m2
ev

3
e

, (1.10)

νee = νei/Z, (1.11)

where ve, me is the electron velocity and mass, Z is the charge state of ions, lnΛ (where
Λ ∝ ND) is Coulomb logarithm and ni is the ion density. For example, the typical values
of dimensionless Coulomb logarithm for laser plasmas (femtosecond interactions) ranging
between 1− 10 [22], [23]. In the case of very fast particles, the collision frequency (generally
noted as ν) decreases rapidly with the increasing electron velocity as:

ν ∼ v−3
e , (1.12)

therefore, in the means of electron temperature Te:

ν ∼ T−2/3
e . (1.13)

Hence, for the relativistic-speed particles we can work under the approximation of collisionless
plasma as in the case of the simulations presented within this work.

1.1.7 Macroscopic parameters, Maxwell distribution function

Plasma is usually described by macroscopic parameters (typically electron and ion densities
ne, ni and their temperatures Te, Ti, respectively) which can be specified in thermodynamic
equilibrium only. In fact, the particle temperature can be defined via the Maxwellian distri-
bution function in kinetic energy f(εkin) [18]:

f(εkin) = 2√
π(kBT )3/2

√
εkinexp

(
− εkin
kBT

)
, (1.14)

where T may be the temperature of electrons or ions and εkin their kinetic energy, which
can be also expressed by equipartition theorem. Therefore, the relation, e.g., for the mean
thermal velocity vTe of electrons moving in one direction only is:

εkin = 1
2mev

2
Te = 1

2kbTe ⇒ vTe =
√
kBTe
me

, (1.15)

where kB is Boltzmann constant and me is the electron mass.

1.1.8 Collective behavior

Each plasma particle interacts with a large number of other particles in contrast to a neutral
gas. To clarify, particles in a neutral gas can interact only in terms of binary collisions with
the typical distance r−6 (Van der Waals force). On the other hand plasma particles feel the
long-range Coulomb field on typical distance r−2 which results in a much higher number of
interaction events. Therefore, plasmas show a simultaneous response of many particles to
an external stimulus. The term collective behavior denotes the interaction of a particle by
macroscopic electromagnetic fields (i.e., long-range fields) rather than by microscopic ones
(i.e., short-term fields, such as in a binary collision). A collective action is then characterized
by the electron plasma frequency ωpe which is stronger than the binary operation characterized
by the collision frequency νc, i.e., ωpe > νc [16], [17], [24].
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1.1.9 Skin depth

The decay length of EM fields in the overdense plasma region is called collisionless skin depth
and it is defined as [12]:

ls = c

ωp

(
1− ω2

ω2
p

cos2 θ

)−1/2

, (1.16)

ls ≈
c

ωp
for ne

nc
� 1, (1.17)

where ω is the laser frequency, c is the speed of light and θ is the angle of incidence of the
laser light; the rest of variables has been already defined elsewhere.

1.1.10 Dimensionless laser amplitude

Dimensionless laser amplitude a0 is the parameter which is often given in laser-plasma physics
instead of the intensity in order to characterize the laser pulse:

a0 = eE

mecω
, (1.18)

where e,me, c are the elemental charge, the electron mass, the speed of light and E,ω are
the laser electric field and the laser frequency, respectively. Moreover, dimensionless laser
amplitude is bounded with the intensity of the laser pulse I by following relation, which
varies depending on the laser polarization [25], [26]:

I = 1.37 · κ ·
(

a0
λ[µm]

)2
· 1018 [W/cm2], (1.19)

where κ is the parameters distinguishing between linear (κ = 1) and circular (κ = 2) polar-
ization of the laser wave.

1.1.11 Relativistic Transparency (RT)

When a laser pulse interacts with an overdense target, the light is initially reflected from the
plasma surface, because the electron plasma density ne is higher than the critical density nc,
i.e., ne > nc. Nevertheless, the interaction continues and electrons are accelerated in a laser
wave nearly to the speed of light, which leads to the relativistic increase of their rest mass me0
by Lorentz factor γ, i.e., me = γme0 = 1√

1−v2/c2me0. Lorentz factor can be evaluated also

in terms of the laser pulse equivalently. Specifically, for linear polarization γL =
√

1 + a2
0/2

and γC =
√

1 + a2
0 for circular polarization [18]. Therefore, the effective electron density is

changed correspondingly to the value ne/γ and the plasma refractive index η is corrected
to the value η =

√
1− ne/(γnc). Simultaneously, the target is expanding, which further

decreases its electron density ne. As a consequence, laser pulse can penetrate deeper into the
target, i.e., up to the point where effective electron density reaches the value of ncγ. This
phenomenon is called relativistic transparency (see Fig. 1.1) and it is crucial for understanding
of accelerating mechanisms using high intensities, e.g. of Break-Out Afterburner regime. In
fact, RT is the phenomenon which allows the laser pulse propagate through otherwise opaque
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Figure 1.1: Schematic representation of Relativistic transparency phenomenon during the
laser-target interaction [28].

overdense plasma [27].
As a demonstrating example of RT dynamics, the evolution of normalized plasma density
(ne/(γnc)) and heating of electrons during the interaction (represented by Lorentz factor
γ) is shown in Fig. 1.2. The results comes from the 2D PIC simulation of the interaction
of 200 TW laser pulse having intensity I = 2 · 1020 W/cm2 and the FWHM duration of
650 fs (corresponding to TRIDENT laser system at Los Alamos National Laboratory) with
a 100 nm thin carbon foil. There are two important lines in the figure which characterize
induced RT during the interaction with the laser pulse. Firstly, the effective normalized
plasma density (ne/γnc; light blue curve), and secondly, its Lorentz gamma factor (γ; green
curve). Classically underdense plasma meets the condition ne/nc < 1 (i.e., corresponding
to γ · ne/γnc < 1 in the figure), whilst classically overdense plasma fulfills ne/nc > 1 (i.e.,
corresponding to γ · ne/γnc > 1 in the figure). Taking the relativistic effects into account,
the conditions for induced RT are:(

γ · ne
γnc

> 1
)

∧
(
ne
γnc
≈ 1 ∨ ne

γnc
< 1

)
, (1.20)

which corresponds to the interval 〈t1, t2〉 in Fig. 1.2 (ne/nc = 1 at both t1 and t2). The
interval 〈0, t0〉 stands for classically overdense plasma and the interval 〈t2,∞〉 for classically
underdense. At the time t0, only the first slab of the target becomes relativistically transpar-
ent. In fact, the process of RT takes just a tenth of a picosecond and its dynamics is studied
in [27] both experimentally and numerically.
The commonly presented field-amplitude threshold ahomoth of RT is derived from a traveling-
wave approach and it is valid for homogeneous plasma only [29], [30]:

ahomoth =
√
n2
ω − 1, (1.21)

where nω is a critical parameter defined as nω = ω2
p/ω

2 = ne/nc.
Nevertheless, it was shown that if the plasma is non-uniform, the threshold of relativistic
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Figure 1.2: Evolution of plasma density and Lorentz gamma factor leading to Relativistic
transparency phenomenon. The peak value of the on-axis effective normalized plasma density
(ne/γnc; light blue curve), and its Lorentz gamma factor (γ; green curve) taken from 2D
PIC simulations (represented by dots) for the Trident-like laser pulse (black dashed line)
interacting with a 100 nm thin carbon foil, [27].

induced transparency by circularly polarized laser pulses is essentially modified due to the
ponderomotive force acting on electrons. In fact, PF pushes the electrons further into the
plasma which steepens the electron density profile resulting in the shorter laser penetration
distance and correspondingly higher threshold ath [31]:

ath = 1
2

[2
3(1 + a2

d)(2a2
d − nω)− a4

d

]1/2
, a2

th '
27
64n

4
ω, (1.22)

where ad is the field amplitude at the point where the electron density vanishes. For instance,
in the case of the plasma having nω = 10, the threshold of the laser penetration is more
than forty times higher than that defined for homogeneous plasma [31]; see Fig. 1.3 where
the comparison of the RT threshold amplitudes for homogeneous and non-uniform plasma as
functions of the critical parameter nω are shown.

Figure 1.3: Maximum incident amplitude as a function of the critical parameter n0 ≡ nω =
ω2
p/ω

2 = ne/nc. The continuous line represents the threshold relevant for non-uniform plasma
ath (the relation (1.22)), whilst the dashed line for homogeneous plasma ahomoth (the relation
(1.21)) [27].
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1.1.12 Ponderomotive force (PF)

The so-called Ponderomotive force (PF) is a low-frequency non-linear force that acts on
charged particles in a non-homogeneous high-frequency EM field. This force is involved in a
number of physical phenomena bounded with laser-driven proton/ion acceleration [13]:

• momentum transfer to the target [32], [33], [34],

• self-focusing and filamentation [35],

• changes of plasma density profiles, e.g. formation of solitons and cavitons [36], [37],
[38],

• magnetic field generation [39], [40], [41], [42], see the section Magnetic field generation,
mainly parts 2.3.1.2 and 2.3.2.1,

• parametric instabilities [43],

• second-harmonic (HHG) generation [44] and others.

The ponderomotive force is related to the gradient of the radiation pressure PL of an inter-
acting laser pulse with plasma. If the plasma is homogeneous, the value of PL is dependent
on the irradiance IL and on the laser reflection R from the sharp boundary of the target [13]:

PL = IL
c

(1 +R). (1.23)

In the case of inhomogeneous plasma, the situation is not such simple and the detailed knowl-
edge of the electromagnetic fields is needed in order to calculate the radiation pressure prop-
erly.
Ponderomotive force can be derived for a single particle in EM field [13]. Let’s assume
that the field is monochromatic and that the plasma has magnetic permeability µ = 1, i.e.,
~B = µ ~H = ~H. Then, with the use of Maxwell’s equations (in c.g.s units), ~E and ~B fields
satisfy:

~E(~r, t) = ~Es(~r) cosωt, (1.24)
~B(~r, t) = ~Bs(~r) sinωt = − c

ω
∇× ~Es(~r) sinωt. (1.25)

The electrons are moving in EM field according to Lorentz equation:

F = me
d~v
dt = −e

(
~Es cosωt+ ~v

c
× ~Bs sinωt

)
. (1.26)

In the case of a non-relativistic electron, the magnetic term in (1.26) is smaller than the
electric term and thus it can be neglected in the first order solution (~v = ~v1, ~r = ~r1). The
electron oscillates in the direction of the vector ~Es with velocity ~v1 according to the following
equation:

me
d~v1
dt + e ~Es(~r0) cosωt = 0, (1.27)

~v1 = d~r1
dt → ~v1 = −e

~Es(~r0) sinωt
meω

, ~r1 = e ~Es(~r0) cosωt
meω

. (1.28)
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Since the ponderomotive force is non-linear, the second order solution, including the pertur-
bations, is needed:

~v = ~v1 + ~v2, ~Es = ~Es(~r0) + (~r1 · ∇) ~Es(~r = ~r0), ~Bs = ~Bs(~r0). (1.29)

Substituting these second order variables (1.29) into the equation of motion (1.26):

me
d(~v1 + ~v2)

dt = −e
(
~Es(~r0) cosωt+ (~r1 · ∇) ~Es(~r0) cosωt+ ~v1 + ~v2

c
× ~Bs(~r0) sinωt

)
.(1.30)

Taking d~v1
dt from (1.27) and neglecting all members having a higher order than the second,

the following relation for the non-linear force is valid:

me
d~v2
dt = −e

[
(~r1 · ∇) ~Es(~r0) cosωt+ ~v1 × ~Bs(~r0) sinωt

c

]
. (1.31)

By substituting ~r1, ~v1 from (1.27) and ~Bs(~r0) sinωt from (1.24) into (1.31) and averaging this
equation over time (〈sin2 ωt〉t = 〈cos2 ωt〉t = 1/2, 〈sinωt cosωt〉t = 0), we get the relation for
Ponderomotive force (PF):

me
d~v2
dt = −e

[(
e ~Es(~r0) cosωt

meω2 · ∇
)
~Es(~r0) cosωt+ e ~Es(~r0) sinωt

meωc
×
(
c

ω
∇× ~Es(~r0) sinωt

)]
,

me

〈
d~v2
dt

〉
t

= −e
[(

e〈cos2 ωt〉t
meω2

~Es(~r0) · ∇
)
~Es(~r0) + e〈sin2 ωt〉t

meω2
~Es(~r0)×

(
∇× ~Es(~r0)

)]
,

me

〈
d~v2
dt

〉
t

= − e2

2meω2

[
( ~Es(~r0) · ∇) ~Es(~r0) + ~Es(~r0)×

(
∇× ~Es(~r0)

)]
. (1.32)

As simply visible in (1.32), ponderomotive force can be defined as the sum of two forces. The
first term on the right hand side corresponds to the force which results in electron movement
along a linear trajectory, whereas the second term corresponds to a general ~E× ~B force which
distorting the ideal linear motion [13].
Moreover, if we use the vector identity [15]:

~Es × (∇× ~Es) = 1
2∇

~E2
s − ( ~Es · ∇) ~Es, (1.33)

the relation for PF becomes simple:

Fpf = me

〈
d~v2
dt

〉
= − e2

4meω2∇ ~E
2
s . (1.34)

The relation (1.34) demonstrates that PF is a potential force, i.e., that the energy of oscil-
lating charged particles in the high-frequency field is given by their positions. Such energy
is therefore a potential energy U and there is a force Fpf = −∇U , so-called ponderomotive,
which pushes charged particles from the stronger field to the weaker one. From the point
of view of laser-target interaction during laser-driven ion acceleration, PF has the inward
direction and tends to push and to pile up electrons inside the plasma and thus steepens
the density profile. Consequently, PF creates a charge separation layer which results in an
electrostatic field acting on ions and accelerating them [13].
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1.2 Laser-driven ion acceleration mechanisms
Protons and ions can be accelerated by the laser radiation as a consequence of various physical
phenomena and from diverse regions of the target. Since laser-driven ion acceleration is
mostly the result of generated intense longitudinal electric field, the acceleration scenarios
can be sorted by the origin of this field. In the majority of current laser systems, the laser
radiation usually affects protons and ions indirectly, i.e., due to the charge separation caused
by the motion of directly-affected electrons. Nevertheless, if the laser pulse is sufficiently
intense (i.e., exceeding 1021 W/cm2 [45]), the field can accelerates protons and ions directly.
The effectiveness of conversion efficiency from the energy of light to the energy of particles
depends, among others, also on the target itself (e.g., its material, density, shape..) or more
generally speaking on the relation between the laser pulse and the target. In other words,
it is crucial if the target is transparent or opaque for the specific laser light or similarly, if
particles undergo sheath or volumetric acceleration and how efficient it is, see Fig. 1.4.
In principle, a several acceleration mechanisms have been already investigated and properly
described. The basic ones [46] reported in this work are: Target Normal Sheath Acceleration
(TNSA), Radiation Pressure Acceleration (RPA) (including Light Sail regime (LS) for thin
targets and Hole Boring (HB) mechanism for thick targets), Coulomb Explosion (CE) &
Direct Coulomb Explosion (DCE) and Magnetic Vortex Acceleration (MVA). Additionally,
some other mechanisms, which can be perceived as the combination of the previous basic ones
or the enhancement of them, are introduced – namely Break-Out-Afterburner (BOA) and
Collisionless Shock Acceleration (CSA), [47]. In fact, a combination of multiple acceleration
mechanisms can be observed in real experiments [48], because the actual parameters never
precisely meet the requirements of only one scenario.

Figure 1.4: The schematic occurrence of the laser-driven ion acceleration mechanisms de-
pending on the relation between the laser pulse intensity and the electron density of the used
target [28].
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1.2.1 Target Normal Sheath Acceleration (TNSA)

Target Normal Sheath Acceleration (TNSA) is the laser-driven scenario accelerating protons
and heavier ions from the rear side of the solid target due to the longitudinal electric sheath
field. This field originates from a charge separation induced by the hot electron generation
heated by the laser light on the target front side, see Fig. 1.6. Thus, TNSA mechanism is
initialized by an ultraintense laser pulse interacting with a solid target of various properties
[49]. The process of acceleration depends on various parameters, mainly on the laser pulse
itself (i.e., the electric field amplitude, the pulse duration, the energy on target, etc.) or on
the target features (i.e., the material and electron density/ density profile of the target, its
shape and dimensions, etc.).

Electron transport through the target
In fact, there are no laser systems capable to accelerate ions directly. Consequently, TNSA
relies on the electron component and on the electric field resulting from charge separation.
In fact, the laser radiation is efficiently converted to a kinetic energy of relativistic collision-
less hot electrons population which is extremely important for ion acceleration. The electron
temperature is scaled with laser intensity and the order of this scaling depends on Electron
temperature scaling models described later in the section 1.3.2. For example, often used
ponderomotive scaling of electrons predicts a logarithmic-slope temperature that is roughly
equal to the ponderomotive potential of the laser pulse [50]. Hot electrons are moving nearly
without collisions through the target material due to their high velocity and they are compen-
sated by a cold electron return current. In the case of metal targets, these current consists
of free material electrons, whereas in the case of insulator targets, mainly from electrons
originating from thermal or field (i.e., collisional and optical) ionization. Therefore, usually
two-temperature electron distribution is used in TNSA models [50].
During the laser-target interaction, hot electrons are generated in the area of the laser inci-
dence, having the dimension comparable to the size of the laser focus. When the laser pulse
impinges the critical surface, it pushes the target inwards resulting in the steepening of an
electron density profile. Furthermore, the motion of ablated plasma causes a shockwave mov-
ing into the foil, which leads to ionization and consequently to a modification of the initial
electrical conductivity. If the target is thin enough to be fully ionized by the laser pulse or even
by a pedestal of amplified spontaneous emission (ASE) or a laser prepulse, the hot electrons
can move inside/circulate the target without collisions. If the target is thick and consequently
not fully ionized, the binary collisions with particles of material are no longer negligible, when
the hot electrons penetrate into a cold solid region. Either way, these electrons are trans-
ported to the rear side of the target eventually where they form a dense charge-separation
sheath. A toroidal magnetic field Bθ is generated by outflowing electrons. This field is the
originator of a kinematic force E ×Bθ which spreads the electrons into a fountain (so-called
fountain effect [51]); see Fig. 1.5. As soon as electrons reach the rear side of the target and
pass the target-vacuum boundary, they can be attracted back by the strong electric field and
they can recirculate the target repeatedly [52]. In fact, the most energetic ones escape, but
the majority of them returns towards the target (because of (de)acceleration by electrostatic
force) or even reaches the target front side. More about hot electrons and electron heating
mechanisms could be found below and in Electron heating/accelerating mechanisms at the
critical surface.
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Figure 1.5: Schematic figure showing laser-generated hot (fast) electrons transport; [52]

Ion acceleration by longitudinal electric sheath field & scaling
The electrons at the target rear side cause an unbalance in charge resulting in a strong elec-
trostatic potential, (i.e., a charge-separation over a Debye length) which consequently leads
to the acceleration of heavier protons and ions. In other words, a double layer of positive
(ions) and negative (electrons) charges is generated at the target rear side, which leads to an
electrostatic field having the magnitude of several teravolts per meter [50], [52]. The direction
of the accelerated ions trajectory is typically normal to the initially unperturbed target rear
surface (i.e., the forward acceleration follows the direction of the electric field). Therefore, the
ion trajectories crucially depend on the local shape of the rear surface and on the electric field
spatial distribution driven by the time-dependent electron density [52]. The accelerated ions
are leaving the target together with co-moving electrons forming a quasineutral plasma cloud.
Because the plasma density in the volume drops dramatically after the detachment from the
target and the temperature stays high, recombination effects are negligible for propagation
lengths in the range of several meters [53].
The acceleration stage lasts approximately from hundred(s) of fs to ones of ps. In fact, the
main acceleration time period τacc is of the order of the laser pulse duration τ [50] and for
laser intensities I ≥ 3× 1019 W/cm2 scales like following [52]:

τacc = 1.3× (τ + tmin), (1.35)

where tmin is the constant equal to 60 fs, which was found to be the minimum time that the
energy transfer from the electrons to the ions takes when using ultrashort pulses [52], [54],
[55].
Maximum energy of accelerated ions strongly depends on the hot electron temperature Thot,
nevertheless, various models of hot electrons scaling are present. These models vary from
different pulse durations, relativistic or not relativistic laser intensities or even a specific
model of energy absorption, see sections Hot electrons generation and their transport and
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Electron heating/accelerating mechanisms at the critical surface. When Thot is known, the
maximum ion energy Emax scales as [52]:

Emax = 2kBThot ln2
(
τ +

√
1 + τ2

)
, τ = ωpit/

√
2e, (1.36)

where ωpi denotes ion plasma frequency. The equation is based on electrons expansion model
by Mora [56], [57], [58].
The variety of accelerated ion species depends on the material and the purity of the target.
Naturally, protons are accelerated the most easily because of their highest charge-to-mass
ratio. Thus, for an efficient acceleration of heavy ions (and not the light hydrogen contami-
nants on the foil surface) one must operate with a very pure target which could be obtained
by various techniques like target heating or laser ablation [59].

The relation between the target thickness and the laser dimensionless amplitude has been
generally studied in order to achieve ideal ratio to capture as light ions by as large pondero-
motive force as possible. Both experiments and simulations show that there is an optimal
target thickness d0 (nm range) for given laser parameters at which the energy of protons is
maximal and any further decreasing or increasing of this thickness causes only lower proton
energy [60], [61], [62], [63]. The optimal thickness d0 is related to the dimensionless normal-
ized electron areal density σ and to dimensionless laser amplitude a0; a0 ∼ σ = ne

nc

d
λ , where

ne, nc and λ are electron density, critical density nd laser wavelength, respectively. Therefore,
when investigating the efficiency of TNSA mechanism, it is beneficial to define a parameter
ξ as a dimensionless ratio between the normalized areal density σ and the normalized laser
pulse amplitude a0:

ξ = σ/a0, (1.37)
σ = ned/(ncλ), a0 = eE/(mecω), (1.38)

where d is normalized amplitude of laser electric field E and the target thickness d0 (d =
|E|/d0), ne and nc are electron and critical densities of the target and λ and ω are laser
wavelength and frequency, respectively. Naturally, three possible cases can occur [63]:

ξ � 1, ξ � 1, ξ ≈ 1.

Firstly, when ξ � 1, the laser pulse is intense enough or the target has significantly low
density to let the pulse pass though the target without proper TNSA interaction. Secondly,
when ξ � 1, the laser pulse will be reflected from the front surface of the overdense steady
target and TNSA regime occurs. In such case, the ion acceleration may be described by the
plasma expansion model for thicker targets [64]. Eventually, the optimal TNSA conditions
occur at the boundary of these two cases, because it is the fulfillment of the optimal target
thickness discussed earlier, i.e., when ξ ≈ 1, or more specifically when 0.1 < ξ < 10 [63]. In
this case, the laser pulse is both partially reflected and partially transmitted. Electrons still
feel the laser field, quiver in it and are pushed forward by the ponderomotive force.

The optimal interacting conditions are even more advantageous to be fulfilled in real exper-
iments, where the target density drops even before the main pulse comes due to the laser
prepulse when the contrast ratio is not sufficient (i.e., the ratio between the main peak in-
tensity and the femtosecond prepulse intensity). In fact, even a contrast 109, related to the
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Figure 1.6: Schematic sketch of Target Normal Sheath Acceleration (TNSA) scenario. The
example of representative laser pulse is shown on the left side: the peak intensity reaches
> 1018 W/cm2, whilst a nanosecond pedestal has typically ≈ 1012 W/cm2 [52]

intensity 1020 W/cm2, can excite a plasma resulting in the target expansion towards the main
pulse. Nevertheless, the profile of realistic laser pulse is more complex, because, among the
multiple prepulses, it contains also laser pedestal [65], see the section Realistic laser profile
including prepulse and pedestal.

1.2.2 Radiation Pressure Acceleration (RPA)

Even though a majority of laser-driven ion acceleration experiments have reported TNSA sce-
nario, Radiation Pressure Acceleration mechanism (RPA) based on the pressure of laser light
become more effective when more intense, and optimally also circularly polarized, laser pulses
are applied. In fact, a dominance of RPA mechanism for high intensities above 1023 W/cm2

were demonstrated by PIC simulations [60], [66], although the regime occurs already from
the intensity ≈ 1020−21 W/cm2 [60] as reported for thin targets also experimentally [67]. At
mid-high intensities, both RPA and TNSA mechanisms often occur simultaneously, but with
various effectiveness. Since RPA employs the radiation pressure, the acceleration takes place
at the front side of the target in contrast to TNSA, where the ions are accelerated mainly
from the back side (TNSA acceleration from the front side is possible only when the laser
contrast is extremely high).
The efforts in achieving RPA-dominated regime also at lower intensities were made. Such
attempts are based on the idea of suppressing the generation of high-energy electrons that
contribute to TNSA efficiency, but strongly reduce RPA. This can be achieved by using cir-
cularly polarized (CP) laser pulses at normal incidence, because the components of Lorenz
force, i.e., ~j × ~B force, oscillating perpendicularly to the target surface vanish (in the case of
plane wave) or are efficiently suppressed (in the case of a finite laser spot size). This leads to
the crucial reduction in the electron heating (which suppresses TNSA) whilst the electrostatic
force (created in order to balance the local radiation pressure from the laser pulse) accelerates
ions, i.e., RPA regime occurs [1], [68], [69]. Moreover, RPA mechanism has been already used
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for efficient acceleration of thin foils [68], since CP laser pulses accelerate efficiently all ions
in a skin layer [68], [69]. In this context, the term thin foils implies that the target must be
thin enough in order to bunch and accelerate all ions via several cycles, which is typically low
hundreds or tens of nm; similarly ultrathin foils (also studied recently by RPA) refers to the
target thicknesses down to ones of nm [68].
In a nutshell, RPA mechanism is based on the radiation pressure affecting the nontransparent
front target surface [1], which could even mean the whole foil if it is sufficiently thin. This
pressure, being proportional to the inverse value of the particle mass, is bounded with the
overall Ponderomotive force (PF) acting on the medium and affecting the lightest particles
more effectively. PF forces the electrons to accumulate themselves in the skin layer which
causes a charge-separation leading to the creation of the electric field accelerating the ions
eventually. Therefore, the ions are accelerated from the space-limited slab only, which is the
reason why monoenergetic features in the energy spectrum are so typical for RPA and not
for TNSA regime [68].
The maximum energy of accelerated ions strongly depends on the laser and the target pa-
rameters. Consequently, there are many means which can both enhance or limit the efficiency
of the laser light energy conversion into the energy of ions. Namely, these processes include
(i) target transparency, (ii) sub-luminal laser group velocity, (iii) transverse target expansion
and (iv) laser off-normal incidence and polarization of the pulse. A deeper explanation, an
origin, scaling laws and consequences of all these effects could be found in [46]. Here, only
relativistic transparency is briefly commented later in the section Relativistic Transparency
(RT).
The feature of Relativistic transparency of the target is a crucial parameter in RPA efficiency,
because the material should stay opaque for the laser pulse during the acceleration in order to
achieve a sufficient energy transfer from the laser light to the foil. On the other hand, opaque
foils are more often thick or/and made from heavy materials. This leads to the problems
with a higher number of ions which are irradiated within the laser focal spot which results in
the lower energy per ion. Naturally, the efforts in increasing the ion energy follow the idea
that the foil should be opaque for the radiation, but simultaneously this radiation should
affect only as low number of ions as possible. In other words, the ideal condition lies at the
boundary between the foil transparency and its opacity [46], which leads to the investigation
of Relativistic transparency phenomenon.

Radiation Pressure Acceleration regime can be sorted further into two additional sub-mechanisms
depending on the target thickness: Light sail for thin targets and Hole Boring for thick tar-
gets, see Fig. 1.7.

• Light sail (LS) mechanism for thin targets
Light sail mechanism is a sub-scenario of RPA, efficient in the case of ultrathin targets,
or more precisely, in the case of targets whose thickness is comparable to their skin
depth ls = c

ωpe
[70] (i.e., to the depth inside a plasma where electromagnetic radiation

can penetrate, typically ones or low tens of nm). When the target is sufficiently thin, all
the ions are accelerated before the end of the laser pulse. This means that a part of the
target is accelerated as a slab, thus the complete hole boring occurs. In fact, this is the
reason why the mechanism has been named after the analogy with a sailing boat, since
the longer pulse pushes in front of itself the whole foil, similarly as a wind does a sail,
and it accelerates the target as a whole. Moreover, the laser pulse has enough power
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to accelerate ions to even higher energies than in the case of thick target, because they
are not screened by a background plasma anymore. A thin target has large surface and
low mass and thus can receive a significantly higher boost from radiation pressure than
a thick target [1]. Moreover, analytical models show that LS mechanism provides high
conversion efficiency in the relativistic limit [1].

• Hole Boring (HB) mechanism for thick targets
Hole Boring mechanism is a sub-scenario of RPA, efficient in the case of thick targets in
contrast to LS. In other words, the target thickness has to be much larger than the skin
layer ls = c

ωpe
, where ion acceleration by the space-charge separation field occurs. The

pressure of the laser pulse pushes the overdense target surface inward and steepens its
density profile. The surface undergoes a parabolic deformation which allows the laser
pulse to penetrate deeper into the target. In contrast to LS regime, where the target
is thin enough that all the ions are accelerated before the end of the laser cycle, in the
case of HB regime, the pulse pushes neighboring surface layers and accelerates more
ions via repeated cycle.
The front of the imploding plasma surface moves in the laboratory frame with the so-
called hole-boring velocity vhb, which may be derived by balancing the EM momentum
(radiation pressure) with mass momentum flow in a planar geometry in the instanta-
neous rest frame (IRF) [71], [72], [73]. Therefore, the plasma that is at rest in the lab
frame now approaches the plasma surface at −vhb in the IRF. The relativistic equilib-
rium of these flows in instantaneous rest frame gives [1], [74], [68]:

2I
c

1− vhb/c
1 + vhb/c

= 2γ2
hbminiv

2
hb,

γhb = 1√
1− v2

hb
c2

vhb =
√

Π
1 +
√

Π
c, Π = I

minic3 = ncme

nimi
a2

0. (1.39)

The ponderomotive force originating from the laser pulse forces electrons to concen-
trate in the skin layer until it is balanced by the charge separation field which in turn
accelerates ions. This produces a sharp density increase at the end of the skin layer,
where hydrodynamical breaking occurs [68]. Consequently, the dense bunch of fast ions
is formed (having a relatively narrow spectrum), it penetrates into the plasma bulk and
subsequently escapes from the skin layer. The maximum ion energy is then given by
[1], [72]:

Emax = 2mic
2 Π
1 + 2

√
Π
, (1.40)

which means that the most energetic ions are moving with the velocity two times bigger
than the hole-boring velocity vhb. The factor of 2 came from a Gallilean transformation
of IRF back to the laboratory frame [74]. In other words, in the rest frame of reference,
the 1D ion momentum changes from −mvxγhb to mvxγhb, whereas in the laboratory
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frame, the ion momentum in one direction changes from zero to 2mvxγhb, see [75]. This
is the reason why in the laboratory frame the ions move with velocity equal to 2vhb:

Emax = 2mic
2 Π
1 + 2

√
Π

= 1
2mi

(
2c
√

Π
1 + 2

√
Π

)2

, → v = 2c
√

Π
1 + 2

√
Π
,

v ≈ 2c
( √

Π
1 +
√

Π + ...

)
≈ 2vhb. (1.41)

In fact, after escaping the skin layer, the ions are not accelerated anymore, since the
laser field is screened by the overdense plasma. Finally, electron quasiequlibrium is
reached again and the process repeats itself as long as the laser pulse is still present,
which is the reason why HB regime is often described as pulsed scenario in contrast to
LS. This phenomenon is confirmed by PIC simulations and it is very efficient for targets
having density above nc (i.e., tens of nc such as e.g. pure solid/liquid hydrogen) [1].
The presented Hole Boring relativistic model is not able to resolve the dynamics in the
charge separation layer. However, advanced models describing the dynamics exist [1],
[69].

      RPA – Hole Boring                             RPA – Light Sail                        Relativistic transparency 

Figure 1.7: The illustrative interaction of a laser pulse with a thick and a thin target demon-
strating differences between RPA - Hole Boring and RPA - Light sail mechanisms, respectively
[28].

1.2.3 Break-Out Afterburner (BOA)

Widely discussed laser acceleration regime based on Relativistic transparency is known as Break-
Out Afterburner (BOA) acceleration [76], [77], [78], [79].
BOA mechanism usually plays a crucial role when a relatively long (low hundreds of fs) ul-
trahigh intensity laser pulse (∼ 1020 W/cm2) interacts with an ultrathin solid target (density

23



∼ 1023 cm−3 and 100’s nm-scale). In experiments, BOA occurrence strongly requires an
ultra-high laser contrast in order to do not destroy or ionize/expand a thin target before the
main pulse arrives.
The target electrons are heated to high temperatures by the incoming laser pulse, which
drives a hydrodynamic longitudinal expansion of the target along the laser propagation axis.
As already discussed in TNSA mechanism, these energetic electrons are called hot and they
are produced in the laser field at the target front side. With becoming more and more elec-
trons hot, the electron density decreases and the electron Lorentz factor γ increases. This
phenomenon leads to already described Relativistic transparency and it allows the laser light
penetrate deeper to the classically opaque target and further enlarge the hot electron gener-
ation. In fact, BOA regime is bounded with a massive electron heating.
In the case of a thin target of an optimal thickness (as will be discussed later), the laser
field can convert nearly all electrons into hot generation and the whole target becomes rel-
ativistically transparent. This corresponds to the region ne/γnc ≥ 1 in Fig. 1.2 presented
in the Relativistic transparency section. The simulations shown in this figure have proved,
that when the target becomes relativistically transparent to the laser (denoted as time t1),
electrons are heated only at the front side of the target (that is classically underdense) and
ions are accelerated by the electric field Ex. Moreover, PIC simulations demonstrated, that
ions gain only ∼ 10% from the final kinetic energy at this stage. From the time t1 to the
time t2, a dramatic BOA acceleration of ions occurs and lasts until the target is not expanded
enough that becomes classically underdense and thus the efficiency of the laser energy transfer
into the ion energy is low. In the stage of BOA acceleration (i.e., t ∈ 〈t1, t2〉), an enhanced
volumetric heating of electrons appears and leads to the strong longitudinal electric field that
co-moves with ions, thus accelerates them more efficiently. Furthermore, due to the RT, the
acceleration field holds longer and has bigger field gradient with a longer effective acceleration
distance than those of TNSA. The ideal target density interval for BOA acceleration is thus
nc < ne < nγc , where nγc = ncγ denotes relativistic critical density, [1], [78], [80].
The earlier mentioned optimal target thickness is bounded with the target density as well
as with the laser parameters, for instance, with the laser contrast, the pulse duration, the
energy in the pulse and the focus diameter. Generally, the target should not be too thin to
experience the time t2 (the notation consistent with Fig. 1.2) before the pulse peak arrives,
because it would massively reduce the energy transfer from the light into the particles. If it
happens, the target becomes transparent too early, which leads to the unwanted expansion,
the shorter acceleration period and to the lower average intensities of the laser pulse. On the
other hand, the target should not be also too thick to experience the time t1 (the notation
consistent with Fig. 1.2) after the arrival of the pulse peak. If so, the foil becomes transparent
at the end of the pulse when the laser intensity is already low or even does not experience
RT at all. As a consequence, the optimal acceleration is reached when the peak of the laser
pulse interacts with the material between times t1 and t2. It corresponds to the optimal BOA
target thicknesses about a few skin depths (usually from tens to low hundreds of nm) [80].
A combination of PIC simulations and experimental results gave the following energy scaling
for BOA regime [80]:

Emax ≈ 5τ0.28(a0 − 1)MeV ∝ I0.5τ0.28 (1.42)

where τ is the laser pulse duration (FWHM) in units of femtoseconds, a0 is the dimensionless
laser amplitude and I is the laser intensity. The expression is valid only for relativistic laser
intensities, ideally in the interval a0 ∈ 〈1, 30〉 or at least a0 < 100 (i.e., for intensities not
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exceeding 1022 W/cm2), and for single species and a single charge. In other words, the model
does not include any physics related to multi-species targets or to ionization [80].

The physical features typical for BOA as well as crucial differences between BOA and TNSA/RPA
mechanisms help us to distinguish Break-Out Afterburner scenario from the others [78]:

• BOA is characterized by a strong increase of the maximum ion energy due to the massive
electron heating (in comparison to TNSA). This is connected, for instance, to:

– In both BOA and RPA regimes, the laser light interacts directly with the electrons
co-propagating with the ions, in contrast to TNSA scenario, where the laser field
interacts with electrons only during the limited time, when they are in a skin-depth
layer. Consequently, in the case of BOA and RPA, a collective motion of electrons
and therefore the better coupling of energy from the laser to the particles were
observed [78].

– Accelerating fields of BOA and RPA generally hold longer (nevertheless it is also
dependent on the pulse duration), have bigger field gradients and longer effective
acceleration distances than those of TNSA [78]. Therefore, we can expect higher
energies of accelerated ions by BOA or RPA in comparison to TNSA.

• In RPA and BOA, the high-Z species feel, at least, the same accelerating fields as protons
do, contrarily to TNSA where the protons shield the field from the heavier species.
Therefore, BOA and RPA scenarios are more efficient for acceleration of heavier ions
compared to TNSA (e.g., vion/vproton > 0.5 in the case of BOA).

• A diverse dynamics of the laser-target interaction during BOA leads to a fundamentally
different angular distributions of the ions compared to TNSA [81]; In the case of BOA,
the fastest ions are emitted off-axis in a plane orthogonal to the laser polarization.

• RT is crucial feature of BOA, in contrast to RPA and TNSA regimes, where the target
stays both classically and relativistically overdense.

1.2.4 Magnetic Vortex Acceleration (MVA)

Magnetic Vortex Acceleration (MVA) is the regime producing high-energy collimated ion
beams from the laser interaction with relatively thick targets (i.e., much thicker than the
laser pulse length) having near critical density. The mechanism is based on a self-generated
magnetic field at the target rear side which strongly contributes to a charge separation and
a creation of the electrostatic field. One of the main requirements, in order to reach ideal
conditions for MVA scenario, is to get nearly critical target in its density (ne ≈ nc). Therefore,
gas jet targets [82], foam targets (ne = (0.9 − 30)nc) [83], expanded targets with preplasma
or targets fabricated from various materials in order to obtain desired density profile with
favorable gradients have to be considered [1], [84], [85]. Another important thing is to use
tightly focused laser beams in order to get long and stable pulse propagation through the
plasma without filamentation.
A focused relativistically intense laser pulse interacts with near critical plasma and it forms a
channel just behind its own front – firstly in electron and then in ion densities. The electrons
are expelled in the transverse direction and, since the reaction of ions is slow because of
their higher inertia, the electrons leave the inner space of the channel filled with protons
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and ions, i.e., they leave it positive in charge. The high electron current flows along the
laser propagation axis and drags the ions behind. The ions naturally form a sharp spike
in density just behind the electrons, the laser pulse itself and behind the growing magnetic
vortex. These ions are effectively accelerated in the well-collimated filament along the channel
axis by an electrostatic sheath field E ' ∇B2/(8πene), when they reach the plasma-vacuum
interface (i.e., when they exit the self-dig channel in the plasma slab). The simulations show
that the acceleration stage lasts only less than 100 fs [84]. In fact, the accelerating electric
field comes from the rapidly varying magnetic field pressure, that pushes both electrons and
ions outside the magnetic vortex (along the vortex axis) and thus redistributes the electrons
(being much lighter and thus faster than ions) in the plasma; see typical fountain trajectories
of electrons in Fig. 1.8, [84], [85]. In fact, these electron vortices move along the channel
axis, i.e., in the direction perpendicular to the plasma density gradient. Consequently, the
generated magnetic field has hundreds of megagauss (and even ones of gigagauss inside the
channel) [84], [86]. The amplitude of magnetic field B1 inside the target can be derived from
Ampere’s law. When the magnetic vortex expands, the amplitude B1 decreases according to
Ertel’s theorem at the rear side of the target to the value B2 [84]:

B1 = −µ0en1c
2√γ/ωp1, (1.43)

B2 = B1
n1 + n2

2n1
, (1.44)

where ωp1 is plasma frequency, i.e., ωp1 =
√
n1e2/meε0, and n1, n2 (n1 > n2) denote densities

occurring in an optimal density profile of the target (see Fig. 1.9).

Figure 1.8: Schematic sketch of Magnetic Vortex Acceleration scenario based on a self-
generated magnetic field [85]

In order to reach effective MVA acceleration, the condition of the near critical density has to
be additionally strengthen by the optimal density profile of the target. Such density profile
has to show bell or gaussian-like shape, whilst the proper density gradients are crucial as
well. In fact, PIC simulations show that MVA acceleration was not observed in the case of
targets having only homogeneous density profile, even though the density was near critical
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[84]. Moreover, if the density gradient is too large, the magnetic vortex expands too fast in
lateral dimension and the magnetic field disappears very quickly at the rear side of the target.
As a consequence, the vortex has no time to form ion filament. On the other hand, if the
density gradient is too small, the vortex does not expand at all, thus any ion spike in the
density is generated. As an example, the effective MVA acceleration were observed in PIC
simulations performing the interaction with 100 TW laser pulse (30 fs, 800 nm, focal spot
1.67 µm) with a 97 µm-thick hydrogen target having an optimized density profile presented
in Fig. 1.9 [84]. The theoretical model predicting the scaling law for maximum ion energy
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Figure 1.9: Sketch of dimensions and corresponding density profile of a H-target used for
sufficient MVA acceleration studied by PIC simulation in [84]

per nucleon accelerated in MVA regime has been confirmed by the set of above described
PIC simulations (see Fig. 1.10, where the scaling is plotted as a function of the incident laser
power) and it is following [84]:
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)
, (1.45)

where Z,A me and mp are the ion charge, the ion mass number, the electron mass and the
proton mass, respectively. The normalized vector potential of the laser pulse is denoted as
aL = eAL/(mec) and due to the vortex formation it is typically higher than the normalized
vector potential of the laser pulse in vacuum a0 (aL ≈ 2.5a0, see [84]). Lorentz factor is
bounded with aL for linearly polarized laser pulse by the relation γ =

√
1 + a2

L/2. The ap-
proximations of (1.45) are valid for n1 � n2 and aL � 1. The scaling predicts approximately
5 − 10 times higher ion energies in comparison to the sheath field acceleration mechanisms
using solid targets. This means, that even 200 MeV ions are achievable with 100 TW class
lasers in MVA regime using an optimized plasma density profile [84].

27



Figure 1.10: Energy scaling for the magnetic vortex acceleration. The solid line shows the
maximum ion energy predicted by the theoretical model by (1.45), and the red circles show
PIC simulation results. The blue squares show ion acceleration experiments using solid tar-
gets, where TNSA model is applied (TNSA data taken from [54]) [84].

1.2.5 Collisionless Shock Acceleration (CSA)

The regime of Collisionless Shock Acceleration (CSA) has been studied mainly in astrophysics,
because it covers a wide range of related phenomena such as shocks around supernova rem-
nants, particle acceleration in solar wind and terrestrial bow shocks, which are formed when
the solar wind encounters the magnetosphere of the Earth [87], [88].
The limited-size spot is irradiated by a laser light which creates a large radiation pressure
gradient, similarly to already described RPA-HB mechanism. The radiation pressure gradient
evolves in a collisionless shock wave moving at the shock velocity vsho close to the hole-boring
velocity vhb (1.39) and remaining nearly the same during the propagation through the target
[1]. In other words, the shocks themselves are driven by the piston action of the radiation
pressure, but after that they can propagate independently of the laser pulse. This is the differ-
ence from RPA-HB where the front movement is driven by the laser pulse directly. Therefore,
HB-RPA lasts as long as the pulse is still present, in contrast to CSA. Generally, vsho > vhb
and the propagation of the shock can be observed ahead of the hole boring front. Conse-
quently, the CSA leads to higher ion velocity than HB [89].
In the case of strongly relativistic intensities (a0 � 1) and the assumption of vsho ' vhb, the
condition for supersonic shocks occurrence is following [1], :

√
2a0 > ne/nc. (1.46)

As a response to the charge separation driven by the shock at the front target side, an
electric field is formed. A part of plasma ions is accelerated due to the reflection from the
shock wave front under the action of the generated electric field, which is co-moving with
the wave. In the shock frame, the ions are reflected when the value of the electrostatic
potential barrier Φmax at the front side satisfies ZeΦmax > miv

2
i /2 (vi is the ion velocity

in the shock frame). Therefore, the accelerated ion component acquires in the laboratory
frame the velocity vi,sh, which is approximately two times higher than the shock one, i.e.,
vi,sh = 2vsho/(1 + v2

sho/c
2) ≈ 2vsho [1], [89], [90]. Therefore, the ions are accelerated by the

shock to the energy Emax = mic
2(γi,sh − 1) = mic

2((1 − v2
i,sh/c

2)−1/2 − 1). In the case of
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non-relativistic shock velocity and a0 � 1, the following approximation is valid [89]:

Emax ≈
2Z
3 mec

2nc
ne
a2

0. (1.47)

In fact, the ion population accelerated to the twice higher velocity than the velocity of the
shock front has been clearly tracked and separated from other ions in PIC simulations, which
is in reality the way how CSA mechanism had been predicted [71], [91]. Furthermore, the
energy spectra show narrow features which made this scenario interesting for future applica-
tions [90].
Moreover, already reflected ions can be post-accelerated by the transient sheath field at
the rear side of the target (TNSA), which produces a plateau in the ion spectrum. This
phenomenon was observed experimentally [92] and it proves the importance of the front-
contribution to the typical TNSA acceleration. The simulations reporting a combination of
CSA-TNSA regimes characterized by a high-energy tail of accelerated particles (but with
lower efficiency than pure TNSA) have been published [93], [94]. Furthermore, CSA often
occurs as the combination of CSA-HB or/and CSA-HB-TNSA because of a gradual expansion
of the target, see Fig. 1.11, where the maximum proton energies expected from the theory
and the occurence of these three acceleration mechanisms are depicted as a function of the
relativistic density ratio ne/(γnc) for a0 = 10 [89].

Figure 1.11: Maximum proton energies expected from theory as function of the relativistic
target density for a0 = 10 due to different acceleration mechanisms: Target Normal Sheath
Acceleration (TNSA) (green), Collisionless Shock Acceleration (CSA) (blue), Hole Boring
(HB) (brown). The time axis corresponds to the time delay between the heating pulse with
a0 = 0.1 initiating a hydrodynamic expansion and the second laser pulse. The maximum
proton energies in the simulations measured inside the target are compared for a cubed (black
squares) and a spherical target (red dots). The details can be found in [89].

1.2.6 Coulomb Explosion (CE) & Direct Coulomb Explosion (DCE)

Coulomb expansion (CE) regime plays an important role when the laser radiation is so intense,
that resulting Ponderomotive force expels nearly all electrons from the irradiated spot. Con-
sequently, a strong electric field inside the foil originated from a charge separation is created.
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The positively charged target is left behind and it undergoes a fast expansion, because the
resting constituents start to separate themselves from each other due to Coulomb repulsion.
The process of CE is usually associated with laser-driven acceleration from target clusters [95]
[96], [97], although the works performing multilayered targets can be found as well [98]. In
fact, the mixing of heavy and light materials when fabricating multilayered targets is usually
used [47], [98], [99], because the higher amplitudes of electric field and thus higher energies of
protons and ions can be reached with the higher values of the parameter χ = Zme/mi. The
proton acceleration time is relatively long (t ∼ 100/ωp), therefore the dynamics of ion cluster
and the evolution of the electric field are usually neglected in acceleration models [98].
The maximum ion energy of a non-neutral spherical cluster with the radius R0 and homoge-
neous ion density ni is [95]:

ECEmax = 4πZ2e2niR
3
0/3 ≈ 300Z2 ×

(
ni

5× 1022 cm−2

)1/2 ( R0
1 µm

)
MeV, (1.48)

where Z is the ion charge state.
Currently, the notation of so-called Directed Coulomb expansion (DCE) regime can be found.
In DCE, the stress is given on the fact, that the laser pulse does not only expel the electrons
from the target undergoing CE, but more importantly, the radiation pressure accelerates the
ion core as well (predominantly in the laser propagation direction), see Fig. 1.12. Therefore,
we can consider DCE mechanism as an effective combination of RPA scenario and CE effect.
Consequently, the proton energy originating from DCE scenario scales as [47]:

EDCE = ECE + (pf/mp)
√

2mpECE , (1.49)

where ECE is the energy which protons obtained from CE and pf is the momentum of the
foil due to RPA.

Electrons, expelled from the focal spot

Protons, accelerated by the moving 
charge separation field

Heavy ions, accelerated 
by the light pressure

Figure 1.12: Schematic sketch of Direct Coulomb Explosion (DCE) acceleration.
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1.3 Role of electrons in laser-driven proton and ion accelera-
tion

1.3.1 Electron heating/accelerating mechanisms at the critical surface

The efficiency of coupling of the laser energy to the target material is crucial when studying
laser-driven ion acceleration. Up to nowadays, there is no single model which is able to
adequately describe all main absorption phenomena. There are various mechanisms describing
both electrons heating or acceleration. These mechanisms can be roughly divided into two
groups depending on the laser intensity (or equivalently on the laser irradiance):

• If the laser intensity is below 1015 W/cm2 (or more precisely, when the laser irradiance
satisfies Iλ2 ≤ 1015 W/cm2 µm2), the plasma is usually heated by electron-ion collisions
and absorption mechanisms such as Collisional absorption [13], [100] and Normal skin
effect [100] cause heating of all electrons. The electron mean free path is shorter than
the skin depth in the interaction region. A relatively long time is needed for the efficient
heating, which corresponds to the longer pulses (∼ ns), usually employed in such inter-
actions. Then, more than 80% of the laser pulse energy can be delivered into the plasma.

Since PIC simulations in this work consider laser pulses of I ∼ 1021 W/cm2, only
corresponding collisionless mechanisms will be discussed in detail.

• If the laser intensity is higher than 1015 W/cm2, the plasma is heated predominantly
by collisionless absorption mechanisms, because the electrons gain a high energy from
the laser field. Consequently, collisions become ineffective during the interaction. In
other words, the electron mean free path is longer than the skin depth in the interaction
region. The electron velocity ve (here, containing both oscillation and thermal velocities)
and the temperature Te scale with the collision frequency νei as follows [12]:

νei ∼ T−2/3
e , νei ∼ v−3

e . (1.50)

The so-called effective collision frequency νeff corrects the relation for the collision fre-
quency νei, when the electron oscillation velocity vos becomes (with the growing laser
intensity) significant and it is thus treated separately from the thermal velocity compo-
nent vTe. When the electron quiver velocity becomes comparable to or even higher than
the thermal velocity (e.g. vos � vTe for laser intensities above ∼ 1016 W/cm2 [101]),
the effective collision frequency is reduced [100]:

νeff ' νei
v3
Te

(v2
os + v2

Te)3/2 . (1.51)

therefore, for the relativistic velocity vos the frequency (1.51) becomes negligible.
There are various collisionless processes which can couple the laser energy to the plasma.
If the plasma has a step-like or a very steep density profile, the absorption of the laser
energy takes place due to Brunel vacuum heating, ~j× ~B heating, Anomalous skin effect
or Sheath inverse-bremsstrahlung. On the other hand, if the plasma density profile has
the scale length larger than the laser wavelength, Resonant absorption plays a crucial
role. Furthermore, it is important to point out, that the presented mechanisms of hot
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electron generation are an approximation of complex physical phenomena since they
presume only the incident laser light and do not solve any interference of the incident
and the reflected part of this wave. In following subchapters, the mentioned mechanisms
will be discussed from the lowest laser intensity to the highest.
In contrast to collisional heating mechanisms, in collisionless scenarios, only a part of
electrons gains the majority of absorbed energy. These electrons are called hot electrons
and they are crucial for laser-driven ion acceleration mechanisms. In fact, the knowledge
of the hot electron temperature is important in order to predict, for example, maximum
ion energies. Its dependence on, typically, the laser intensity or on any other parameter
differs from the used scaling model. The list of various scaling laws below and above
the laser intensity of 1020 W/cm2 will be discussed separately in the following section
Hot electrons scalings.

1.3.1.1 Resonance absorption

Resonance absorption (RA) is a linear collisionless absorption mechanism able to accelerate
electrons. The occurrence of RA is strongly dependent on the laser pulse parameters. Specif-
ically, it is crucial to distinguish between two cases of linear polarization: s-polarized and
p-polarized laser light, see Fig. 1.13. In the case of s-polarized light, the electric field oscil-
lates along z-axis and its component along the density gradient ∇ne is zero. On the contrary,
when a p-polarized laser pulse is obliquely incident (forming the angle ϕ0 with the target
normal) on a continuously increasing plasma density profile, the z-component of the electric
field vector is zero. Then, the electromagnetic field has a non-zero electric field component
in the plane x − y (i.e., a non-zero component along the density gradient ∇ne). Here, the
direction of the electric field oscillations is given by the fact, that ~E is perpendicular to the
wave vector ~k0. This corresponds to the condition of ~E · ∇ne 6= 0, which has to be fulfilled in
order to drive resonant plasma oscillations, which, in turn, accelerate electrons [1].

Figure 1.13: Schematic drawing of the electric field vector direction in the case of s-polarized
and p-polarized laser light [102]

In other words, Resonance absorption takes place when a laser wave with the incidence an-
gle ϕ0 passes through an underdense plasma and when it reaches the vicinity of the critical
surface, i.e., the place where the electron density can be expressed as ne = ncrite cos2ϕ0. There-
fore, the laser pulse reaches the critical surface for normal incidence only, i.e., for ϕ0 = 0◦.
Eventually, the electron plasma wave is resonantly excited by the evanescent electric wave
(the laser field) in the critical density area. The electrons oscillate around the equilibrium
position in the plasma having the plasma frequency equal to the frequency of the laser in the
critical area (and hence to that of the evanescent wave as well). The electron plasma wave
grows over a few laser periods and it can be damped by various mechanisms – for lower laser
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intensities by collisions and Landau damping, for higher intensities by particle trapping and
wave breaking [12], [103]. Resonance absorption is efficient for long pulses (> ps) and large
(pre)plasma scale lengths (> µm) [12].
As already mentioned, resonantly absorbed energy in the case of s-polarized light is natu-
rally equal to zero. Nevertheless, in the case of p-polarized light and of long density scale
lengths, i.e., k0L� 1 (k0 = 2π/λ is the laser wave vector and L satisfies L = ncrite /|∇ncrite |),
the amount of absorbed energy depends on the parameter ξ = (k0L)1/3 sinϕ0. Then, the
fractional absorption ηra is given as a function of the parameter ξ and thus depends on the
characteristic plasma length L, the laser wavelength λ and on the angle of incidence ϕ0 [12]:

ηra = 1
2φ

2(ξ), φ ' 2.3ξ exp(−2ξ3/3), (1.52)

as illustrated in Fig. 1.14 (a).

Figure 1.14: (a) The Denisov function: Self-similar behavior of Resonance absorption for long
density scale lengths (i.e., k0L � 1) [12]; (b) The dependence of absorption coefficient A on
the angle parameter q. The solid line represents the exact solution of A, the dashed line shows
the calculation when the Denisov’s solution was used and the dotted line represents the new
model of RA (1.53) [103].

Furthermore, there are other models of Resonance absorption. For example, one of them deals
with the energy of the beam at the reflection point Qrefl, the reflection angle ϕ0 (i.e., the
angle between the incident laser beam and the density gradient), the characteristic plasma
length L and the laser frequency ω in order to estimate the resonantly absorbed energy ∆Qres
from p-polarized laser light in the terms of absorption coefficient A [103]:

A ≡ ∆Qres
Qrefl

= 18q
F 3
Airy(q)
|F ′Airy(q)|

, (1.53)

q = (ω
c
L)2/3 sin2(ϕ0), L = ncrite /|∇ncrite |, (1.54)

where FAiry and F ′Airy denote Airy function and its derivation, respectively. The dependence
of the absorption coefficient A on the angle parameter q is illustrated in Fig. 1.14 (b), which
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compares the exact solution of this coefficient with the model (1.53) and with the Denisov’s
solution.

1.3.1.2 Anomalous skin effect and Sheath inverse-bremsstrahlung

Anomalous skin effect (ASE) and Sheath inverse-bremstrahlung (SIB) are complementary
collisionless mechanisms to Brunel vacuum and ~j× ~B heating processes in the sense of various
demands on the density profiles. In fact, whereas Brunel and ~j× ~B scenarios play a crucial role
for step-like density profiles (related usually to short laser pulses with high contrast ratios),
ASE and SIB take place for an expanded material with steep density gradients (L/λ � 1),
i.e., when the light pressure PL is lower than the plasma pressure Pe [12]:

PL
Pe

= 660I18
160n23TkeV

< 1, (1.55)

where I18 is the laser intensity in units of 1018 W/cm2, n23 is the electron density in units of
1023 cm−3 and TkeV is the electron temperature in keV. Both SIB and ASE become important
for laser intensities above 1017−18 W/cm2 [104]. If (1.55) is violated, for example, in the case
of higher irradiances, Brunel vacuum heating or Resonance absorption are expected instead
of ASE or SIB. The relation (1.55) can be replaced equivalently by:

v2
os

v2
Te

<
ne
nc
. (1.56)

In the case of Anomalous skin effect, both the electron mean free path λmfp = vTe/νei and the
mean thermal excursion length vTe/ω are larger (due to the temperature increase) than the
skin depth ls = c/ωp, i.e., λmfp > ls and vTe/ω > ls, respectively. Therefore, the laser pulse
penetrates deeper into the plasma and the relation between the induced currents and the
electric field becomes nonlocal. Consequently, the electrons originated from the interaction
region can surmount the skin layer in the time shorter than a laser period [12].
On the contrary, in the case of Sheath inverse-bremsstrahlung, electrons pass a skin layer in the
longer time than only one laser period (i.e., ωls/vTe � 1). The energy transfer from the laser
to the electrons takes place via series of irreversible kicks as they are inelastically reflected
from the Debye sheath near the plasma-vacuum interface. In fact, due to the condition
ωls/vTe > 1 or ωls/vTe < 1, SIB and ASE mechanisms are referred as two limits of the same
absorption mechanism [12].

1.3.1.3 Brunel vacuum heating

The Brunel vacuum heating is a non-linear collisionless mechanism, which leads to the gener-
ation of hot electrons and takes place when the p-polarized laser pulse is obliquely incident on
the target surface. If a thermal electron arrives at the edge of the plasma in the right moment
of the laser cycle (specifically, in its half), it is dragged out into the vacuum to the distance
larger than the Debye length. Moreover, a self-consistent electric field is created when many
electrons are ejected simultaneously. As a consequence of the oscillating laser field and of
the self-consistent electric field, the same electron would be turned and accelerated back into
the plasma when the laser field reverses its direction. Because the electric field is strongly
shielded inside the overdense plasma, these accelerated electrons are not dragged back during
the next half-cycle, but they propagate further into the plasma, where they can be absorbed,
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for instance, by collisions. In reality, DC currents along the target surface generate an addi-
tional magnetic field which can deflect electrons trajectories and prevent them from returning
to the target [1], [12], [17].
This mechanism efficiently works for high laser irradiances (i.e., above 1016 W/cm2µm2) [12],
[105]), because the amplitude of oscillating electrons (Ae = a0c/ω = vosc/ω) driven by the
electric laser field is larger than the density scale length L, i.e., vosc/ω > L. This condition
implies that the density profile has to be very steep or even step-like, in contrast to Resonant
absorption. In fact, oscillating electrons bring away the energy of the laser pulse and trans-
form it to the kinetic energy of the plasma when they reach the overdense plasma region [18],
[106].
The oblique incidence of the laser pulse is crucial factor of Brunel vacuum heating occurrence
since the electrons have to be dragged out from the plasma. This would not work for normal
incidence, because the oscillating field vector would be parallel with the target surface. The
angular dependence of vacuum heating predicted by Brunel model is shown in Fig. 1.15 (a)
and the fractional absorption rate used there satisfies [12]:

ηvh = 1
πa0

f
[
(1 + f2a2

0 sin2 θ)1/2 − 1
] sin θ

cos θ , (1.57)

where f = 1+
√

1− ηa is the field amplification factor reflecting the fractional laser absorption
ηa.

Figure 1.15: (a) Angular dependence of vacuum heating predicted by Brunel model [12]; (b)
Absorption fraction vs. laser irradiance according to Brunel (1.57) with θ = 45◦ (solid line);
and according to simulations [105] for various density scale lengths (dotted and dashed lines)
with ne/nc = 2, [12].

When only the electric field is taken into account, we can write for the strongly relativistic
limit (i.e., for fa0 sin θ � 1):

ηrelvh = 4πα′
(π + α′)2 , (1.58)

where α′ = sin2 θ/ cos θ, θ is the angle of oblique laser incidence and f = 2(α′

π + 1)−1.
However, for realistic density profiles with finite gradients and for more complex models
of absorption (containing also other mechanisms), the situation is more complicated. For
example, the transition and the combination of Resonance absorption with Vacuum heating
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is expected [12], [105], see Fig. 1.15 (b). As demonstrated in this figure, the absorption
fraction varies also with a different scale length of the plasma. Generally, the high absorption
is expected not only for the optimal angles of incidence θ but also for the high values of the
laser irradiance. In fact, it was demonstrated that the most favorable incidence angle for
modest densities and intensities (i.e., laser irradiances 1014−18 W/cm2µm2 and density scale
lengths L/λ = 0.1−2) is around 45◦ [105], [107] rather than the grazing incidence angle ∼ 70◦
suggested by Fig. 1.15 (a) showing the simplified Brunel’s model.

1.3.1.4 ~j × ~B heating

Relativistic ~j× ~B heating is very similar to Brunel vacuum heating in the sense that electrons
are heated by a direct laser field acting on a step-like plasma density profile. The driving
term of this mechanism is a high-frequency ~v× ~B magnetic component of Lorentz force. The
~j × ~B mechanism differs from Brunel vacuum heating in two main signs – firstly, the high
efficiency is reached for normal incidence of the laser pulse and secondly, the electrons are
ejected into vacuum twice per laser period. Due to the secondly mentioned feature, Brunel
and ~j × ~B heating could be distinguished in numerical simulations.
The self-consistent field is generated as a response to the ejection of electrons. This field,
together with oscillating ~j × ~B force, pushes the electrons back into the preplasma, where
they feel no restoring forces after passing through a plasma skin layer [12]. The force which
ejects electrons twice per laser period in the normal direction, can be expressed as [18]:

Fp ∼
meωca

2
0√

1 + a2
0

, (1.59)

and the average electron energy is proportional to the ponderomotive potential given by
Up = mec

2
(√

1 + a2
0 − 1

)
. Relativistic ~j× ~B heating works for any laser polarization except

circular and becomes important for relativistic pulse intensities, i.e., when a0 � 1 (where a0
is given by Iλ2 = 1.38 · 1018 · a2

0) [18].

1.3.2 Hot electrons scalings

In the case of laser intensities higher than 1015−16 W/cm2, collisionless mechanisms described
in the previous subchapter Electron heating/accelerating mechanisms at the critical surface
prevail and lead to the efficient energy transfer to a fraction of electrons. These electrons
are called hot and they originate from the area of laser incidence, having the dimension
comparable to the size of the laser focus. In fact, they are responsible for carrying energy from
skin layers deeper to the target. Notwithstanding hot electrons are accelerated by coherent
electric field, they have Maxwellian velocity distribution with characteristic temperature Th,
significantly higher than the temperature of background plasma Te, i.e., Th � Te. It is
a consequence of particle acceleration in a standing wave which has a stochastic nature and
shows a strong cycle-to-cycle fluctuations both in particle trajectories and their energies [108].
Hence, Maxwellian velocity distribution is a result of averaging the single particle distributions
over time [12]. In laser-produced plasmas, an energy distribution of electrons has generally
a shape close to the bi-Boltzmann-Maxwell distribution, where temperature Te characterizes
the plasma itself (i.e., Te corresponds to thermal or cold electrons in the interaction region),
whereas Th describes the temperature of the hot electron population [109], [110], see the
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Figure 1.16: Example of typical bi-Maxwell electron distribution resulting from collisionless
heating by a laser [12].

example of the bi-Maxwellian electron distribution in Fig. 1.16.
In order to explain further the physical mechanisms behind the particle acceleration, both the
temperature and the number of hot electrons are crucial. These values significantly depend
on the length of the interacting laser pulse and its intensity.

1.3.2.1 Electron temperature scaling models for laser intensities below 1020 W/cm2

• Longer pulses (i.e., the pulses having several ps or more) provide enough time to estab-
lish the equilibrium, i.e., the balance, between the laser and the plasma pressure. In
contrast to short pulses, electrons have enough time to move in response to the laser
pressure. As long as the condition nh � ne on the mean electron densities is fulfilled,
the least numerous hot electrons population nh is responsible for the energy balance,
whilst the cold electron bulk with higher density ne assures the pressure (or momentum)
equilibrium [12].
Assuming long pulses, Forslund-Kindel-Lee scaling for hot electron temperature is usu-
ally used [111]:

TFKLh [keV] ' 14(I16λ
2
µ)1/3T 1/3

e , (1.60)

where I16 denotes the laser intensity in units of 1016 W/cm2 and λµ the laser wavelength
in micrometers.

• In the case of short pulses (i.e., the pulses having fs-scale), the steady-state situation
is not possible any longer, because the equilibrium can not be established in such short
times. Also, the density and the field profiles are much sharper.
There are various models, which predict the scaling of hot electron temperature Th
assuming short pulses and preferably lower laser intensities, i.e., without taking into
account relativistic effects.

– Brunel scaling can be used [12]:

TBh [keV] ' 3.7I16λ
2
µ, (1.61)
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where I16 denotes the laser intensity in units of 1016 W/cm2 and λµ the laser wave-
length in micrometers.

– For oblique laser incidence on a steep, but finite, density gradient, we can use
Gibbon & Bell scaling [12]:

TGBh [keV] ' 7(I16λ
2
µ)1/3, (1.62)

where I16 denotes the laser intensity in units of 1016 W/cm2 and λµ the laser
wavelength in micrometers.

– Lastly, Wilks or so-called ponderomotive scaling is based on the ponderomotive
potential Up being formed when the laser pulse is reflected from the target sur-
face. This scaling is expected to be valid for laser pulses at normal incidence and
intensities above 1018 W/cm2 (where ~j × ~B heating mechanism is important) [72]:

TWh [keV] ' 511
[
(1 + 0.73I18λ

2
µ)1/2 − 1

]
≈
√
Up, (1.63)

where I18 denotes laser intensity in units of 1018 W/cm2 and λµ the laser wave-
length in micrometers.

The summary of presented scaling laws together with experimental results of femtosecond
laser interaction with matter are depicted in Fig. 1.17.

Figure 1.17: Hot electron temperature scalings and measurements (squares): Long pulses:
Forslund-Kindel-Lee scaling according to (1.60), Short pulses: Brunel scaling according to
(1.61), Gibbon & Bell scaling according to (1.62) and Wilks scaling according to (1.63); [12]

Although the Fig. 1.17 gives a clear insight into the situation it covers only the cases with
the laser intensity below 1020 W/cm2, which is insufficient for current laser systems.

• Experimental data show, that the electron temperature scaling with the cube root of the
laser intensity used by Gibbon & Bell (1.62) works properly also for higher intensities
as shown by Beg [112]:

TBegh [keV] = 215(I18λ
2
µ)1/3. (1.64)
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1.3.2.2 Electron temperature scaling laws for relativistic laser intensities above
1020 W/cm2

The Beg scaling (1.64) was moreover extended towards a fully relativistic model (i.e., for
laser intensities > 1020 W/cm2) [113]. Therefore, relativistic Beg’s scaling for hot electron
temperature is often used for nowadays laser systems:

TBegRh [eV] = mec
2

e


[
1 + 2

mec

(
meI

ncc

)1/2
]1/2

− 1

 . (1.65)

Although the ponderomotive scaling (1.63) can be potentially extrapolated to relativistic
intensities as well, it significantly overestimates the electron temperature for a0 � 1. For
example, the electron temperature is nearly one order higher in comparison to both experi-
ments and PIC simulations for a0 = 100 [114].
All above described scalings rely strongly on a specific model of energy absorption, although
it can be described by various processes (e.g., Resonant absorption, Brunel vacuum heating,
~j × ~B heating and others). The scaling law which does not suffer from this issue and works
for relativistic intensities is Kluge’s scaling [114]. Specifically, it is based on a weighted av-
erage of kinetic energy of an ensemble of electrons, thus it overcomes the need for a specific
absorption model. In nutshell, it uses Lorentzian scalar steady state distribution function
ft ∝ 1/γ of the electron energy γ(t) to derive a general expression for the electron mean
energy 〈γ〉 (1.70). This mean energy is then identified with the hot electron temperature and
the scaling is derived from the electron quiver motion in the EM wave, thus it is dependent
on the laser intensity. When assuming an adiabatic laser ramp-up, normal incidence and a
step-like density profile of a highly overdense plasma, following Kluge’s scaling is valid [114]:

TKlh + 1 = 1 + a2
0

4 +O(a4) for a0 � 1, (1.66)

TKlh + 1 = πa0
2 ln 16 + 2 ln a0

+O(a−3) for a0 � 1, (1.67)

where O-notation refers the growth rate of the error function and the temperature TKlh is
in units of [mec

2]. Furthermore, the correction including ASE/prepulse cases, i.e., when a
certain amount of preplasma at the target front side is present, were published and it shows
even better agreement with experiments and simulations (see Fig. 1.18) [114]:

px(t) = S − 2
S
, (1.68)

S =
√√

(3a0 sinω0t)2 + 8 + 3a0 sinω0t, (1.69)

where px(t) is the electron momentum in transverse axis, when the laser pulse propagates
along z−axis. The single electron energy evolution can be written as γ(t) =

√
1 + ~p2, therefore

pz(t) = px(t)2/2 assuming an adiabatic laser ramp-up. The scaling shown in Fig. 1.18 by
the dotted line were hence obtained by averaging the inverse γ(t)−1 over time and taking its
inverse according to [114]:

〈γ〉 = 2π∫ 2π
0

1
γdt

. (1.70)
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This important relation states that the average kinetic energy of the accelerated electrons is
equal to the inverse of the unweighted average of the inverse of the single electron energy
γ(t) with respect to the laboratory time t in the laboratory frame; the factor 2π is the
period of electron energy distribution function being the same as the period of the laser
wave. Consequently, the average energy of an electron ensemble cannot be derived simply by
averaging the single electron energy over the laboratory time [114].

Figure 1.18: Comparison of various electron temperature scalings for high laser intensities
showing the selected experimental values (diamonds) and PIC simulations (squares). Simu-
lation(s) parameters and experiments references can be found in [114].

1.3.3 Transport of electrons through the target

A generation of hot electrons is an inevitable consequence of a laser interaction with a plasma.
For further understanding of physical phenomena bounded with the electron transport and
also with accelerating regimes themselves, it is crucial to study the parameters of the hot
electrons such as their number, the charge (the current density is typically ∼ 10 kA/µm2 [115])
or the temperature as well as the generated fields. In the optimal situation, hot electrons
carry 20 − 40% of the laser energy. These electrons can reach the rear side of a sufficiently
thin target (for given laser parameters) or they are stopped inside a thick target by binary
collisions with particles of the material, which are no longer negligible. In reality, the situation
is more complicated, because the induced electric (E ∼ 1 TV/m) and magnetic (B ∼ 10 kT)
fields could deflect or suppress hot electrons flows [12], [115].
During the laser-plasma interaction, a very strong electric current i is generated [12]:

ih = πσ2Iηa
Th

. (1.71)

For example, when a half of the laser energy is converted into the hot electrons (i.e., ηa =
50%), the hot electron temperature is Th ' 100 keV and the laser pulse having the intensity
I = 1018 W/cm2 is focused into the laser spot area of πσ2; for example, we can expect the
generation of the electron beam having the radius 25 µm and hence, according to (1.71),
carrying the electric current ih = 10 MA.
In fact, there is a maximum uncompensated current, so-called Alfven current, depending
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only on electrons, that can be transported in the vacuum without deflecting at the edges by
magnetic field [116]:

iAlf = 4πε0mec
2γvb

e
≈ 17γvb

c
[kA], (1.72)

where vb is the velocity of a monoenergetic electron beam with a finite radius. Generally,
Alfven current iAlf (1.72) has a lower value than the hot electrons current ih (1.71); for
instance, when the electron temperature will be Th ' 100 keV, as in the previous example,
Alfven current would be ∼ 11 kA. This naturally leads to the conclusion, that another return
current, compensating the hot electrons flow, have to be present in the plasma. In fact,
free plasma electrons create the almost completely neutralizing beam having a comparable
charge and current density, but propagating in the opposite direction than the hot electron
flow. Nevertheless, the accessibility of these free plasma electrons depends on the material.
Whereas for initially ionized plasmas, these electrons are free and thus well accessible, in the
case of insulators, the local thermodynamic equilibrium has to be violated in order to get the
electrons from their bound states. That can be done, for instance, by electric field ionization
or by collisions between atoms and beam electrons [18]. As a response to hot and return
currents, a longitudinal electric field is rapidly induced. Its magnitude is given by Ohm’s law:

jr = −jh = σeE, (1.73)

where σe is the conductivity of the target material bounded with the characteristic relaxation
time τe = ε0/σe. In fact, for cold metals, it gives an extremely fast charge density response,
typically τe ∼ 1 as, [12], [18].
The situation can be assumed as an electrostatic equilibrium. Consequently, the nonlinear
diffusion equation can be solved, with the use of Maxwellian distribution and Ohm’s law, by
separating variables [12]. The effective penetration depth Rh of fast electrons (being valid
when the laser pulse is still interacting with the foil) is then [12], [117]:

Rh = 3T 2
hσe
Ia

[SI] =
(

Th
100 keV

)2 ( σe
106 Ω−1 m−1

) 1018 W/cm2

Ia
3 µm, (1.74)

where Ia is the absorbed laser intensity. The conductivity σe of the solid aluminum has
been found experimentally as 0.5 · 106 − 1 · 106 Ω−1m−1 for the temperatures in the range
of 10 − 100 eV [118]. Therefore, hot electrons are expected to penetrate up to Rh ∼ 10 µm
inside the aluminum target, for the laser intensities around 1018 W/cm2 and the absorption
∼ 40% (which is a typical value for such laser intensity [119]). This penetration depth is
much smaller than the collisional range of fast electrons [117].
When a target is thinner than the effective penetration depth, hot electrons can reach the
rear side of the target, where they form a dense charge-separation sheath. Subsequently, a
toroidal magnetic field Bθ is generated by outflowing electrons. This field is an originator
of the kinematic force E × Bθ which spreads the electrons into a fountain shape (so-called
fountain effect [51]). This phenomenon is extremely important, e.g., for Target Normal Sheath
Acceleration and Magnetic Vortex Acceleration where it is discussed in detail.
Unfortunately, the balance between the hot electron beam and the return current formed by
free plasma electrons is unstable. The electron beam can break up into filaments (having
the characteristic size of 0.1 − 1µm [120]) in the direction of laser propagation because of
Weibel instability [121]. This instability occurs due to the electron density perturbations,
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which are perpendicular to the propagation direction. Furthermore, the perturbations could
be further enhanced near the source, where the hot electron beam density nh is high and on
the contrary, the electron plasma density ne is sufficiently low. Therefore, the growth rate
of Weibel instability is given by the ratio nh/ne [18]. On the other hand, PIC simulations
show that Weibel-originated hot electron filaments can subsequently coalesce due to mutual
magnetic attraction [122]. In reality, a combination or a periodic repetition of the filaments
generation and their merging occurs.
Notwithstanding, the hot electron current jh is nearly canceled by the return flow jr, there
is still a little imbalance between them, which leads to the growth of the magnetic field via
Faraday’s law [12]:

∂ ~B

∂t
= −∇× ~E = ∇× (

~jh
σe

). (1.75)

The displacement current ∂E/∂t is neglected in (1.75), because it is significant only before
the return current had established itself.
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Chapter 2

Selection of physical phenomena
related to laser-driven acceleration

2.1 Relativistic self-focusing of laser pulse

2.1.1 Conditions required for optical channeling and self-focusing

Relativistic self-focusing of light, also known as optical guiding or channeling, is a consequence
of ponderomotive force and a relativistic change in refractive index. These changes lead to
the additional focusing of a laser pulse during its propagation through a self-induced channel
in underdense plasma if the pulse has sufficient power. Such threshold power is called critical
and, in the case of uniform ionized plasma, it can be expressed as [12], [123]:

Pc [GW] = 17nc
ne
' 17

(
ω0
ωp

)2

. (2.1)

In other words, if the incident power P0 is higher than the critical power Pc, the optical
channeling occurs. For example, in the case of plasma with the electron density of 1025 m−3

and radiation at the wavelength of 800 nm, the relation (2.1) is satisfied for the laser pulse
having the power higher than 3 TW. Since the laser intensity is defined as the optical power
per unit area, which is transmitted through an imagined surface perpendicular to the propa-
gation direction (i.e., a focal spot), the idealistic intensity of such laser pulse has the order of
1019 W/cm2 for the focal spot of 3 µm. Such values are reachable with modern short-pulse
lasers, which can exceed PW powers. For instance, a laser pulse of 30 fs and energy of 30 J
has a peak power of 1 PW (the idealistic intensity corresponds to the order of 1022 W/cm2

for the focal spot of 3 µm).
The high intensity laser pulse interacts with the electrons in the plasma and ensures their
movement resulting in a relativistic change in the electron rest mass, i.e., from me to γme.
In fact, the plasma frequency ωp and the refractive index η are changed correspondingly.
Assuming dispersion relation for a relativistic light wave ω2 = c2k2 +ωrelp , the modified value
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for the relativistic refractive index ηrel satisfies [12]:

η(r) ≡ ck

ω
, (2.2)

ωrelp =
√

nee2

γmeε0
= ωp√

γ
, γ =

√
1 + a(r)2

2 , (2.3)

ηrel(r) =
√

1−
ω2
p

ω2γ
=
√

1−
ω2
p

ω2
√

1 + a(r)2/2
, (2.4)

where ne is the electron density, e is elementary charge, ε0 is vacuum permittivity, ω is the
laser frequency and a(r) = a0 exp(−r2/2σ2

0) is the radially dependent dimensionless laser
amplitude with σ0 being the radius of a circular spot size.
The equations (2.2) – (2.4) demonstrate that with the increasing radial distance r from the
laser propagation axis, the relativistic refractive index ηrel(r) decreases. In other words, the
refractive index ηrel(r) is peaked on axis (dη/dr < 0) which indicates the occurrence of the
focusing effect. Using Taylor series for a square root, the phase velocity vϕ of the wavefronts
passing through a focusing media can be expressed, with the use of refractive index ηrel(r),
as [12]:

vϕ
c

= 1
ηrel(r) ' 1 +

ω2
p

2ω2

(
1− a2(r)

4

)
. (2.5)

Obviously, the phase velocity is radially dependent and it predicts that the wave fronts move
slower at the center than at the edges of the beam. Therefore, the laser radiation can be bent
by this phase velocity difference by the maximum angle α [12]:

α = ωpa0
8ω . (2.6)

The focusing occurs, when the focusing angle α is grater than the divergence angle β, which
results in the laser power threshold, similarly as in (2.1). Since the original laser power
P0 ∝ a0σ

2
0, with the use of (2.6), the relation for this threshold is:

α > β (2.7)
β = σ0

ZR
, ZR = kσ2

0, (2.8)

a2
0

(
ωpσ0
c

)2
> 8, (2.9)

where ZR is Rayleigh length, i.e., the length at which the focal area πσ2
0 is doubled in size.

It is worth mentioning, that the relativistic change in the refractive index ηrel is equivalent
to the change in the phase velocity vϕ defined by (2.5). Hence, both the spatial and the
temporal profiles of the laser intensity change during the self-focusing and during the laser
propagation through the plasma.
Besides the change in the relativistic refractive index (i.e., in the wave front phase velocity),
also the electron plasma density profile is modified due to ponderomotive force. When a
laser pulse propagates through an underdense media, transverse ponderomotive force pushes
light electrons from the place of high EM field, i.e., from the laser propagation axis, to the
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area of lower EM field, i.e., to the sides. This causes the density drop on the laser axis
and the corresponding electron density increase at the edges/outside from the borders of the
laser propagation channel. If the laser pulse is sufficiently intense (no matter if because of
additional focusing optics or of the self-focusing itself), the complete expulsion of electrons
from the beam center towards the edges is expected. Such expulsion lasts as long as the laser
pulse is present, assuming that ions are immobile, because of their high mass. Consequently,
the laser pulse leaves behind a massive positively charged area which will undergo Coulomb
repulsive explosion afterwards [12].
It is evident, that when a laser pulse propagates through a plasma, diverging photons gradually
enter the region with various refractive indexes along the direction perpendicular to the laser
propagation axis, see Fig. 2.1. Since the refractive index decreases with the increasing
distance from the laser axis, the channel border has at exact level such refractive index that
the reflection occurs. This phenomenon leads to the natural self-focusing and the plasma acts
as a convex lens. Snell law illustrates well the described situation:

sin θ1
sin θ0

= η0
η1
, (2.10)

where the total reflection case corresponds to sin θ1 = 1. The phenomenon is schematically
depicted also in Fig. 2.1, where the notation used in (2.10) is demonstrated.
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Figure 2.1: Schematic sketch of the self-focusing phenomenon of a sufficient-power laser pulse
propagating in a plasma; η1 and η2 are refractive indexes related to each other as η0 > η1; θ0
is the angle of incidence and θ1 is the angle of refraction on the boundary between various
refractive indexes.

In reality, the laser pulse would be focused and defocused repetitively until it loses enough
energy. This can take even a few Rayleigh ranges [123].
The situation is more complicated in the case of short pulses, because the refractive index can
be modified not only by the relativistic quiver motion of electrons, but also by the longitudinal
bunching in plasma density [12]. Therefore, the requirement of reaching the critical power Pc
in order to initiate self-focusing is strongly dependent on the spatial position along the laser
pulse length [12], [124].

45



2.1.2 Filamentation of self-focused laser pulse

Among the conditions required for the laser pulse channeling through the plasma, it is also
crucial to study the stability of the light propagation through the medium. The situation
will be demonstrated on the example of the relativistic and charge-displacement channeling
of intense short-pulses in homogeneous underdense plasmas.

• A stable propagation means the formation of the channel containing the power Pch
(being approximately 30 − 50% [125] of the incident power P0), which exceeds the
critical power Pc:

Pch ∈ 〈0.3; 0.5〉 · P0, Pch > Pc. (2.11)

Then, there are two possibilities:

– only a single channel is formed (having 30− 50% of the incident power)
– a main channel (having 30 − 50% of the incident power) accompanied by a few

smaller channels (containing the power comparable to Pc, similarly as the filaments
produced during an unstable propagation) is created.

• The situation is defined as unstable, when the multiple channels are formed and each
of them contains the power Pch, which is comparable to the critical one, i.e., Pch ≈ Pc
[125].

In the case of stability, an increase of the incident power P0 leads to an increase of the power
Pch confined in the main channel, i.e., dPch/dP0 > 0. Contrarily, in the case of unstable
situation, an increase of the incident power leads to a decrease of the confined power. In fact,
with increasing P0 (and the fixed value ρ0), the number of filaments grows, but it does not
lead to a higher power trapped in the individual channel. It was reported, that a sufficiently
high level of the initial power can lead to an unstable behavior resulting in the filamentation
[125].
Two dimensionless parameters are defined in order to describe a stable and an unstable laser
light propagation in a plasma:

1. the normalized incident power of the laser pulse ζ; ζ = P0/Pc, where Pc denotes the
critical power required for the occurrence of the relativistic charge-displacement self-
channeling (see (2.1)),

2. the material parameter ρ0; ρ0 = σ0ωp,0/c, where σ0 stands for the radius of the focal
zone and ωp,0 is the unperturbed plasma frequency [125].

It was investigated, that the stability of the laser propagation through a plasma slightly de-
pends also on its spatial profile [125], see the stability maps for hyper-Gaussian and Gaussian
beams in Fig. 2.2. Nevertheless, the laser propagation through the plasma is stable for a
very wide range of ρ0, no matter the laser spatial profile, when the parameter ζ satisfies
1 < ζ . 10. The stability is moreover highly tolerant against a substantial level of azimuthal
perturbations. Furthermore, it is worth mentioning that for 0.5 ρe,0 . ρ0 < ρe,0 (where ρe,0 is
a dimensionless radius of the zeroth eigenmode of the laser radiation defined by (3.6) – (3.11)
in [125]), the propagation does not lead to the self-focusing at all [125], see Fig. 2.2.
Besides studies performing homogeneous plasmas, also pre-formed plasma channels [125] and

46



Figure 2.2: Stability maps for relativistic and charge displacement self-channeling of Left:
hyper-Gaussian beams (N = 8) or Right: Gaussian beams (N = 2) in initially homogeneous
plasmas; [125].

purely relativistic self-channeling were studied [126]. Nevertheless, the self-focusing gener-
ated solely by relativistic mechanisms was demonstrated to be strongly unstable when ζ � 1.
In other words, a ponderomotively driven charge displacement studied in [125] is crucial for
stabilizing the propagation.

2.2 The role of laser prepulse & preplasma in laser-driven ac-
celeration

2.2.1 Realistic laser profile including prepulse and pedestal

The profile of a realistic laser pulse does not only varies in the shape from ideal Gaussian
or SuperGaussian beams, but it also includes multiple compressed prepulses, a pedestal of
amplified spontaneous emission (ASE) and a so-called coherent pedestal, which is the slope
rising slower compared to an ideal Gaussian pulse [127], see the example of realistic laser
pulse profile in Fig. 2.3.
The so-called laser contrast is the ratio between the peak pulse intensity and any prepulse or
pedestal (ASE) intensity [65] which makes it a crucial parameter for laser-driven ion accel-
eration experiments. Within this work, as well as more frequently in the literature, a laser
contrast refers to the ratio between the main laser peak and the strongest femtosecond laser
prepulse (because it typically reaches the second highest value). In fact, the realistic laser
pulse features have to be taken into account when designing/using the targets, because, when
the laser contrast is low, the prepulse may destroy the thin foils or the structures both at
the front and at the rear side of the thicker targets before the main pulse arrives. Naturally,
the laser prepulse is thus widely taken as an unwanted feature and in practice, it is usually
suppressed (i.e., partly filtered out) by expensive plasma mirrors [128]. On the other hand,
the specific conditions may assure that correspondingly generated preplasma can be advanta-
geous for laser accelerated particle beam in terms of, for example, enhanced particle energy
and more homogeneous density profile as will be discussed in the following section.
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Figure 2.3: Temporal profile of the PHELIX pulse in 2010 before the application of pulse
cleaning techniques. The curve has been scaled to a peak intensity of 1020 W/cm2. The
shaded area illustrates the ionization threshold for typical target materials. The red dashed
line shows a Gaussian function with the same FWHM as the pulse (blue) [127].

2.2.2 The impact of generated preplasma on laser-driven particle acceler-
ation

The difficulties bounded with the laser prepulse in laser-driven acceleration experiments lie in
the fact that it heats, evaporates and ionizes the target which leads to the various changes in
laser-target interaction as well as in the acceleration process. In fact, the created preplasma
cloud at the target front side (being formed typically on the timescale of nanoseconds) may
change significantly the parameters of the propagating main laser pulse before it reaches the
solid density region (if it is still present) and/or modify the interaction itself. Hence, the
parameters of the accelerated particle beams would be changed accordingly. Naturally, the
high laser prepulse is detrimental for targets having structures on the front side, because they
can be destroyed before the main pulse comes. Indeed, the same issue is relevant also for
the structures at the target back side, when the shock wave, generated in the material by
the laser prepulse, arrives at the rear side before the main laser pulse interaction [129], [130],
[131]. This can affect, for instance, proton divergence which was intended to be reduced by
the target design.
The higher particle divergence is one disadvantage of the preplasma presence, which is im-
portant for the scope of this dissertation. In fact, the increasing divergence of hot electrons
has been demonstrated to be approximately linearly dependent on the growing preplasma
scale length. That can be explained by a larger interaction volume being available for longer
scale lengths [132], [133]. The result came from simulations, which are nevertheless in great
agreement with data obtained from experiments. Both flat targets and targets with drilled
cone towards the foil center (by the laser prepulse) having preplasma at the front side have
been performed and compared to the experimental data. There, the divergence has been
extracted from the difference between Kα spectra recorded at different position inside the
target. This was done by placing fluor layer in various depths inside the target. Additionally,
it was shown that, for the same scale lengths, the laser intensities between ∼ 1018−21 W/cm2

have nearly no effect on laser-accelerated electron beam divergence [132]. Previous work [134]
also demonstrated that the hot electron divergence increases with preplasma presence. There,
it was connected to the rising size and the higher strength of the quasistatic magnetic fields
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originated from Weibel instability connected to the increasing scale length of the preplasma.
Higher hot electron divergence bounded with the preplasma naturally affects proton and ion
divergence.
Generally, the exact profile of the realistic laser pulse is hardly predictable. Nevertheless, the
prepulse duration may be controlled by ultra-fast Pockel’s cells [129]. Even though the laser
prepulse is usually taken as a disadvantage in laser-driven particle acceleration experiments
(e.g. due to a higher particle divergence [132], [133], [134], a disintegration of the target and
corresponding lowering of the conversion efficiency from the light to the particles or due to
not efficient formation of TNSA-accelerating field formed at the target rear side [72], [135]),
it can be also beneficial in some occasional cases, if it is sufficiently controlled. Namely, pre-
plasma can contribute to the increasing of the main pulse absorption [136], [137], [138] or
assure relativistic self-focusing of the main pulse as mentioned earlier [139].
For example, the duration of the laser prepulse influences the maximum proton energy. In
fact, for each duration of the laser prepulse exists an optimal target thickness where the
cut-off proton energy is significantly enhanced. Specifically, this feature has been studied for
sub-ns and low ones of ns prepulses in [129]. Thinner targets than the optimal value result
in lower energies because the preplasma is created not only at the front but also at the back
side of the target which is the problem because it limits the accelerating field of rear-TNSA
[72], [135]. Similarly, thicker targets than the optimal value do not have any big impact on
proton energies with varying prepulse duration, because the step-like density profile at the
rear side is still conserved. In such case, the trend of the increasing thickness leading to the
decreasing proton energies is therefore the classical effect known e.g. from TNSA theory and
experiments with optimal laser pulses (i.e., having high laser contrast) [129]. To summarize,
the optimal thickness of the target means as thin target as possible which still has, after the
interacting with laser prepulse, the step-like density profile at the rear side (in order to get
the high accelerating TNSA field) as well as the preplasma at the front side. That allows
to non-linear effects such as self-focusing and pulse front steepening occur [139], [140]. As a
result, the duration of the main pulse is shortened and the spot size is reduced leading to the
increase of the main laser pulse intensity and the enhancement of particle energies.
Moreover, the proton beam spatial profiles depends on the target dimension as well. In the
case of the optimal target thickness for a given prepulse duration, the proton spatial profile
has rather collimated features around target normal rather than the blurry image present
when the target was too thin [129]. The difference lies in the specific location of efficient
acceleration – whereas protons are accelerated only from the target front side when the thick-
ness is thinner than the optimal one, acceleration takes place from both target surfaces in
the case of targets having optimal or bigger thicknesses. On the other hand, the optimal
target thickness seems to be independent from the laser intensity, which affects primarily the
maximum proton energy.
Currently, a higher attention is paid to short fs-prepulses. A numerical model [141] valid
for femtosecond prepulses describes the evolution of targets as a function of laser intensity
and time. Experiments enhancing proton energies by varying intensity of fs-prepulse between
∼ 1013−1016 W/cm2 have been reported (the main laser pulse had intensity of 4.5·1019 W/cm2

and the target thickness was 2 µm) [140].
In the context of laser prepulse and generated preplasma, the role of standing wave (created
due to the interference of incident and reflected laser pulse) in the generation of hot elec-
trons has been studied [142]. In the case of high laser intensities relevant for this dissertation
(∼ 1021 W/cm2) and step-like density profiles, the hot electron motion is affected by the

49



inward deformation of the target front surface by the radiation pressure. In fact, this causes
not-optimal interference of the incident and the reflected laser light. In the case of normal
incidence, electrons are accelerated at vacuum-plasma boundary by ~j× ~B mechanism. When
the exponentially increasing density profile is present at the target front, all accelerated elec-
trons originate from the preplasma region, which results in a significantly higher temperature.
Two populations of electrons were observed [142]. The first one rises at the laser pulse front,
the second one originates from the laser pulse surroundings and forms bunches separated by
λ/2, which resembles again ~j × ~B heating (as in the case with the step-like density profile,
even tough the electrons were accelerated rather in preplasma than in the overdense target).
Due to the standing wave and the formed channel in the preplasma, the second "bunched"
population are injected to the high field region (i.e., towards the laser propagation axis) where
they are accelerated further towards the overdense target. It was also demonstrated, that a
longer preplasma scale length results in higher electron energies because of the longer inter-
action length of electrons with the standing wave [142].
To summarize, the laser prepulse can indirectly lead to the temporal change of the main laser
beam parameters (e.g. to self-focusing of the beam) and therefore to the establishment of the
required conditions for enhanced electron heating resulting in the proton energy increase or
possibly in the establishment of different, more efficient, acceleration regimes.

2.3 Magnetic field generation in laser-plasmas

2.3.1 Generation of magnetic field in overdense plasma

A generation of magnetic fields having megagauss or even gigagauss range [100] (i.e., from
hundreds to tens of thousands of Tesla) is an essential phenomenon during laser-plasma in-
teraction. In fact, a number of phenomena can lead to a magnetic-field generation in dense
plasmas as summarized in [143]. In a nutshell, all mechanisms have in common a breaking
or an absence of symmetry followed by the creation of electron current loops. In the case of
short pulses interaction, at least three general cases can be distinguished [100].
Firstly, magnetic fields generation resulting from Direct currents (DC) in steep density gradi-
ents or from Hot electron currents occurs on the hydrodynamic time scales. In other words,
such mechanisms usually last longer than the duration of currently used short laser pulses.
On the contrary, the magnetic field generation driven by the Radial thermal transport takes
place predominantly at early times (i.e., the times shorter than the pulse length) in the solid
(overdense) region.
Experimental values of MG magnetic fields in a short laser pulse interaction with plasma
were obtained due to the measurements of Faraday rotation [144], [145], [146], although this
method can be used only for the underdense part of the density profile. It is because the
polarized electric field rotates when propagating along the magnetic field in a dielectric or a
plasma medium (therefore this medium has to be transparent for the laser radiation). The
angle of rotation is proportional to the magnitude of the magnetic field [13]. Two regions of
magnetic field with reversed sign were found, which is in a good agreement with the below
described theory as well as with hydrodynamic simulations [147]. High magnetic fields were
experimentally investigated also using polarization measurements of the self-generated high
order laser harmonics, which allows to see further inside the dense regions of the target [148].
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2.3.1.1 Radial thermal transport

Magnetic field is generated when the electric field has not vanishing curl:

∇× ~E = −∂
~B

∂t
. (2.12)

The fluid equation of the momentum conservation for electrons is following [13]:

ρ
∂~u

∂t
+ ρ(~u · ∇)~u = −∇P + ~FL, (2.13)

where Lorentz force ~FL satisfies ~FL = q( ~E + ~u × ~B), ~u is the electron velocity and ρ is the
electron mass density.
Then, if two assumptions are taken: (i) the electric field keeps the quasinetrality on a large
scales (i.e., much larger than Debye length) and over a long time (i.e., much longer than the
laser pulse duration) and (ii) the volume force is given in the plasma mainly by the electric
field; the inertia of electrons can be neglected (assuming the steady state) together with the
magnetic field in Lorentz force and we can rewrite (2.13) as [13]:

0 = −∇P − ene ~E. (2.14)

Furthermore, with the use of ideal gas equation of state Pe = nekBTe, it can be shown, that the
magnetic field originates from a thermoelectric source term, when the electron temperature
and density gradients are not parallel [13], [100]:

∂ ~B

∂t
= kB
ene

(∇Te ×∇ne), (2.15)

where the equation was derived by substituting the electric field from (2.14) into (2.12) and
then by using the mentioned ideal gas state relation for P .
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Figure 2.4: Geometry of thermoelectric magnetic field generation ∇Te ×∇ne.

If the density gradient is directed along the target normal, i.e., ∇ne/ne ≈ (L||)−1 and the
temperature gradient is perpendicular, i.e., ∇Te/Te ≈ (L⊥)−1, the magnitude of the magnetic
field can be approximated as follows [13], [149]:

B [MGauss] ≈ 10
(

τ

1 ns

)(
kbTe

1 keV

)(30 µm
L||

)(30 µm
L⊥

)
, (2.16)

where τ is the laser pulse duration or the charasteristic loss time due to an ablation and a
diffusion.
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The corresponding magnetic field generation is schematically depicted in Fig. 2.4. In this
scenario, the underdense plasma is expanding from the target, because the magnetic field
pressure becomes comparable to the plasma pressure. Plasma plumes were observed in the
experiments [112], [149] as well as in fully self-consistent MHD simulations [150]. In addition,
an axial magnetic field can be generated by the electron currents in the preplasma by Inverse
Faraday effect.

2.3.1.2 Direct currents (DC) in steep density gradients

A gradient in the time-averaged laser intensity drives Ponderomotive force Fp which pushes
the electrons away from the high field, i.e., away from the focal spot. The electric field
originating from the charge separation arises and the affected electrons acquire the velocity
[100]:

vp ∝ m−1
e Fp ∝ ∇E2. (2.17)

A nonlinear ponderomotive current of electrons creates the loops and satisfies J = enevp ∼
ne∇I. Hence, as schematically depicted in Fig. 2.5, Ampere’s law gives the proof that a
gradient in the laser intensity (i.e., the radial intensity profile) perpendicular to a gradient in
the density drives a generation of the magnetic field:

∇2B ∼ ∇× J ∼ ∇ne ×∇I. (2.18)

n
c

∆

I

B

∆

n
e

J

laser

Figure 2.5: Geometry of ponderomotively generated magnetic field ∇ne ×∇I.

The orientation of such generated magnetic field has the opposite polarity than that created
by ∇Te × ∇ne term in the previous case, see Fig. 2.4. However, the predictions of the
magnitude of ponderomotively generated magnetic field vary depending on the theoretical
model used [100]. For example, the case derived in [13] gives the magnetic field of 1 MG for
the electron temperature of 1 keV and the pressure scale length of 30 µm according to the
relation:

B [MGauss] ≈
(
mi

mp

)1/2 (
Te

1 keV

)1/2
(

30 µm
L||

)
, (2.19)

where mi and mp are the ion and the proton masses, respectively.

52



2.3.1.3 Hot electron currents

Hot electron current, both directed into the target or flowing along the target surface, is able to
generate magnetic field similarly to previous two mechanisms. In contrast to ponderomotively
generated electron flows, hot electron current is a natural consequence of collective absorption
mechanisms described in the section Electron heating/accelerating mechanisms at the critical
surface. As already discussed, the hot electron flow is usually partially balanced by the cold
electron flow, which is the reason why the magnetic field generated this way is much lower
than that originated from the previous scenarios driven at the target surface [100]. Specifically
particle-in-cell simulations [151] give the values in the region of 100 MG for the laser intensity
of 1020 W/cm2.

2.3.2 Generation of magnetic field in underdense plasma

In underdense plasma, a stationary (DC) magnetic field is generated in the plasma wake
behind the laser pulse. Magnetic fields results from the high order nonlinearities, such as
the relativistic drag effect or mass increase. Similarly, the fields can be induced by nonlinear
behavior in electrostatic waves due to geometrical effect – e.g. steepening and frequency shifts
[152]. The quantitative analysis of the magnetic field is based on various 3D fluid models,
which agree on the fact, that the field has both oscillatory and static components and that
the amplitude scaling depends on the laser intensity as [100]:

B ∼


a4

0
σL

a0 � 0
a2

0
σL

a0 � 0
(2.20)

where σL is the laser spot size in units of c/ωp.

2.3.2.1 Inverse Faraday effect in cold plasmas

The axial magnetic field can be also created in a medium due to the rotation of the elec-
tromagnetic field. This phenomenon is called Inverse Faraday effect and is usually observed
in the case of a plasma interaction with circularly polarized laser pulses. In fact, when the
laser light is circularly polarized, the electrons quiver with the oscillating electric field of the
incoming laser light and they undergo a circular motion [13]. Correspondingly, a current loop
at the edge of the plasma creates the magnetic field observed in the experiments [42] and
schematically depicted in Fig. 2.6.
The estimation of the amplitude of such generated magnetic field is following [41]:

B [Gauss] ∼ 6.5× 105
(
ne
nc

)1/2
(

I

1014 W/cm2

)1/2

. (2.21)

The equation (2.21) was derived from the experimental results [41] for the laser intensities
between 1010 W/cm2 and 1013 W/cm2. For instance, according to this relation, the magnetic
field of 150 kGauss are generated when the laser pulse having the intensity of 1013 W/cm2

interacts with 0.5 nc dense plasma. However, in the case of the higher laser intensity (e.g.,
1014 W/cm2), the experimental values are larger than those estimated by the equation (2.21)
[13].
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Figure 2.6: A schematic presentation of the Inverse Faraday effect.

2.4 Multipole magnets
The results from Particle-in-cell simulations performed within this work show the similarities
in the magnetic field formation and its consequences with magnets used in accelerator physics.
Generally, multipole magnets are often used in conventional accelerators and both conven-
tional and laser-driven beamlines in order to, for instance, select the exact energy of particles,
to tune the parameters of accelerated particle beam (e.g., divergence, emittance, spatial uni-
formity) or in order to assure the smooth beam handling and its propagation through a
beamline. In following sections ideal multipoles as well as the examples of realistic magnets
and their usage will be discussed from the point of view of particle accelerator physics [153],
[154].

2.4.1 Ideal multipole magnetic field

An exactly shaped magnetic field can be created by the set of multipoles in the sense of a
superposition principle. If we consider a cross section of an infinitely long magnet in 2D
planar geometry (y− z), the complex Fourier series expressing the vertical and the horizontal
magnetic field components By and Bz are [155]:

By + iBz =
∞∑
n=1

Cn · reiθ(n−1) =
∞∑
n=1

(Bn + iAn) · (z + iy)n−1, (2.22)

where θ is the angle formed by the position vector r representing the number in complex plane
and Cn is the Fourier coefficient; Bn and An are multipoles of the field, that determine the
shape of the field lines. In fact, all multipoles can be obtained in their normal or skew versions.
Whereas normal magnets have their poles separated by 360◦/2n, their skew equivalents are
rotated by 180◦/2n, where n is the order of the multipole, see Fig. 2.7.
For example, the first order multipole has the only non-zero component in (2.22) either the
term B1:

Bz = 0, By = B1, (2.23)

or the term A1:

Bz = A1, By = 0. (2.24)
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In the first case, the magnetic field is oriented in the y-direction and a perfect normal dipole
occurs. In the second case, the magnetic field is oriented in the z-direction and a perfect skew
dipole occurs. A normal dipole magnet is therefore usually oriented perpendicularly to the
plane of accelerator, whilst a skew notation means parallel to or in the plane of accelerator.
Similarly, the second terms of Fourier series B2 and A2 correspond to the normal and skew
quadrupoles (i.e., magnets having four poles), B3 and A3 to the normal and skew sextupoles
(i.e., magnets having six poles) and so on. Therefore, the magnetic field amplitude, in the
case of pure normal multipoles, scales as:

|B| = Bnr
n−1, (2.25)

where r is the distance from the center and n is the order of the multipole. In fact, some
literature defines also zeroth order multipole in the form of helix, so-called solenoid. This
special case is not included in the (2.22), because the magnetic field inside the solenoid is
parallel to the longitudinal axis and its magnitude follows B = µ0NI/l, where NI is the total
number of ampereturns and l is the coil length. In contrast to other multipole magnets, the
field in the middle of solenoids and dipoles is not equal to zero [155], see also Fig. 2.7. The
rest of multipole magnets imparts a force proportional to the distance from the center r as
derived in (2.25). Therefore, the equipotential lines of the field are denser near the edges of
the magnet which indicates that the field is stronger there.
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Figure 2.7: Magnetic multipoles of the order n = 1, 2, 3, 4 presented in their normal and
skew orientations. The magnetic field lines are depicted in 2D plane (y − z) and the field
dependence is shown below each normal multipole.
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According to the multipole order, we can distinguish:

• dipole having two poles and the uniform magnetic field with the amplitude |B| = B1.
Dipoles are used to bend particle beams [6], [153].

• quadrupole having four poles; the magnetic field amplitude increases linearly with the
distance from the center, i.e., |B| = B2r. The parameter called the quadrupole strength
k is introduced as a ratio between the quadrupole gradient G (G ≡ B2) and the beam
rigidity Bρ, i.e., k = G/Bρ. The parameter ρ is the radius of the trajectory curvature
of a particle passing through the magnetic field where it is deflected. Consequently,
quadrupoles are used to focus particle beams.
A normal quadrupole field naturally focuses particles in one plane only, because in
the another it has a defocusing effect [153], [154], see Fig. 2.8. Transverse motion of
particles can be treated separately in vertical and horizontal plane according to linear
beam dynamics, which results in so-called focusing and defocusing planes [153]. In other
words, a perfect normal quadrupolar symmetric field will produce an asymmetric parti-
cle beam. Normal quadrupoles act as a chromatic lens, which means that the focusing
effect depends on the energy of passing radiation [156]. In contrast to this, in the case
of skew quadrupoles, the perturbation in field causes a coupling of both horizontal and
vertical oscillation and an independent treatment of these planes is not possible any-
more [153]. Skew quadrupoles are used, e.g., for correction of betatron coupling [157]
(i.e., the coupling between transverse and longitudinal electron oscillations in betatron
motion which are usually desired to be minimized).

y

z

x

PMQ plane

Figure 2.8: Sketch demonstrating focusing and defocusing plane for particle beam pass-
ing through normal quadrupole field.

• sextupole having six poles; the magnetic field amplitude increases with the distance
from the center as |B| = B3r

2. Usually, the corresponding third order Fourier term
is often described as the second derivative of the field, i.e., B′′ = 2B3. Sextupoles are
used to correct beam chromaticity [158], [159] (particles in the beam are not monochro-
matic as they have an energy spread). Therefore, sextupoles are usually placed behind
quadrupoles which focus differently particles with different energy.
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• octupole having eight poles; the magnetic field amplitude increases with the distance
from the center as |B| = B4r

3. Usually, the corresponding fourth order Fourier term is
often described as the third derivative of the field, i.e., B′′′ = 6B4. Octupoles are used
to enhance particle beam spatial uniformity [153], [160].

• decapole, dodecatpole,... etc.

2.4.2 Realistic unideal multipole magnets

In reality, there is nothing like an ideal n-pole magnet, because all magnets have various contri-
butions showing up in the higher harmonics of their Fourier spectrum. In other words, besides
the strongest main multipole, also other orders of magnetic field occur in a realistic multipole
magnet. In fact, two types of error higher harmonics can be distinguished: so-called allowed
and non-allowed [153], [154]. The allowed harmonics are the additional multipole fields,
usually much lower than the main multipole, nevertheless always present in every multipole
magnet. Allowed harmonics can be only suppressed, but never removed. The probability
and the strength of exact allowed multipole contributions depend on their order, i.e., on their
position in the Fourier spectrum. For example, in the case of a quadrupole magnet, the third
harmonic, i.e., a sextupole field, would appear first. On the contrary, not-allowed harmon-
ics are magnetic field orders classified as an errors, when the optimal situation is somehow
violated. High non-allowed orders can result from assembly asymmetries, not optimal propor-
tions, material non-homogeneities, manufacturation errors, not precise geometry/positioning
or/and from magnet’s finite dimensions [153], [161]. The complete analysis of allowed and
non-allowed harmonics of real accelerator magnets has to be provided and the components
carefully suppressed or balanced, see the example for the case of ELIMAIA beamline in [162].
Sometimes magnets are designed to have more than one multipole component in purpose,
because it can be beneficial or even required in accelerator beamlines. One of the most com-
mon type of these combined function magnets is a dipole with quadrupole component which
is being used to steer and focus a particle beam simultaneously [155] or a quadrupole with
sextupole component which is being used to compensate the natural chromaticity and in order
to save space in experimental setups [159]. Octupole magnets are usually used in combination
with quadrupoles for correction of spherical aberrations [163]. Also solenoids can be combined
with quadrupole magnets in order to achieve rotated focusing magnetic fields to cancel an
emittance growth [164].
Besides combined function magnets, more multipoles having the same order can be placed
behind each other in order to ensure the required effect on the particle beam propagating
through. The example is here demonstrated on the 4−pole magnet case. Quadrupoles are
widely used in accelerator beamlines as already mentioned – normal quadrupoles for particle
beam focusing, whilst their skew orientation for correction of betatron coupling [157] (both
conventional accelerators [158], [166], [167], [168], [169] and laser-driven ones [6], [170] are in-
cluded). In fact, focusing in both directions can be done by placing more quadrupoles behind
each other with the separating distance smaller than their focal length and with an exact
rotation of each magnet in respect to the previous one. Such focusing system is built on the
FODO principle from optics, where FODO stands for focus-drift-defocus-drift. In principle,
the first element of the FODO lattice from quadrupole magnets focuses the beam, e.g., in
x− y plane and defocuses it in x− z plane. The following element is rotated by 90◦ and does
the opposite, which creates focusing effect in both planes. Of course, the positioning must be
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Figure 2.9: Variable period undulator magnet structure configured as multipole lenses (top)
and corresponding field profile in the aperture (bottom): (a) skew quadrupole, (b) APPLE-II
quadrupole, (c) quadrupole, (d) sextupole, (e) octupole [165].

very accurate [158], [171]. Sometimes, three quadrupoles are used in a sequence to have both
vertical and horizontal focal points in the same position [153], [154]. Furthermore, a single
skew quadrupole is often placed after a few normal quadrupoles, in order to correct tilting of
the particle beam by rotating its plane [167], [169].
Multipole magnetic field used in accelerators is usually a result of the various multipoles
placed in the exact geometry. For this reason, a standard multipole field can differ not only
in the amplitude, but also in the shape and the slope of the field characteristics even within
the same multipole order, see Fig. 2.9.
The magnetic field strength represented by the magnetic flux density corresponds to the num-
ber of the field lines penetrating a given area. The magnet is considered as an open circuit
and its strength is directly related to the material (specifically to the material relative per-
meability) and the length to diameter ratio [153], [154], [172]. For example, magnets with
small poles and long lengths have much higher open circuit flux density than short magnets
with relatively large diameters, even when they are manufactured from the same grade of
magnetic material [173]. Therefore, when a specific magnet measuring, e.g., 1 T on the poles
is cut in its half, the result is definitely NOT the two smaller length magnets of the same
Gauss reading in open circuit. Usually, magnets are designed to be at least two times longer
than their thickness in order to let the field properly develop. In fact, the right geometry and
shape of magnets are crucial in order to predict and to optimize the resulting field as well
as in order to tune the amplitude of high order harmonics. For example, to compensate the
non-infinite poles, the shims are added at their edges. The area and the shape of the shims
are crucial for the strength of the field error amplitudes. In fact, the tapering of the poles
may be necessary when high magnetic fields are present in order to provide small chamfer
angles [174].
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Chapter 3

Methods: Particle-in-cell
simulations

Plasma is a partially or a fully ionized system of particles (free electrons, ions and possibly
also neutral atoms) which shows collective behavior. In other words, particles interact with
each other due to self-consistently induced electric and magnetic fields.
So-called Particle-in-cell (PIC) is one of the most favorite algorithms in plasma physics dating
back to 1950’s, i.e., even before the first usage of fortran language [175]. PIC code merges a
high number of real particles into virtual macroparticles, which can move freely in the simu-
lation box and interact with each other due to EM fields discretized on a finite mesh.
Simulations based on PIC numerical approach are used for the systems in which the force on
any particle dominates by the sum of its interactions with distant particles, rather than by the
contributions from its nearest neighbors. Such system is called collisionless or uncorrelated,
i.e., Coulomb collisions are ignored. In fact, many plasmas showing collective behavior can be
described in this way sufficiently. Also simulations presented in this work are collisionless, be-
cause high electron temperatures (and corresponding velocities) are expected in high-intensity
laser-plasma interactions. Therefore, the collision frequency νie is low; νie ∼ 1/T 2/3

e ∼ 1/v3.
Nevertheless, collisions can be added in PIC codes by various models based on Monte Carlo
simulations [176].

3.0.1 Various approaches to plasma modeling

Before a brief description of Particle-in-cell method itself will be discussed, it is beneficial to
summarize the approaches, which are usually used for plasma modeling. In general, plasma
can be described from the microscopic (i.e., by using the exact values for individual particles
or by the particle distribution function) or from the macroscopic point of view (i.e., by using
the measurable variables of the system, such as temperature, pressure etc.). Therefore, we
can distinguish Kinetic and Fluid (Hydrodynamic) descriptions of plasma, respectively. If the
possibility of a combined description is needed, the Hybrid codes lying between discrete and
continuous approaches are used [100], [177], [178], [179].

• Kinetic models employ either (macro)particles or the general distribution function
fα(t, xα, vα), where the index α represents particle species. The firstly mentioned is used
for Particle methods (i.e., Particle-Particle Methods; Particle-Mesh methods (PIC) and
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Mesh-Free Methods (Tree codes)), whilst the second mentioned is utilized in the statis-
tical methods solving Boltzmann transport equation (3.4) for the distribution function.
When the detailed knowledge of all involved physical processes on a single particle is
crucial, plasma is usually described as a particle-particle system, i.e., the system of
charged (macro)particles, which interact with each other and move freely in a space un-
der the influence of electric ~E and magnetic ~B fields described via Maxwell’s equations:

∇× ~E + ∂ ~B

∂t
= 0, ∇ · ~B = 0, (3.1)

∇× ~B − ε0µ0
∂ ~E

∂t
= µ0~j, ∇ · ~E = ρ

ε0
, (3.2)

where ~j is the current density, ε0 is vacuum permittivity, µ0 is vacuum permeability
and ρ is the charge density.
In fact, the particle-particle approach is the most numerically challenging scenario used
in plasma modeling. Dealing with a large number of real particles (e.g., in laser plasma,
astrophysics, ...) is often too computationally demanding even for supercomputer clus-
ters having hundreds of CPU cores. Therefore, a statistical approach, using the average
macroscopic properties, is applied instead.
In fact, the biggest advantage of a statistical description lies in the fact, that any
knowledge about the individual particle trajectories is required in order to describe ob-
served phenomena. Of course, the precision is worse than that in the particle-particle
approaches. On the other hand, much larger scale systems can be simulated [180], [181].
Consequently, kinetic methods introduce a macroparticle containing a large number of
real particles. However, decreasing the number of particles leads to the increase of
noise. Therefore, the user should be very careful when choosing numerical approaches
to describe the real situation. Macroparticle description is used, for instance, in Particle-
in-cell simulations (Particle-Mesh method). There, macroparticles are basically an ap-
proximation of distribution function by a set of finite phase-fluid elements (FPEE).
The time evolution of the general distribution function fα(t, ~x, ~vα) is described by Boltz-
mann transport equation (BTE). For example, when α-particles collide with a target
made from β-particles, BTE has the following form [15]:

dfα(t, ~x, ~vα)
dt =

∑
β

Sαβ, (3.3)

∂fα
∂t

+
(
~vα · ~∇x

)
fα + 1

mα

(
~Fα · ~∇v

)
fα =

∑
β

Sαβ, (3.4)

where the right hand side is called Boltzmann collision integral expressing the collisional
(or collisionless) term whose specific form varies depending on the various approaches to
the collisions. The various evaluation of the Boltzmann collision integral leads to Fokker-
Planck, Landau, Boltzmann, BGK (Bhatnagar-Gross-Krook) or to Vlasov equation(s)
[15]. The lastly mentioned, i.e., Vlasov’s equivalent of BTE, is used for collisionless
systems corresponding to the Boltzmann integral equal to zero. Vlasov equation is used
for high temperature plasmas, including laser-target interactions, where collisions are
negligible:

∂fα
∂t

+
(
~vα · ~∇x

)
fα + 1

mα

(
~Fα · ~∇v

)
fα = 0. (3.5)
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• Fluid (Hydrodynamic) description is other possible approach used in plasma mod-
eling [14], [182] and it covers Magnetohydrodynamic (MHD) simulations, One fluid hy-
drodynamics or Two fluid hydrodynamics simulations [100], [178], [179]. In this case, not
only Maxwell equations and conservation laws, but also equations of state, are required.
Generally, plasma is described via macroscopic parameters whereas the equations for
the system are obtained with the use of velocity moments evaluated from Boltzmann
transport equation [14], [179]. That makes this modeling optimal to be compared with
real experiments because it uses variables which can be measured (e.g., temperature,
pressure etc.). Furthermore, even though fluid simulations have often high numerical
demands, they are faster and more cost-effective than the previously described kinetic
models. On the other hand, the results are less accurate. Unfortunately, hydrodynamic
simulations can be used only when the local thermodynamic equilibrium is fulfilled,
because both temperature and pressure (which macroscopically describe the system)
can be defined only in LTE. Moreover, the simulation results strongly depend on the
applied physical model and on the used assumptions. In fact, taking the laser plasma as
a fluid is a good approximation for the interactions with relatively low laser intensities
(≤ 1015 W/cm2) and long pulses (ns) [100].

• Another possibility is to use hybrid modeling [100], [178], [179] (generally, where more
numerical approaches are needed together) or gyrokinetic description [180], [181] (i.e.,
modeling of plasma behavior of frequencies much lower than the particle cyclotron
frequencies and on spatial scales comparable to the gyroradius), which is crucial for
modeling of, for example, plasma turbulence.

3.1 Particle-in-cell (PIC) method
Particle-in-cell is a numerical method of a kinetic particle simulation approach, where a cer-
tain amount of real particles is represented by a virtual macroparticle. This macroparticle
behaves like a cloud of real particles (electrons or ions) and propagates in electromagnetic
fields freely according to the movement equation (Lorentz force). The electromagnetic fields
are solved on the finite mesh from the charge and the current of the macroparticles evaluated
at the grid points.
In fact, there are various models dealing with the strategy how the real particles should be
merged together and how many of them is acceptable to be represented by a single macroparti-
cle in order to reach high physical accuracy but also numerical efficiency. Generally, the model
implementing a too low number of real particles merged together (i.e., too much macroparti-
cles) would suffer from high computational demands, whereas the larger value (i.e., a low
number of macroparticles) would suffer from insufficient statistics. Nevertheless, plasma
physics is full of non-linear effects like instabilities and resonances where a small number
of particles might be more important or even crucial for the examined phenomenon than the
rest. In context of this, different numerical weights can be assigned to various macroparticles.
Therefore, numerical weighting is used in order to lower the total particle number without
loosing the reasonable statistics (or sometimes even enhancing it).
The equation of motion is solved using, e.g., Leap-Frog or Boris-Buneman schemes [177].
The EM fields are known only in the predefined grid junctions and they are calculated by
solving Maxwell’s equations by Finite Difference Time Domain (FDTD) method [177], [183]
on a spatial grid and interpolated back to the particle positions. Thus, the particles do not
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interact with all other particles but with the mean field generated by the particle ensemble.
Particle-in-cell method is then a naturally closed 4-step scheme containing the procedures of
Particle pusher and of Field solver, together with the weighting of variables from the particles
positions to the grid and vice versa, see Fig. 3.1. Originally, the collisions are neglected in
PIC codes, but if needed, they can be added by Monte Carlo modules [176], [184].

PIC
     

Particle pusher
(integration of Lorentz equation)

Fi  →  vi  →  xi

→ → →

Interpolation of current, charge
(from particles to grid)

(x, v)i → (ρ, J )i

Interpolation of current, charge
(from particles to grid)

(x, v)i → (ρ, J )i
→→ →→ →→

Interpolation of fields
(from grid to particles)

  

(E, B)i  → Fi

→ →→

Field solver
(integration of Maxwell's equations)

 (ρ, J)i  → (E, B)i 
→→→

Initial particles distribution
Additional processes 

e.g. ionization, 
collisions by MC method 

(i.e.  vi → vi' )
and others

→→ → → 

Figure 3.1: Basic four-step cyclic scheme of Particle-in-cell method.

3.1.1 The first step: Integration of equations of motion

The equation of motion, represented by Lorentz force ~Fi for each i-th macroparticle, is inte-
grated in order to get the i-th macroparticle velocity ~vi and its position ~xi:

~Fi = d(γ~vi)
dt = q

mi

(
~Ei + ~vi × ~Bi

)
, (3.6)

where γ is the relativistic factor, q is the particle charge, mi is the particle mass and ~Ei, ~Bi
are the electric and the magnetic fields, respectively. In order to ensure better accuracy, the
leap-frog scheme, as an improvement of numeric Euler method, is usually used to perform
the integration. The advantage lies in replacing a forward time difference in Euler method
by a central difference. Therefore, the velocities are evaluated at the time t = (n + 1/2)∆t,
whereas the positions are calculated at the time t = n∆t, where n denotes n-th step.
Other option to solve the equations (3.7)–(3.8) is to employ Boris scheme, the widely used
second-order Lorentz force integrator based on velocity-Verlet scheme [177], [185]:

~xn+1 = ~xn + ∆t
(
~vn + ∆t

2
~F (~xn, ~vn)

)
, (3.7)

~vn+1 = ~vn + ∆t
2
(
~F (~xn, ~vn) + ~F (~xn+1, ~vn+1)

)
. (3.8)

This method provides a smart way to evaluate (3.8) without any need to solve an implicit
system [186]. In a nutshell, it is done by three steps: the first half of the electric push is
followed by the rotation and the second half of the electric push. The detailed explanation of
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multi-step Boris scheme can be found in [187] as well as in author’s previous work [188].
Generally, the algorithm used for integration of equations of motion should be convergent,
stable, efficient and accurate. In fact, the proper choice of the method ensures that any
dissipation of physical quantities or any deviation of the conservation laws, both caused by
the truncation error (originating from the approximation of derivatives with finite differences),
would be minimized and they would not grow in time [177].

3.1.2 The second step: Interpolation of charge and current source terms
to the field mesh

Since the macroparticles move freely in both space and time, the new charge and current
densities have to be computed and assigned to the grid to advance the fields in the third
step. In fact, the assignment is done by the means of interpolation functions being typically
products of splines. According to these functions, the values of the current and the charge
densities are assigned to the grid nodes. In fact, one macroparticle can contributes to more
than one node, which is nearby. In other words, several neighboring macroparticles can be
partly weighted to the same node. The continuity equation (3.9) must be satisfied:

∂ρ

∂t
+∇ · ~J = 0, (3.9)

where ρ is the charge density and ~J is the current density.

3.1.3 The third step: Integration of electric and magnetic fields on mesh
points

The electric and the magnetic fields are usually defined on Yee’s FDTD mesh, where they are
offset one-half time step, see Fig. 3.2. The staggered Yee’s field algorithm has the accuracy
of the second-order both in space and in time [189].

a) Tranverse Electric (2D)           b) Transverse Magnetic (2D)               c) Yee's grid (3D)
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Figure 3.2: Illustration of FDTD space discretization for electric and magnetic fields: a) 2D
case with the magnetic field along the z−axis (i.e., the axis perpendicular to the screen); b)
2D case with the electric field along z−axis; c) 3D case with so-called Yee’s grid.
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Taking the current and the charge densities from the previous step, both the magnetic and
the electric fields ( ~B, ~E) can be advanced in time in agreement with Maxwell’s equations on
the grid:

∇× ~E = −∂
~B

t
, (3.10)

∇× ~B = µ0 ~J + 1
c2
∂ ~E

∂t
, (3.11)

∇ · ~E = ρ

ε0
, (3.12)

∇ · ~B = 0, (3.13)

where µ0 is the vacuum permittivity, ε0 is the permeability constant and c is the speed of
light.

3.1.4 The fourth step: Interpolation of fields from the mesh to particle
positions

The electric and the magnetic fields defined on the finite space grid are interpolated to the
macroparticle positions by the means of interpolation functions. This step is thus the oppo-
site to the second step, where the current and the charge densities were weighted from the
macroparticle positions to the grid points. With the knowledge of the fields at the macropar-
ticles’ locations, Lorentz force can be computed and the cycle starts again.

3.1.5 Particle-in cell code EPOCH

The free full-source Particle-in-cell code EPOCH is used in the case of all simulations presented
in this dissertation. EPOCH is MPI parallelised, explicit, second-order, relativistic PIC code
developed at the University of Warwick and it is based on an older PSC code by Hartmut
Ruhlby [9]. The EPOCH code is written in SI units and, as a solver, it implements 2nd
order Finite Difference Time Domain (FDTD) integration of the Maxwell’s equations on
a staggered Yee’s grid [190]. The grid stagger means that some variables are defined on
the domain boundaries, whereas others are defined on either side of the domain boundary.
A particle pusher is done via Boris-Buneman scheme [177] for integrating the equations of
particle motion, whilst the current weighting is performed with the help of a charge-conserving
scheme by Villasenor-Buneman [191].

3.2 Computational demands

3.2.1 Comparison of Vlasov method with PIC

Vlasov equation (3.5) is a collisionless version of differential BTE. It is usually used in or-
der to describe hot plasma by a single-particle density function f(~r, ~p), where ~r and ~p are
position vectors of the particle in a six-dimensional phase space. Naturally, this approach
is very computationally demanding even for 1D, where there is still the need to retain two
or three velocity components in order to properly cover the electron motion and its coupling
to Maxwell’s equations [12]. Therefore, even 1D situation grows towards 3- or 4-dimensional
code. Usually, finite differences on the Eulerian grid is used for solving the partial differential
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Figure 3.3: Illustrative representation of Vlasov method (left): distribution function on Eule-
rian grid in 2D phase space; or of Particle-in-cell (PIC) method (right): numerical macropar-
ticles sample the distribution function.

equation of Vlasov.
In a nutshell, Vlasov approach is such computationally demanding, because, regardless whether
the particles are in the region or not, all cells of the grid are included in numerical solving.
Let’s demonstrate this claim on a simple example depicted in Fig. 3.3, where one plane of
phase space together with a distribution function are shown. The distribution function is
positive in a green cloud representing the phase space occupied by a plasma. Conversely, the
function has a zero value in a clear white surrounding space, where any particle is present.
Obviously, the numerical cost rises quickly with each additional dimension. Consequently,
solving the full 6D Vlasov equation becomes nearly impossible. In fact, the method is used
in low dimensions, when extremely smooth results are needed.
In contrast to Vlasov equation, there is Particle-in-cell (PIC) method which can solve the
problem more efficiently. The difference is clearly demonstrated in Fig. 3.3, where the distri-
bution function on the left side (Vlasov method) is approximated by a set of finite phase-fluid
elements (FPEE) on the right side (PIC method). Then, the equation for the distribution
function fs is [12]:

fs(~r, ~p) =
∑
k

WkS(~r − ~rk, ~p− ~pk), (3.14)

where Wk is the weight of k-th particle of species s and S(~r − ~rk, ~p − ~pk) is the function
describing the effective shape of the particle in the phase space; ~r is the observation point
in phase space and ~rk is the coordinate of the particle. In the case of the momentum ~p, the
same notation is valid.
In order to define the shape of a cloud of real particles merged to a single macroparticle,
the shape function is introduced. Usually, there are various shape functions implemented in
PIC codes, which can be chosen by the user. Nevertheless, all of them have to satisfy the
conditions of space isotropy, charge conservation and of increasing accuracy (convergence) for
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higher-order terms [192]. Furthermore, the shape function is related to the weighting function
as they are usually the products of various splines. The most common weightings & shapes
are NGP (Nearest Grid Point, i.e., the zeroth order weighting), LS (Linear Spline called also
Cloud-in-cell), QS (Quadratic Spline) and CS (Cubic Spline) [193].

3.2.2 Reducing computational demands by PIC in comparison to Particle-
Particle approaches

The crucial advantage of PIC method is that it significantly decreases the computational
cost in comparison to Particle-Particle (PP) approaches or to Vlasov method. In fact, the
macroparticle in PIC does not interact with each other as in PP models, but with a finite
mesh and the values are not computed in the phase space regions where no (macro)particle is
present. Generally, such methods are known as Particle-Mesh (PM) approaches [177], [194],
[195].
Denoting N as the number of macroparticles in the simulation and Ng as the number of grid
points of the mesh, PIC method decreases computational cost from N2 (being valid for PP
algorithms) to [195]:

αN + β(Ng), (3.15)

where the constants α, β depend on the PM scheme being used. The first term αN in (3.15)
arises from the fact, that each macroparticle in the simulation is treated typically once in a
single cycle (in fact, it could be also two or four times, but asymptotically it converges to αN
steps). In other words, the steps 1, 2 and 4 in the PIC scheme (see Fig. 3.1) are proportional
to the number of particles N , whilst the operation count for the step 3 depends on the num-
ber of grid points Ng (which is asymptotically the same as the number of cells). The field
solver therefore affects the term β(Ng) in (3.15). For example, rapid elliptic solvers (such as
Buneman algorithm or multiple Fourier Transform) need ∼ Ng log2Ng operations [195].

There are also so-called Particle-Particle-Particle-Mesh codes (PPPM or simply P3M) which
combine PM and PM approaches and treat the slowly (by PM) and the rapidly (by PP)
varying forces separately. Hence, such codes represent close encounters as accurately as the
PP methods and they calculate long-range forces as rapidly as PM methods. The required
number of operation is modified from (3.15) to αN+β(Ng)+γNgNn, where Nn is the number
of neighbors (given generally by Nn = V n, where n is the density of particles and V is the
volume of the cell) [195].

3.2.3 Computational resources

Various computer clusters were used to perform the simulations presented in the chapter PIC
simulations: affecting beam parameters by advanced target designs. The majority of cases
were simulated on ECLIPSE cluster at ELI-Beamlines [196], although, SALOMON cluster at
IT4Innovations (IT4I) [197] was used as well. Moreover, single nodes belonging to MetaCen-
trum VO [198] were sporadically used for MATLAB analysis scripts, but the rest of data was
analyzed on site (i.e., on ECLIPSE/Salomon clusters). IT4I and MetaCentrum are virtual
organizations operating and managing the computing infrastructure consisting of computing
and storage resources. These resources are offered to researchers and students in the Czech
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Republic for free (MetaCentrum VO) or are accessible by awarding the project through open-
calls, being available several times per year (IT4Innovations). Within this work, two IT4I
projects have been granted – Multidimensional simulations of advanced target designs with
the aim of improving parameters of laser-accelerated particle beams (id OPEN-10-9, in total
567.000 core hours) and Effects of advanced target designs on laser-accelerated ion beams pa-
rameters (id OPEN-19-21, in total 308.000 core hours).
When performing huge 2D or 3D simulations, the data containing particle momenta in each
direction, particle densities and positions for all species, laser absorption or electric and mag-
netic fields are saved into separate data files at particular time steps. These steps are not
necessarily the same for each physical variable (due to the various needs when analyzing
slowly or quickly varying processes), but they should have the common multiples in order to
provide a proper analysis at the mutual time step. The produced files are huge, having from
hundreds of MB to ones or even tens of GB (usually restart dumps), because approximately
ten of double-precision numbers are stored for each particle and each cell.
In order to minimize any wasting of CPU hours, restart dump files are saved down regu-
larly. The restart dumps are the data files containing all necessary info needed to restart the
simulation from the time corresponding to the dump file. In fact, this can be crucial when
an already running, but too time-consuming, simulation had been put in a short computing
queue. Moreover, the restart is beneficial in the case of an unexpected crash or when a pos-
sibility to change the frequency of saving the data files down, if finer resolution is requested,
is needed. This approach also allows to do the brief analysis in early stages of the simulation
process and thus do not waste much time and resources if there is the need to change the
input file. In the case of the simulations shown here, the restartable file(s) were not trans-
ferred somewhere else, but stayed on the cluster, where usually only the newest restart dump
remains. This was done automatically by rolling restart option implemented in EPOCH code.

3.2.3.1 Estimation of requested cluster nodes for 2D and 3D EPOCH simulation

The right planning of the requested number of CPU cores for the simulation is crucial. In
fact, the proper estimation of the node number can reduce the waiting time in cluster queues
or prevent the job from crushing or freezing because of unadequate resources requested. The
exact procedure, showing how to compute the needed resources, depends on the way how the
PIC code is written (e.g., for EPOCH code this information can be found in shared file in src
folder). Here, a very brief plan how to estimate the requested number of cores/nodes, when
using EPOCH PIC code, is present. The procedure is valid for 3D simulation, and can be
thus modified to 2D case very easily by reducing one dimension.
Let assume, that each number has a double precision (8 bytes); the requirement for the
memory allocation can be divided into three parts:

1. the number of bytes requested per particle

(a) momentum ~p: 3 numbers needed → 24 bytes
(b) space coordinate ~r: 3 numbers needed → 24 bytes
(c) weight w: 1 number needed → 8 bytes
(d) pointer(s): 2 numbers needed → 16 bytes

2. the number of bytes requested per cell
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(a) electric field ~E: 3 numbers needed → 24 bytes
(b) magnetic field ~B: 3 numbers needed → 24 bytes
(c) electric current ~j: 3 numbers needed → 24 bytes
(d) charge density ρ: 1 number needed → 8 bytes
(e) electron density ne: 1 number needed → 8 bytes

3. for any other information bounded to a cell: 1 number needed → 8 bytes (this value is
overwritten regularly, thus 1 number is enough for the whole process).

Altogether, the relation estimating the total amount of nodes Nnodes, which should be re-
quested for the simulation, is following:

Nnodes = (C · (72 ·N + 88 ·Ng + 8 ·N))
Mnode

, (3.16)

where N is the number of macroparticles, Ng is the number of grids/cells (which is asymp-
totically the same) and C is the safety constant (C > 1), which gives an operational space to
ensure smooth running, when the simulation is not well-balanced at the very beginning (e.g.,
a thin small target is placed in a big empty area). Finally, Mnode is the usable memory of the
node in bytes. For instance, ECLIPSE cluster at ELI-Beamlines has 115 · 109 bytes per node
[196].

3.3 Numerical stability of PIC codes
Numerical instabilities are, among others, driven by the fact, that particles are distributed
across a computational grid, whereas fields are evaluated at discrete grid points. This means,
for instance, that particles support higher wavenumbers than fields do and that the particle
pusher is Lagrangian, whilst the field solver is Eulerian [189].
A sufficient choice of both cell dimensions and macroparticle parameters (the number, weight-
ing etc.) is crucial for obtaining reliable and numerically stable results. There are a few factors
we should consider and take care about before the start of the simulation. Fundamentally,
the appropriate time step and the grid dimensions should be chosen.
Firstly, the so-called Courant limit (usually shortened as CFL condition) [177] has to be
satisfied (here presented in 3D):

(c∆t)2
( 1

(∆x)2 + 1
(∆y)2 + 1

(∆z)2

)
≤ 1. (3.17)

In short, this condition ensures that no particle moves further than a single cell length (in each
direction) during one time step and also that the time step is sufficiently short to enable a
proper calculation of EM (light) waves propagation. Courant condition limits the simulation
how fast it can advance in time for a given spatial resolution. Since standard EM-PIC codes
are unstable for c∆t > ∆~r, any practical use of such codes is restricted to ∆t ≤ ∆~r/c.
Secondly, the attention should be payed on other condition limiting the choice of the time step
in order to ensure that an electrostatic (Langmuir) waves propagation is calculated properly
[199], [177]:

ωpe∆t ≤ 2. (3.18)
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In other words, the time step should be significantly shorter than a period corresponding to
the electron plasma frequency ωpe, otherwise the processes in plasma, e.g., plasma oscillations
of electrons, would be unresolved [15], [17]. Even though the condition (3.18) is required, the
practical reasons related to energy conservation suggest to use, instead of the factor 2, a
number one order of magnitude smaller [199], [200]:

ωpe∆t ≤ 0.1. (3.19)

Similarly as it is not possible to analyze too fast processes because of time discretion (i.e.,
the processes faster than the time step), it is not possible to study the phenomena, which
take place in the spatial scale smaller than the cell dimensions. Therefore, not only the
right choice of the time step, but also of the single cell dimension (i.e., the spatial step), is
crucial for performing stable and sufficient PIC simulations. The spatial discretization of the
simulation area should have the order comparable to the Debye length λDe of the simulated
plasma system. Within this length particles see each other as individuals. Furthermore, in
the case of collisionless plasma, the collective modes exist only for λ > λDe. It is because
the electrons thermal motion damps strongly the modes having lower λ than Debye length
λDe by Landau damping [201], [202]. Consequently, in the literature [177], [203], [204], there
is usually mentioned that the single cell dimension should resolve the Debye length, i.e.,
∆x ≈ λDe, in order to ensure numerical stability of PIC simulations. Nevertheless, in modern
PIC codes, which use smooth high order shape functions, this condition is not such strict. In
fact, for third order splines, the instability growth rates are more than one thousand times
lower than the plasma frequency when the cell has ∆x = 10λDe instead of ∆x = λDe [205].
This is the reason, why in practice the cell dimension is chosen to be multiples of the Debye
length because the finer resolution is usually too computationally demanded.
The basic considerations moreover indicate, that both the wavelengths of the plasma and of
the laser should be sampled at least by the low tens of cells (i.e., λ ∼ 10’s · ∆x), otherwise
the reconstruction of the proper shape cannot be guaranteed, as illustrated in Fig. 3.4. For
example, the PIC stability study [206] considering laser wakefield acceleration of electrons
demonstrated that the dimension of the cell should be at least 24x (better 36x) smaller than
the laser wavelength otherwise the non-physical self-heating (in the terms of the non-physically
enhanced momentum spread) will occur.

Figure 3.4: Illustrative sketch of a problematic shape reconstruction when too low number
of cells was used to sample the plasma wave: the single wavelength is sampled, from left to
right, by 27, 13, 7 or by 4 cells.

Apart from this, the density of the spatial grid should be chosen accordingly to the number
of particles. In fact, when ∆x is too large, the spatial resolution of local fields is calculated
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too roughly. On the contrary, when the too fine grid (compared to the number of particles)
is chosen, the fluctuations in field intensities between each cell grow rapidly. Therefore, the
empirical estimation advises to have only tens of macroparticles in one cell and to choose the
step size ∆x appropriately [178].
Among the already mentioned issues, also many other aspects can affect PIC simulations,
such as a proper choice of boundary conditions both for fields and for particles [193].
The Yee FDTD scheme, similarly to other FDTD schemes, is stable as long as the Courant
condition (3.17) is satisfied, as already discussed earlier. On the other hand, even with the
Courant limit fulfilled, explicit PIC codes are unstable due to the field-particle interpolation
coupled with disparities between the Eulerian field solver and the Lagrangian particle pusher
– Finite grid and Cherenkov numerical instability are studied the most often in the case
of relativistic beams (e.g., in so-called boosted frames, where the plasma length is Lorentz
contracted while the plasma wake wavelength and the laser pulse length are Lorentz expanded,
which saves computational cost) [189], [207], [208].
To summarize, numerical instabilities lead to unphysical simulation results or are even able
to crash the simulation. The occurrence of numerical instabilities is dependent not only on
the grid size, the time step size and the number of real particles per macroparticle, but also
on the detailed particle phase space distribution through each step in the PIC computation
loop. In other words, it means that different particle distributions used in the code would
suffer from different numerical instabilities [208].

3.4 Combining PIC and (M)HD simulations
Usually, the investigation of a number of different phenomena is needed to understand the
whole physical situation properly. Unfortunately, it is complicated or sometimes even impos-
sible to simulate such processes by one numerical approach only, typically because of long time
scales, a huge number of particles, a low statistical occurrence of the studied phenomenon or
due to various computational needs in different stages of the simulated problem. Therefore,
the investigated phenomenon is divided into parts, which are treated separately by different
numerical approaches or by the means of hybrid simulations.
For example, kinetic and fluid plasma modeling, represented by Particle-in-cell (PIC) and
(Magneto)hydrodynamics ((M)HD) codes, respectively, are combined together in order to
study Earth’s and other planets’ magnetosphere [209], [210], magnetic reconnection [211],
Cosmic ray transport in MHD turbulence in the interstellar medium or Astrophysical shocks
[212]. Specifically, PIC results are used as the source terms in MHD equations or equivalently,
the fields in PIC scheme are computed according to MHD equations.
In the frame of this dissertation, MHD and PIC simulations will be combined together in
order to describe the effect of the laser prepulse on the proton beam accelerated from the
channel-like target (i.e., the optimal step-like density target design studied and described
in detail in the following chapter). MHD simulations will be used to simulate the target
expansion by the laser prepulse. Then the resulting preplasma, represented by the electron
density profile, will be taken as the input for PIC simulation, where only the main laser pulse,
interacting with the created preplasma attached to the main target, will be performed. The
results as well as the complete description of the parameters used in this study are described
in the subchapter Expanded density profile: The effect of preplasma on ion beam parameters.
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Chapter 4

PIC simulations: affecting beam
parameters by advanced target
designs

The increasing interest in laser-acceleration technique has been pushing the efforts made in
studying and manufacturing micro/nano-structured targets forward in order to improve ion
beam parameters. This covers for example decreasing or modifying beam divergence [213],
increasing maximum energy of protons/ions, reaching narrow energy spread, enhancing the
number of accelerated particles [214] or increasing the spatial uniformity and homogeneity of
the accelerated beam. In fact, although maximum proton energies approaching the 100-MeV
level have been experimentally achieved with a relatively high yield (1010−1012 protons/pulse)
[1], [48], laser-accelerated particle beams are still not mature for applications. Particle-in-cell
simulations become a great tool to test various ideas how to improve particle beam parameters
in order to meet the strong requirements of foreseen applications with wide socioeconomic
impact such as laser-driven hadrontherapy, ’fast ignition’ of ICF targets, laser triggering and
control of nuclear reactions, material science, chemistry (e.g. proton pulsed radiolysis of wa-
ter), non-destructive heritage testing etc. [1], [2], see the chapter Possible applications of
laser-driven ion beams.
Generally, particle divergence, which is one of the key beam feature which will be discussed
within this work, is a crucial parameter for effectiveness of the beam handling, for the par-
ticle transport through beamlines and often also for the fulfillment of various applications’
requirements. It was shown, both numerically and experimentally, that whereas micro/nano-
structures on the target front surface increase the maximum proton energy and enhance the
number of accelerated particles significantly, rear-placed periodical structures affect rather
angular spread of accelerated ion/proton beam. Specifically, the higher number and proton
energy were obtained experimentally when the monolayer of polystyrene nanospheres has
been placed on the target front side [214], [215]. On the contrary, block structures present
at the rear target side (separated by a gap smaller than the laser focal spot size) result in
proton divergence reduction in one direction and simultaneously in proton divergence increase
in the another, depending on the structures orientation [213]. Other divergence studies per-
forming various target materials together [216] or employing laser-excited electromagnetic
pulses directed along a helical path from wire attached to the target rear side and thus sur-
rounding the laser-accelerated ion beams [217] were already published. The post-collimation
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of laser-driven protons accelerated from a single flat foil was demonstrated experimentally
already in 2006 when a separated metallic cylinder irradiated by the 2nd laser pulse (in order
to generate electrons along cylinder walls) was placed as a guiding channel in the accelerated
beam trajectory [218]. This clearly illustrates the promising potential of the guiding-channel
geometry studied in this dissertation, even though the cylinder structure from [218] was not a
part of the target and has much larger dimensions than those chosen here (i.e., mm- instead
of µm-scale). Various kinds of straight or tapering metal channels (Au, Cu, ...) attached to or
encircling fully ionized hydrogen flat target were investigated also numerically because of their
promising impact on proton beam parameters [219], [220]. The results are relevant mainly in
terms of the target shape corresponding to the design of tapering channel target presented
here. To summarize, various designs of targets have been already proposed and investigated
in order to decrease ion beam divergence, but they have not been compared to each other and
no study of the possible effect of multipole magnetic field on ion beam parameters (including
divergence) has been performed.

In this dissertation, 2D and 3D Particle-in cell simulations of advanced target designs are
performed in order to improve laser-driven particle beam in various ways. The target designs
include structurally modified plastic targets, i.e., flat or curved targets with micro structures
in the form of straight or tapering channels attached to the target rear surface and they are
studied primarily for a step-like density profile. In the real experiments, this represents the
situation when the laser pulse contrast is as high as possible, i.e., the target is not disinte-
grated or expanded significantly by the prepulse before the main pulse comes. Therefore,
besides the foils with step-like density profile, the optimal target design with preplasma cre-
ated by a laser prepulse is studied. In fact, the laser prepulse is usually an peculiar feature
of ultra-short and ultra-intense pulses having an insufficient laser contrast and it is therefore
important to include such study in this theoretical work. The overall desired output is the
creation of a proton/ion beam showing a strong divergence reduction and improved spatial
uniformity, but having as high energy as possible. Such laser-accelerated particles would bet-
ter meet the strong requirements of foreseen applications with high socioeconomic impact [1],
[2].

4.1 Simulation parameters
In order to improve ion beam parameters, particularly the proton beam divergence, various
designs of advanced plastic targets were performed by the use of collisionless 2D and 3D PIC
code EPOCH [9], see the summary of various target types in Fig. 4.1. Specifically, different
target shapes were formed by flat or curved foils with flat or tapering microstructures form-
ing a channel attached to their rear side. A single flat foil having the same thickness as the
channel targets was used as a reference for a comparison. In 3D, a cylindrical geometry of
the channel instead of a block one was chosen because of high-level of symmetry. In other
words, the channel transverse cut is a circle and not a square. The thickness both of the
target itself (the part perpendicular to the laser pulse) and of the structures is set to 1 µm
and the distance between the channel arms is 7 µm, which corresponds to the target lateral
dimension of 9 µm. The thickness was chosen with respect to well-manufacturable limits of
mylar targets already used in experiments [214] and in order to be relevant for widely used
TNSA mechanism of laser-driven ion acceleration [1], [50]. Transverse target dimensions were
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chosen in agreement with actual experimental conditions of L3 HAPLS laser (decribed in
detail below) [6], [7], [221] in terms of fitting the laser focal spot size between the rear-placed
channel structures and in terms of reasonable limits of laser pointing stability. As a result,
the target width is three times larger than the size of the laser focus having 3 µm which is
close to optimal laser beam width in order to reach the highest laser-driven ion acceleration
efficiency [222].

(a) (c)

(d)

 

1 μm

4; 6; 8 μm

1 μm

9 μm
3.5 μm

2.5; 6 μm

1; 3 μm

6 μm

(f)

7 μm6 μm

(e)

 

9 μm

Laser pulse

9 μm

9 μm 9 μm

1 μm

1 μm

1 μm

1 μm

1 μm

1 μm

1 μm

9 μm 9 μm

9 μm

Figure 4.1: Simulated plastic targets: (a) flat target, (b) flat target with tapering 6 µm long
arms forming a hole between them being 1 or 3 µm wide; (c) curved target with straight arms
forming 6 µm channel of two types – firstly measured from the target rear side, i.e., from the
rear side of the curved part, secondly measured from the beginning of the straight part only;
(d) flat target with a straight channel having various length: 4, 6 or 8 µm; all targets were
simulated by 2D PIC code EPOCH. The single flat foil and the flat target with 6 µm channel
having cylindrical shape were simulated in 3D PIC as well – case (e) and (f), respectively.

The straight channels vary in lengths between 4 µm, 6 µm and 8 µm. The rising channel
length is studied in order to demonstrate proper formation of generated quasistatic EM fields,
to establish a higher field integral and also in order to reach more optimal ratio between the
transverse and longitudinal dimensions widely used when designing magnets [153], [154], [161].
In the case of the flat target with tapering channel, the arms length is set to 6 µm and the
dimension of the hole between these arms is changed as depicted in Fig. 4.1 (b) in green (i.e.,
the angle between the flat part and the arms varies). Curved foils have a radius of curvature
of 3.5 µm (the distance between parallel arms is the same as in the case of flat foils with
straight channels, i.e., 7 µm) whilst the length of the attached channel varies because of two
possible views what the length of the channel in reality is. The case of 2.5 µm straight arms
represents the situation where the 6 µm channel is measured already from the rear side of
the curvature, whilst the case of 6 µm arms represents the situation where only the straight
part is considered to be a channel. The possibility of targets manufacturing is discussed in
the section Discussion: Towards future experiments.
All simulations were performed with a linearly polarized laser pulse along y−axis (the polar-
ization plane corresponds to the simulation area in 2D) having wavelength λ = 800 nm and
intensity I = 5 · 1021 W/cm2 which corresponds to dimensionless laser amplitude of a0 = 48.
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The laser beam has the focal spot size of 3 µm (FWHM) and propagates along the x−axis in
the positive direction, i.e., has 0◦ angle of incidence on the target. The spatial profile of the
laser pulse is Gaussian, whilst the time profile has sin2 shape in intensity both in 2D and 3D.
The full duration of the pulse is 60 fs which approximately corresponds to 30 fs at FWHM
for a Gaussian profile. The used laser parameters are in good agreement with the L3 HAPLS
laser at ELI-Beamlines [7], which is the 1 PW laser system with high repetition rate capability
(up to 10 Hz), which will be available at the ELIMAIA beamline [6] and TERESA target
area [221], both dedicated to various user experiments. Both 2D and 3D simulations were
run for additional 270 fs after the beginning of the laser-target interaction and the simulation
area has dimensions of 50 µm × 30 µm (one cell is a square having the edge of 8 nm) in 2D
and of 32.0 µm × 13.2 µm × 13.2 µm (one cell is a cube with the edge length of 16 nm) in
3D. Targets are made of plastic having the density of 200 nc, nc = 1.73 · 1027 m−3. Three
particle species are used in the simulation (electrons, protons and carbon ions C6+), while
quasineutrality stays conserved.
In each simulation, the third order b-spline shape function was used, which corresponds to
the 5th order of particle weighting [9] (i.e., each macroparticle represents a different number of
real particles, which was taken into account in analysis). The stability is ensured by fulfilling
the corresponding conditions (see the section Numerical stability of PIC codes). Specifically,
Debye length is ∼ 0.7 nm which is enough for the cell dimension of 8 nm as well as of 16 nm
(with the high order particle weighting) in the case of 2D and of 3D simulations, respectively.
The plasma skin depth is about 9 nm and the time step was chosen automatically by the
EPOCH code in order to reach a good numerical stability.
For all presented simulations (both 2D and 3D), a simple laser and a simple outflow bound-
ary conditions were applied in the direction of the laser propagation, i.e., at the boundary in
front of and behind the target (xmin and xmax), respectively [9]. Consequently, EM waves
are transmitted with as little reflection as possible. At the left simulation box border, the
outflowing characteristics propagate through the boundary unchanged whereas the inflow-
ing characteristics are specified by attached laser. At the right simulation box border, the
boundary condition again allows outflowing characteristics to flow unchanged, but this time
the inflowing characteristics are set to zero. The particles are fully transmitted at both bor-
ders in laser propagation direction, i.e., they are simply removed from the simulation when
they reach the boundary. The boundary conditions at the transverse axes (i.e., y and z) are
set to be thermal. In EPOCH Particle-in-cell code, these boundaries imitate the existence
of a thermal bath of particles in the vicinity of the boundary. When a particle leaves the
simulation area it is replaced randomly near the boundary with an incoming particle sampled
from a Maxwellian velocity distribution of a temperature corresponding to that of the initial
conditions [9], [223]. Therefore, the heat flux is effectively absorbed by the boundary.
Three dimensional simulations were performed in order to compare the optimal target design
chosen from 2D study (i.e., the flat target with 6 µm long straight channel) with a reference
single flat foil. Adding another spatial dimension gave us the opportunity to understand
deeper physics behind the acceleration process, e.g. the creation of EM fields responsible for
the proton divergence reduction feature in the case of the channel target.
In all simulations, the full ionization of targets has been assumed. Since the relatively light
and thin/tiny plastic targets are investigated, the approximation of fully ionized dielectric
material is sufficient [224] and often assumed because of an efficient propagation of generated
hot electrons through such thin target material [225], [226], [227]. Moreover, ionization by
laser pulse typically occurs already for values of a0 � 1.
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Simulation area and time parameters

area dimensions in 2D and in 3D (50.0× 32.0) µm; (32.192× 13.392× 13.392) µm
cell size (8× 8) nm or (16× 16× 16) nm

boundary conditions for particles thermal
boundary conditions for fields simple outflow

simulation time 270 fs after the start of laser-target interaction

Laser pulse parameters

Propagation along x−axis with given angle of incidence
Incidence angle 0◦
Spatial profile Gaussian
Time profile sin2 in intensity
Wavelength 800 nm

Laser dimensionless amplitude 48
Peak intensity 5 · 1021 W/cm2

Laser pulse beam width FWHM 3 µm
Laser pulse duration FWHM 30 fs
Full-time cos2 pulse duration 60 fs

Polarization linear along y−axis

Target(s)

Particles p+, e−, C6+

Electron density 200 nc, nc = 1.73 · 1027 m−3

Density profile homogeneous
Weighting of particle yes, for all simulations

Initial temperature of particles 3000 eV
Target x−dimension various, see Fig. 4.1
Target y−dimension various, see Fig. 4.1
Target z−dimension as in y−direction in 2D case, see Fig. 4.1 (e) and (f)

2D MHD + 2D PIC study, full description in 4.8

Prepulse intensity and shape Ip = 1011 W/cm2, square shape
Prepulse duration 0.5 ns

Target plastic 6 µm-long target (d), Fig. 4.1
MHD preplasma used in PIC analytical fit of electron density was used

(details will be provided in the corresponding section 4.8)

Table 4.1: Simulations parameters of microstructured targets study: 2D and 3D PIC (if
any differences from 2D case are applied in 3D case, they are highlighted in green color);
combination of 2D MHD with 2D PIC.
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Also hot electrons are generated before the main laser peak, because the intensities above
1014−15 W/cm2 [100] are sufficient for their production. In fact, the generation occurs near
the laser-target interaction point only, but hot electrons can spread to the whole target area,
which is, in the presented cases, relatively compact. The full ionization will not affect the
created EM fields significantly, since they are established because of hot electrons, not because
of the electrons originated from the ionization.
Taking into account the complex profile of the realistic laser pulse, also 2D MHD simulation
of the optimal target design was performed in order to study the effects of the preplasma
on laser-driven ion and proton acceleration. The 2D MHD output (i.e., the analytical fit of
plasma density) was used as the input in a new 2D PIC simulation. Detailed parameters of
MHD simulation will be described directly in the subchapter Expanded density profile: The
effect of preplasma on ion beam parameters.
The PIC simulation(s) parameters are summarized in Tab. 4.1. Nevertheless, additionally to
the simulations mentioned here, two more cases were performed in order to support theories.
Firstly, the 3D simulation of the flat foil interacting with z−linearly polarized pulse instead of
y−polarized one was performed in order to study its effect on the produced particle beam (the
results are presented in the chapter The role of laser polarization direction in beam cross-
section shape and divergence). Secondly, the extension of the flat target in its transverse
dimension was performed in order to study the infinite-target effect on accelerating electric
field (the results are presented in the section Dependence of the sheath field shape in transverse
direction on the target design). All other parameters in these simulations are kept the same
and results are referred in the text.

4.2 Divergence
Half-angle proton and carbon ion divergence was measured at FWHM at the end of both 2D
and 3D simulations, i.e., at 270 fs after the start of laser-target interaction. In 2D cases, all
target designs (see Fig. 4.1) were simulated and only particles moving forward in ±3.5 µm cut
or in ±0.5 µm cut in transverse direction around the laser propagation axis were analyzed,
see the results in Tab. 4.2. The first space interval corresponds to the inner diameter of
the channel(s) and it was used in order to analyze the whole particle beam coming from the
channel and not from the disintegrated arm-structures. On the contrary, the second space cut
was used in order to analyze only the narrow on-axis-particle beam filament. In 3D cases, only
the wider space cut, i.e., the cylinder having radius of ±3.5 µm around the laser propagation
axis, was used and the analysis in various energy intervals were added.

4.2.1 Flat targets with straight channel

The strongest decrease of 2D half-angle proton divergence was observed for the flat target
with 8 µm long channel, no matter if only on-axis protons or the whole proton beam propa-
gating through the channel were analyzed. Specifically, when taking the wide transverse space
cut of ±3.5 µm around the laser axis, the divergence reduction for this design reaches 34% in
comparison to the flat foil. Moreover, significant divergence improvements were recorded as
well for the flat target with 6 µm and 4 µm long channel where the half-angle angular spread
at FWHM dropped by 29% and by 2%, respectively, see Tab. 4.2. The values of divergence
decrease obtained for carbon ions were comparable for all channel lengths, numerically by
∼ 45% compared to the flat foil, because of their higher mass corresponding to weaker and
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Protons

Target type
Half-angle divergence in FWHM [◦]
2D* 3D**
±3.5 µm ±0.5 µm Interval x-y x-z

Flat foil (=FF) 11.2 100% 4.6 100%
>0.5 MeV 15.4 17.7
>10 MeV 10.3 12.4
>30 MeV 9.3 9.8

FF with straight 4 µm channel 11.0 98% 2.5 54% -

FF with straight 6 µm channel 8.0 71% 1.8 39%
>0.5 MeV 6.8 8.6
>10 MeV 3.1 5.5
>30 MeV 3.0 7.2

FF with straight 8 µm channel 7.4 66% 1.5 33% -
FF with tapering ch. (1 µm hole) 18.1 162% 4.6 100% -
FF with tapering ch. (3 µm hole) 12.6 113% 2.8 61% -
CF with straight 6 µm channel 14.8 132% 3.3 72% -
CF with straight 2.5 µm channel 20.0 179% 3.7 80% -
Carbon ions C6+

Target type
Half-angle divergence in FWHM [◦]
2D* 3D**
±3.5 µm ±0.5 µm Interval x-y x-z

Flat foil (=FF) 14.5 100% 3.5 100%
>0.5 MeV/amu 8.7 8.9
>5 MeV/amu 7.1 5.4
>10 MeV/amu 6.4 6.5

FF with straight 4 µm channel 8.0 55% 2.8 80% -

FF with straight 6 µm channel 7.8 54% 2.2 63%
>0.5 MeV/amu 7.2 8.2
>5 MeV/amu 2.2 3.1
>10 MeV/amu 3.1 3.9

FF with straight 8 µm channel 7.8 54% 2.5 71% -
FF with tapering ch.(1 µm hole) 4.7 32% 3.1 89% -
FF with tapering ch. (3 µm hole) 5.9 41% 2.5 71% -
CF with straight 6 µm channel 12.4 86% 9.4 266% -
CF with straight 2.5 µm channel 13.6 94% 9.3 269% -

Table 4.2: Summary of half-angle protons and carbon ions divergence measured at FWHM
for different target designs when only particles which are moving forward were taken into
account. The analysis was done at the end of each 2D or 3D simulations. Two-dimensional
study includes all simulated flat foil (FF) and curved foil (CF) target types (according to Fig.
4.1), in 3D only the optimal target design and the flat foil (as a reference) were simulated.
* in 2D only particles within specified space cut around the laser propagation axis and having above 0.5 MeV/amu were
analyzed. The percentage reduction of the divergence in comparison to the flat foil is given.
** in 3D only particles inside the cylinder of radius 3.5 µm around the laser propagation axis (i.e., the channel inner
dimension) and exceeding various energy thresholds were analyzed; two divergence planes are investigated.
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slower response to differences in EM fields.
The tighter 2D transverse space cut presented in Tab. 4.2. (i.e., ±0.5 µm) was done in order
to analyze the narrow on-axis-proton beam only (see the analyzed filament in figures of Den-
sity profiles section) and in order to investigate if the targets’ ability to modify the proton
divergence strongly depends on the analyzed space interval. Particularly, protons located
transversely ±0.5 µm from the laser axis show even stronger divergence reduction – namely
by 67% or by 61% for the flat target with 8 µm or with 6 µm channel in comparison to the
flat foil, respectively. Nevertheless, in spite of diverse nominal values depending on transverse
space interval, flat targets with channels show a clear ability to decrease the divergence as
well as the dependence on the channel length.
Although the longer channel proved to provide a better proton focusing capability because of
the higher electric field integral (which quantifies the total field strength produced and will be
discussed in Focusing by the transverse electric field section), the effectiveness of decreasing
the particle divergence does not increase linearly with the extension of the channel length. In
fact, this effectiveness would be developed to its full potential (and does not rise much more)
for a specific value, see Tab. 4.2. Moreover, the length of the arms has natural limits regard-
ing a fabrication of such targets which has to be taken into account (i.e., the arms cannot be
too long and too thin to ensure the mechanical stability of the channel), see chapter 4.9.
In general, protons form more populations during the acceleration stage, for instance, the
high-energy narrow beam propagating along the laser axis or the more wide particle bunch
with the bubble-shaped front. Contrarily, carbon ions are accelerated behind the narrow
proton filament as a thick beam having the same transverse dimension as the channel itself,
see Density profiles and Energy-resolved spatial distributions of the proton beam sections.
Therefore, protons show a higher reduction of the angular spread in the tighter transverse
space cut, but carbon ions act differently. In fact, the carbon ion divergence drop was higher
in the wider space cut and what is more, it was stable for all simulated channel lengths.
Contrarily, carbons propagating in the vicinity of the laser axis (i.e., in the tighter space cut)
show the same divergence trend as protons, i.e., the decreasing tendency with the increasing
channel length, nonetheless the spread is higher than that along guiding channel walls. In
different words, light protons have been focused with the dependence on the channel length
no matter the space cut analyzed. In contrast to this, carbon ions respond to the same field
less (because of their higher mass compared to protons), therefore, the focusing fields (or the
differences between them) have to be stronger to see the comparable effect as in the case of
protons. In fact, such stronger fields are located along the guiding channel (and not around
the laser axis), which is the reason, why the focusing of ions is more effective there. The ion
divergence lowering in the wide space cut is the same for each channel length, simply because
the differences between the field amplitudes along the channel walls and the field integrals
are too small to have a significant impact on carbons (nevertheless, it is enough to see the
differences in the proton angular spread). We also have to keep in mind, that carbon ions
and protons feel repulsive force from each other, thus their divergence is affected also by that
accordingly.
The divergence features observed in 2D simulations are in great correspondence with 3D sim-
ulated cases (i.e., with the comparison of the flat target with 6 µm straight channel and the
reference flat foil). In particular, the middle-length channel was chosen to be simulated in
3D, because it provides a significant divergence decrease together with higher beam spatial
uniformity accompanied by a small drop in maximum energies and a conservation of particle
number in contrast to the target with 8 µm channel, where the energy drop was too big to
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be acceptable for the benefit of a few percents of additional divergence drop. All mentioned
features will be discussed further in following sections.

Figure 4.2: Comparison of proton and carbon ions angular distributions in x − y and x − z
planes between the flat target and the flat target with 6 µm long channel at the end of 3D
simulations. Only particles moving forward within the cylinder of radius 3.5 µm (i.e., the
channel inner dimension) and having energy (a)+(d) above 0.5 MeV/amu, (b)+(f) above
10 MeV/amu or (c) above 30 MeV for protons and (f) above 5 MeV/amu for carbon ions were
taken for the analysis.

The comparison in Fig. 4.2 presents particle distributions shown in various planes in the
laser propagation direction (i.e., in x− y and in x− z) and in various energy intervals, which
were analyzed separately for each ion species. Protons and carbon ions are shown in the
energy interval above 0.5 MeV/amu or above 10 MeV/amu, whilst the interval above 30 MeV
was chosen only for protons and above 5 MeV/amu only for carbon ions, see Tab. 4.2 and
Fig. 4.2. The analysis for carbon ions above 30 MeV/amu is not present, since they reached
their maximum at EC6+

maxCHANNEL = 14.2 MeV/amu in the case of the channel target and
EC6+
maxFLAT = 16.6 MeV/amu in the case of the flat foil, see section Energy spectra & Number

of particles section. Besides the very low energy particles have naturally the larger divergence
than those one with high energy from the beginning of the acceleration [228], [229], [230],
they are also focused the least efficiently, as can be concluded from three rough energy inter-
vals analyzed. The detailed analysis showing the dependence of half-angle proton divergence
reduction on energy is discussed in detail in Comparison of the magnetic and electric field
effectiveness section. The analysis is not properly done here, because the exact explanation
strongly needs the detailed knowledge of electric and magnetic field effectiveness in various
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energy intervals. In this work, proton beam is prioritized over carbon one in order to suffi-
ciently implement the future laser-driven proton beam applications, which gives the reason
why detailed study showing effectiveness of divergence reduction with dependence on energy
interval is given only for protons.
From the results presented in Tab. 4.2 and in Fig. 4.2, it is clearly observable that both
protons and carbon ions are focused slightly better in x−y than in x−z plane of the channel
target and this feature does not change with time, only the focusing efficiency varies with the
energy interval. In fact, the reason of different focusing efficiency in various planes is bounded
with the establishment of magnetic multipoles inside the channel (a quadrupole focusing in
x − y plane and an octupole making the particle beam more uniform), as discussed in Gen-
eration of multipole magnetic field section.
With careful look, the angular plots are (in a minority of cases) not exactly centralized around
zero by a few degrees (i.e., a small deviation from the laser propagation axis is present), see
Fig. 4.2. This rarely occurred deviation is caused by non-ideally homogeneous particle beam,
non-ideal hot electron transport and by fluctuations of the field(s). Generally, any real mag-
netic or electrostatic lens, which is a good approximation of our channel target, suffers from
geometrical aberration (including the astigmatism in this sense) and from chromatic aberra-
tion (which is here strong due to the large energy spread). Geometrical aberration is present
due to the field imperfections which are contained as well in accelerator beamlines [154],
[153], [231]. Moreover, in the present case it is discussed that the magnetic field has a strong
octupole component, which is called as a non allowed high order harmonics for a quadrupole
and it contributes also to geometrical aberration [153], [162].
The small differences in focusing planes in the case of the flat foil (nevertheless, much smaller
than in the channel target case) can be assigned to the combination of a few reasons. Firstly,
the preferable x − y plane providing the lower divergence results is caused by the establish-
ment of the multipole magnetic field (quadrupole). Although the quadrupole field is present
mainly at the beginning of the laser interaction with the reference foil, it is not well-confined
and nearly no visible in macroscopic figures, we saw its evidence in 1D plots, see Generation
of multipole magnetic field section. The second feature is connected with the direction of lin-
ear laser polarization [232], see The role of laser polarization direction in beam cross-section
shape and divergence section.
Furthermore, in. Fig. 4.2 we can also notice, that whereas the higher number of particles is
reached for the channel target in the first two low-energy intervals, the flat foil dominates in
the number of high-energy particles. It is natural, because the channel target contains more
particles as a target itself and because higher maximum energies were reached for the flat foil,
see Number of particles section for more details.

4.2.1.1 Delivery system: the importance of divergence reduction by targets
shape

In real experiments, the reduction of particle beam divergence already by shaping the target
itself is important due to the optimal injection into transport beamline section. In other
words, divergence of accelerated particle beam can be reduced by accelerator magnets, nev-
ertheless, when the beam has too angular spread and consequently too large diameter a few
cm behind the target, it simply cannot enter into shaping magnets and some particles would
be clipped by the entrance aperture. For example, ELIMED transport section of ELIMAIA
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beamline will be positioned approximately 7 cm behind the target and the entrance slit of
magnets has 3 cm in diameter. Therefore, the maximum acceptance angle for the particle
beam is around 12◦. Applying these particular condition on the results of 3D simulated flat
and the channel target, ∼ 36% of protons accelerated from the reference flat foil having en-
ergy above 10 MeV would be clipped when entering the transport system in comparison to
the high-energy main proton beam accelerated from the channel target, where only 9% of
protons have higher divergence than the maximum acceptance angle. Moreover, the distance
of 7 cm used in this simple estimation is rather too short in comparison to other accelerator
beamlines where this distance can be even one meter. Therefore, the clear benefit of reducing
divergence by channel-like targets would be even stronger with comparison to flat foils with
increasing distance between the target and the transport section.

4.2.2 Curved targets with straight channel

The biggest growth of both proton and carbon ion divergences is associated with the design
of curved targets with straight channel. This rise is caused by the TNSA mechanism [1],
i.e., by the fact that ions are accelerated perpendicularly to the target rear surface having
the concave shape, see Fig. 4.1 (c). Consequently, protons are focused into a small area
corresponding to the geometrical center of the curvature (located at 3.5 µm behind the target
back side in the laser propagation direction). Unfortunately, the focusing field is not strong
enough to sustain the particles in a narrow beam when they reach this point and the beam
is defocused again in a short time, because particles follow their original trajectory, as visible
also in Density profiles section, particularly in Fig. 4.22. This feature is suppressed by the
growing channel length, see Tab. 4.2, due to the bigger electric field integral, i.e., a stronger
particle focusing when the field acts over a longer distance.

Figure 4.3: Comparison of proton angular plots for a curved target (CT) with two various
lengths of straight channel attached to its rear side. Only protons moving forward within
±3.5 µm around the laser axis and having energy (a) above 0.5 MeV and (b) above 10 MeV
were taken into account. The divergence was analyzed at 270 fs after the start of laser target
interaction.
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As demonstrated on the example of proton angular plots in Fig. 4.3, the formation of two
beams (peaked at −14◦ and at 11◦ for protons above 0.5 MeV) is visible in the case of shorter
channel no matter the energy interval, whereas only one thick beam was formed in the case
of longer channel. However, it is not centralized around the laser axis anymore, when also
low energy particles are taken for analysis (only protons (a) above 0.5 MeV and (b) above
10 MeV were taken into account). In fact, the formation of these two proton beams is visible in
proton density plots Fig. 4.22 as well. In contrast to this, no comparable beam filamentation
connected with other target types was observed.
In the case of carbon ions, the divergence was reduced only by a few percents in comparison
to the flat foil (specifically, by 6% and by 14%, for shorter and longer channel, respectively,
when ±3.5 µm transverse space cut was applied). The moderate divergence decrease is caused
by a favorable orientation of EM fields which are stronger near the channel walls. On the
other hand, carbon ions are pushed out from the geometrical center of the curvature (i.e.,
from the tight focus of protons) by repulsive forces, which results in strong divergence growth
(by ∼ 170%) in the tight ±0.5 µm space cut around the laser axis, see Tab. 4.2.

4.2.3 Flat targets with tapering channel

The on-axis proton beam produced from the flat target with tapering channel forming a
3 µm hole between arms shows the divergence decrease by 39% in comparison to the flat
foil (±0.5 µm transverse cut applied). As we can see in Tab. 4.2, any angular reduction
was observed for on-axis proton beam in the case of 1 µm aperture, nor in the case of larger
space cut (i.e., ±3.5 µm) where, for both tapering-channel cases, the divergence was even
higher. Such result was expected, because even the tighter transverse cut contains the highly
divergent particles originated from disintegrated channel arms (especially from their endings)
which do not in reality contribute to the on-axis accelerated beam due to their relatively low
energy. On the contrary, carbon ions show divergence reduction in both transverse space
cuts, because heavier ions are harder to be deflected from their trajectory by defocusing fields
which are present at the outer surface of the tapering arms. In fact, these fields are present
in all channel target designs, but only in the case of tapering ones they are spatially able to
affect particles having lower divergence than ∼ 90◦. Moreover, the smaller amount of highly
divergent ions are accelerated from the channel endings in comparison to the protons.
However, the true advantage of flat targets with tapering channels lies in their conceptual
behavior of collimators. In fact, sloping arms are able to stop the particles accelerated from
the flat part of the target with low energy and corresponding high divergence, see Collimating
feature of tapering channels section for more information.

4.3 Particle divergence reduction affected by favorable estab-
lishment of EM fields

The principle of the decreasing divergence phenomenon in the case of the channel target
in comparison to the flat foil stems from the combination of two things: i) the change in
transverse Ey field in the case of the channel target due to different hot electrons motion (Ey
and Ez in 3D) and ii) the formation of multipole magnetic field.
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4.3.1 Focusing by the transverse electric field

The origin of the focusing phenomenon in the case of targets with channel is connected to the
establishment of transverse electric fields (Ey and Ez). Whereas in the case of the channel
target the transverse electric field components (Ey and Ez) are positive for negative trans-
verse positions (y and z, respectively) and vice versa, in the case of the flat foil the situation
is radically changed to opposite orientation after a few tens of fs after the laser-target in-
teraction. In other words, electric force components affecting divergence are established in
focusing direction for both foil designs at the very beginning, but the field orientation lasts
during the whole simulation (i.e., ∼ 270 fs) only in the case of the channel target. On the
contrary, in the case of the flat foil, the focusing field is attenuated quickly (i.e., ∼ 20 fs)
and it is switched to the defocusing orientation, see Fig. 4.4. Consequently, the forces push
positively charged particles produced from the flat target from the laser axis which increases
proton beam divergence.

Figure 4.4: Demonstration of the opposite orientation establishment of electric field compo-
nents affecting particle density: (a) – (f) Transverse electric field components Ey and Ez are
plotted along their corresponding axis for the flat foil (red curve) and the flat foil with 6 µm
channel (blue curve) at different times – at 30 fs ((a), (d)), at 90 fs ((b), (e)) and at 120 fs
((c), (f)) after the start of laser-target interaction. Focusing regions for ions are highlighted
in green, defocusing regions in white. The analysis was done 3 µm behind the rear side of
the flat part of the both foils, i.e., in the middle of the channel length in the case of the
target with guiding arms. Graphs (g) and (h) show transverse electric field Ey in the plane
x− y at 90 fs after the start of laser-target interaction for the flat foil and the channel target,
respectively.

Such big difference in electric field formation is caused by the target shape and by the corre-
sponding spatial density and the movement of hot electrons in the region where protons are
accelerated. In the case of the flat foil without any additional structure, hot electrons escape
the target at its rear side, which temporarily leads to the focusing electric field formation
(Fig. 4.4 (a) and (d)), since the area, where the ions are accelerated, is filled with negative
electrons. Nevertheless, such electrons are spread to the sides quickly (few tens of fs), which
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results in uncompensated transverse density gradient of the accelerated ions bounded with
the establishment of transverse electric field with opposite, i.e., defocusing, direction as visible
in Fig. 4.4 (b), (e) and (c), (f).
In the case of the flat foil with channel, the situation is different. Firstly, electrons are accel-
erated from the flat part of the target, however in contrast to the flat foil, they are confined
by the channel afterwards. In particular, they do not spread to the sides, but propagate along
the channel walls, recirculate in the target and/or bounce within the guiding cylinder walls.
Originally focusing electric field is thus confined in its orientation longer in contrast to the
flat foil, because electrons do not spread away from the laser axis quickly, but they stay in
the vicinity of the guiding channel walls where the quasineutrality is consequently violated.
Therefore these electrons are attracted back to the center which causes the presented focusing
electric field. Such feature is the same for both electric fields affecting the divergence, i.e., for
Ey as well as for Ez as shown in Fig. 4.4. The electrons motion inside the channel and their
corresponding formation of current loops will be discussed later in 4.3.2 section.
The difference between electric field orientation of the flat target and the channel target is
also demonstrated in Fig. 4.4 (g) and (h), where Ey component is shown in side view, i.e.,
in x − y plane at 90 fs after the start of laser-target interaction, which corresponds to the
situation depicted in Fig. 4.4 (b). This is the clear demonstration of one reason leading to
the divergence reduction in the case of flat targets with channels.
The formation of transverse electric field having reversed sign inside the channel in compar-
ison to that of the flat foil has been already reported in 2D [219], [233] as well as electrons
propagation along the channel walls with strong return current [219]. Although the simula-
tion parameters were different, it clearly demonstrates the ability of rear-placed structures to
keep electric focusing field for longer time due to the electron confinement and motion along
the channel walls.

4.3.2 Generation of multipole magnetic field

Strong magnetic fields driven by nonparallel gradients of electron temperature and density
are generated at the back side of a target flat-part (i.e., the part perpendicular to the laser
beam axis direction) by radial thermal transport mechanism as described in [13], [100] and
experimentally seen in [144]. In fact, the orientation of transverse magnetic fields schemati-
cally depicted in Fig. 4.5 (a) corresponds to the laser-generated hot electron transport along
channel arms forming loops from the return current. The situation is demonstrated by plots
showing current densities in the laser axis direction for both target designs, see Fig. 4.5 (b)
and (c). In the case of the channel target, electron forward and return flows are visible along
the arms, whereas in the case of the flat foil, electrons do not undergo any preferable motion.
Consequently, well-organized magnetic field structure inside the guiding channel is expected
and will be proved. From a divergence point of view, both By magnetic field (in x− z plane)
and Bz field (in x − y plane) have defocusing effect on a proton beam passing through the
cylinder. Nevertheless, if these symmetric magnetic fields are combined together into the
radial one Br = (By · y)/r + (Bz · z)/r (where r represents the radius measured from the
channel center), a quadrupole as well as an octupole magnetic fields are obtained. The order
of prevailing multipole depends on the time and the exact position along the channel, see Fig.
4.6 (g) and (h), where both 4- and 8-pole multipoles are visible.
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Figure 4.6: Magnetic field comparison; 2D case: magnetic field component Bz for various
target types at the end of the simulation: (a) the flat foil; (b) the flat target with straight
6 µm long channel; (c) the curved foil with straight 6 µm long channel. 3D case: Magnetic
field components Br and Bz in various 2D planes of (d) - (f) the flat foil and of (g) - (i)
the channel target (i.e., the case corresponding to (b) in 2D). Radial magnetic field Br in
y− z plane is taken at 160 fs after the start of laser-target interaction (d) + (g) at 3 µm (the
channel case (g) shows the octupole (i.e., the quadrupole with strong octupole component))
and (e) + (h) at 5.85 µm (the channel case (h) shows the quadrupole) behind the rear side of
the flat target parts. At the presented time scan, the acceleration process is fully developed
and the majority of protons are still in the channel. (f) + (i) show Bz field at the end of the
simulation.
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4.3.2.1 Quadrupole field with strong octupole component

The combination of quadrupole and octupole magnetic fields is natural, since an octupole is
the first and the strongest not allowed high order harmonics of a quadrupole [161], [162]. In
reality, the so-called not allowed harmonics become present when the magnet symmetry is
somehow violated, which is exactly the case of disintegrated target by the laser pulse. On the
contrary, allowed harmonics are always present in real multipoles and can be only suppressed
but not removed.
In fact, octupole magnets are usually used in combination with quadrupoles for correction
of spherical aberrations in accelerator physics [163] and they make particle beam spatially
uniform [160]; for more information see also the section Multipole magnets.
As depicted in Fig. 4.5 (a), if a simple analysis of magnetic Lorentz force is made for an
octupole, we can see defocusing forces along the Cartesian coordinate system and focusing
forces along the axes rotated by 45◦. The space differences between these forces are small
and uniformity of the produced particle beam is achieved (which can be justified from the
beam optics formulation for an octupole [153]) instead of setting any preferable focusing
or defocusing transverse directions. In contrast, quadrupoles are usually used for focusing
particles in one plane only, because in the second plane they cause defocusing [153], [154].
The position of positive and negative poles determines their focusing and defocusing plane,
see Fig. 4.5 (a). This means that a perfect quadrupolar symmetric field (which arose from
symmetric magnetic field components) will produce an asymmetric particle beam. Since
this effect is widely known in accelerator physics, two quadrupoles are usually used in a so-
called FODO cell, to have a net focusing effect, and three quadrupoles to have both vertical
and horizontal focal points in the same position [153], [154]. Both divergence reduction in
preferable plane and higher spatial uniformity of accelerated proton beam from the channel
target were observed in the simulation.
Furthermore, any real magnetic or electrostatic lens, which is a good approximation of our
channel target, suffers from geometrical aberration and from chromatic aberration (which is
here strong due to the large energy spread). Whereas the various focusing in different planes
is caused by magnetic quadrupole, the minor decentralization of some angular distributions is
caused by the combination of non-ideally homogeneous particle beam, non-ideal hot electron
transport and the field imperfections, see Fig. 4.2. All these features occur also in accelerator
beamlines [153], [154].

4.3.2.2 Strength of generated multipole and its time&space evolution

Produced multipole magnetic field inside the guiding channel has a strong gradient, namely
5.7 kT/µm (i.e., 5.7 GT/m over 7 µm (the total length of the channel target)) in the case
of both Bz field along y−axis and By field along z−axis. This corresponds to a relatively
high field integral of 0.368 T·m (the maximum reached at 90 fs after the start of the inter-
action). The values of the field integral vary with time although they remain comparatively
strong during the whole simulation. Specifically, the magnetic field integral starts at the
value of 0.217 T·m at the beginning of the acceleration, whereas it drops down gradually
from the maximum of 0.368 T·m to 0.098 T·m till the end of the simulation. For comparison,
quadrupole electromagnets being used for beam focusing implemented at ELIMAIA beamline
(implemented with L3 HAPLS laser of relevant parameters) have gradients up to 10 T/m over
70 mm (field integral 0.084 T·m) and PMQ magnets being also installed there have 100 T/m
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over 36 mm (field integral 0.291 T·m) [6], [231]. Therefore, the field produced inside the
channel target shows a higher field integral than that of quadrupole electromagnets of ELI-
MAIA during the whole acceleration process. The field integral value gives a proper insight
and a comparison of the magnetic field effectiveness for different magnetic lenses, since it is
reflecting both the field strength and the distance at which it affects the particles directly. On
the other hand, strong fluctuations were observed in By− y and Bz− z characteristics, which
should be zero in ideal quadrupoles or octupoles. The amplitude of these fluctuations reaches
at maximum 25% of By (along z−axis) and of Bz (along y−axis) field amplitudes, see Fig. 4.7
(a) and (d). In real quadrupole/octupole well-designed magnets it would be a few tenths of
percent. These oscillations are caused by the combination of the additionally generated fields
by the moving particles, which are not present in standard magnets, and by limited number
of numerical macroparticles in computationally demanding 3D simulation. Nevertheless, a
quadrupole/octupole structure of the field is definitely present as demonstrated in Fig. 4.7
and participates in the proton focusing effect, even though the data suffer from relatively high
fluctuations. Particularly, magnetic quadrupole with strong octupole component is visible in
Fig. 4.7 (e) where radial magnetic field Br is plotted over the angle (be aware of four pos-
itive and four negative "poles" indicating the octupole) as well as in in Fig. 4.7 (b) and (c)
showing By − z and Bz − y characteristics. These characteristics should have a linear spatial
profile for ideal quadrupole or a cubic profile for ideal octupole as shown in Fig. 2.7 (see the
section 2.4), therefore it is visible that the field recorded in PIC simulation is due to the high
fluctuations somewhere in between. The pure quadrupole, having only two positive and two
negative "poles", is demonstrated in Fig. 4.7 (f). The difference between obtaining strong
octupolar or quadrupolar magnetic field is only the various positions along the channel where
the field was taken; the time scan remained the same.
The creation of magnetic multipoles was verified via COMSOL and Opera Simulation Soft-
ware1 [234] by Dr. Francesco Schillaci being responsible for ELIMAIA/ELIMED magnetic
system [6], [231]. Two codes were used, because the modelling of magnetic field in COMSOL is
straightforward, nevertheless it systematically overestimates the magnetic field of permanent
magnets by ∼ 6%. This value comes from magnetic measurements on real systems and from
simulations performed in Opera 3D (which is the reference code for magnets in accelerators).
Consequently, the correcting factor of 0.94 has been applied in COMSOL, where the octupole
magnet (having the same ratio between its dimensions as the channel target) was modeled.
The obtained magnetic field characteristics are presented in Fig. 4.8 and can be compared
with corresponding plots for the target with 6 µm long cylindrical channel in Fig. 4.7.
Multipole magnetic field produces different strength (gradient) from the central axis to the
channel walls because of various density of current loops. Moreover, if we took the channel
target as a magnet, the field would not be established properly because of insufficient target’s
dimensions. In fact, the magnet mechanical length should be at least two times longer than
its diameter in order to let the magnetic field develop to its full power [153], [154]. This fact
corresponds well to the decreasing divergence tendency associated with the channel length
extension as visible in 2D simulations (where the channel lengths of 4, 6 and 8 µm were stud-
ied). When the described dimension rule is applied on our expanded channel target (where
the similar magnetic field as that of a multipole magnet has been created), the optimal ratio

1Opera Simulation Software is a Finite Element Analysis software which allows users to perform simulations
of electromagnetic (EM) and electromechanical systems in both 2D and 3D. Opera complements the existing
SIMULIA EM portfolio with its strength in low frequency simulation, which is extremely useful for optimizing
the design of magnets, electric motors and other electrical machines [234].
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Figure 4.7: Graphs showing magnetic quadrupole and octupole characteristics By or Bz
plotted against two transverse axes: (b) and (c) demonstrate the magnetic octupole field,
whilst (a) and (d) indicate high fluctuations present in the multipole (∼ 25% of the By − z
field characteristics). The magnetic field is recorded at 270 fs after the start of laser-target
interaction and it is taken in the middle of the channel length along x−axis. The red lines
illustrate the inner walls of the cylindrical channel. The radial magnetic field Br taken within
0.32 µm thick annulus inside the channel plotted against the angle shows (e) an octupole in
the middle of the channel (i.e., at 3 µm from the flat rear along the laser propagation axis)
and (f) a quadrupole at the end of the channel (i.e., at 5.85 µm) at 160 fs after the start of
laser-target interaction. Fig. 4.6 (g) and (h) showing the octupole and the quadrupole field
corresponds to the graphs (e) and (f) here, respectively.
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between the channel length and its inner gap implies the optimal channel length equal or
larger than 14 µm, when the internal diameter of the cylinder remains the same. Similarly,
when the ratio is evaluated between the overall longitudinal and transverse dimensions of the
channel, even the cylinder longer than 17 µm would be required. If such mechanical length
of the magnet/target is reached, the amplitude of the magnetic field would, according to this
rule, rise and the magnetic field integral would develop to the required shape. Therefore,
we can expect that the features of established multipole would be stronger and more stable.
Nevertheless, such target design has been never studied because of high numerical demands of
3D PIC simulations and future problematic manufacturing due to the long and thin channel.
Moreover, it is also important to point out that in the case of longer channel, the particle en-
ergy drop is expected since the trend of decreasing maximum energy with increasing channel
length will be demonstrated in Energy spectra & Number of particles section. Consequently,
the simulated flat target with straight 6 µm channel seems to be still the best option in order
to reach a compromise among the high energy, low divergence of accelerated ion beam and
reasonable fabrication efforts, which is the reason why 3D simulation of this design was per-
formed.

Figure 4.8: Magnetic characteristics of octupole magnet modeled in COMSOL by Dr.
Francesco Schillaci with corrections obtained from Opera Simulation Software [234]. The
magnet has the same ratio between dimensions as the plastic channel target simulated in
PIC. The presented characteristics obtained in COMSOL correspond to the magnetic field
profiles Fig. 4.7 obtained by PIC simulation.

The radial magnetic field varies also along the channel length and with time, because the
quadrupole has the strong octupole error (as discussed in the section 4.3.2.1). Despite of
that, the magnetic multipole remains relatively strong inside the channel during the whole
acceleration process (few hundreds of fs), it has relatively well-defined shape and high field
integral in contrast to the flat foil. In fact, in the case of the reference flat target, magnetic
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field components drop in amplitudes quickly (in 10 fs after the end of laser-target interaction)
and the field spreads to the sides, which, in later times, results in a creation of only a week
magnetic multipole with no specific order and low field integral, see Fig. 4.6 (d) and (e).
The difference between these two scenarios lies in already discussed organized or disorganized
electron motion (see Fig. 4.5 (b) and (c)) and in spatial confinement of the field structure. To
summarize, although the general magnetic multipole creation was seen in both target cases,
it was formed and confined well only for the channel one.

4.3.2.3 Comparison between 2D and 3D

The magnetic field amplitude was suppressed in 3D for each target case compared to 2D,
similarly as the electric field amplitude was, since the magnetic field is generated by the
current loops of electrons. With an extra added dimension, electrons can expand in two
transverse axes, not only in one, which limits their current in each direction over the same
distance. Magnetic field amplitude is then reduced accordingly. Nevertheless, the orientation
of transverse magnetic field is not affected by the target design as it is in the case of transverse
electric field. Higher values of magnetic field were observed in 2D for all structured targets
in comparison to the flat foil, see Fig. 4.6.

4.3.2.4 Summary

A quadrupolar magnetic field with strong octupole component was observed in our 3D sim-
ulation of the channel target. Two effects on passing particle beam can be observed. Firstly,
the formation of quadrupole magnetic field contributes to the establishment of the preferable
focusing plane x − y (as discussed earlier, see Divergence section, particularly Fig. 4.2 and
Tab. 4.2). Secondly, octupole field makes the beam more uniform, see Spatial uniformity of
the proton beam section.

4.3.3 Comparison of the magnetic and electric field effectiveness

In fact, the ability of divergence modification can be assigned both to electric and to magnetic
fields as already demonstrated, although their effectiveness depends on the proton energy. In
Fig. 4.9 (a) the comparison of electric and magnetic curvature radii in x−y plane (taken from
the electric and the magnetic rigidity) of a reference proton having particular energy are shown
for the flat and the channel target simulated in 3D. The reference proton moves only along
the x−axis and the values of magnetic and of electric fields were taken as an average from 3D
PIC simulation at its end for both targets. In other words, the graph shows how strongly a
trajectory of the reference proton (moving along the laser axis with particular energy) would
be affected by EM fields (3D PIC simulated values) while the particle propagates through.
Even though the amplitudes of both fields fluctuate in time during the simulation, the average
values are sufficiently stable. It was verified that the proton energy value, dividing the areas
where electric and magnetic fields become more efficient, does not change substantially (i.e.,
quantitatively by a few MeV on the overall scale of tens MeV). In general, this analysis provides
only an approximate information, because the assumption of a reference proton propagating
only along the laser axis was used. In reality, particles move with a non-zero momentum
also in the y− and z−directions. Consequently, the energetic boundary between electric and
magnetic field effectiveness will vary, but the tendency will remain the same.
One can notice that the electric field affects the low energetic particles more than those
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with high energies for both targets (i.e., the radius of curvature (the bending of the particle
trajectory) is smaller for the low energy particles). Nevertheless, this fact alone gives no
information whether the effect is focusing or defocusing, which is why the additional knowledge
of the bending direction is crucial. Therefore, the green legend was added at the top of Fig.
4.9 (a) in order to highlight that the electric field causes a focusing effect on protons in the
case of the channel target, whereas it generates defocusing effect in the case of the flat foil (see
Focusing by the transverse electric field section and Fig. 4.4). The proton beam parameters,
including not only the divergence but also the uniformity of the beam, are mostly affected
by magnetic fields for proton energies above 3.5 MeV and above 8.5 MeV for the flat and the
channel target, respectively. In contrast to the electric field, the magnetic field is well-defined
for the channel target only and disorganized for the flat one. Thus, the magnetic multipole
is focusing (quadrupole) in y−direction and/or makes the beam more uniform (octupole) in
the case of the channel target, but it has no specific order in the case of the flat foil, i.e., no
specific effect on protons.

Figure 4.9: Comparison of electric and of magnetic field impact on the proton beam divergence
for the channel and the flat target at the end of 3D simulations: (a) the dependence of electric
and magnetic curvature radius in x− y plane (taken from electric and magnetic rigidity) on
a particular energy of the reference proton (moving along x−axis); the nature of the radius
(de/focusing) is shown above the graph for both fields; (b) half-angle proton beam divergence
(FWHM) in both x − y and x − z planes inferred from 3D PIC simulations and analyzed
separately for energy intervals of 5 MeV width up to 55 MeV.

The effect of the electric and the magnetic fields is depicted in Fig. 4.9 (b) where the values
of half-angle divergence (FWHM) in x − y plane (studied in Fig. 4.9 (a)) as well as in
x− z plane are shown for the flat and the channel target with dependence on proton energy.
Here, the proton divergence values are taken at the end of 3D PIC simulations, i.e., no
reference proton strictly moving only in x−direction was used as in the case of Fig. 4.9 (a).
Consequently, this analysis indirectly covers various field conditions (e.g. various orders of the
magnetic multipoles and various field strengths along and across the whole channel), because
the resulting proton divergences were affected by them. In reality it means that, whereas,
e.g. the 40 MeV protons experienced the quadrupole field in the middle of the channel, the
20 MeV protons did not, because the order of the multipole had been already changed when
they arrived to that place. This is the difference from Fig. 4.9 (a) which is more static in this
meaning and it serves as a model situation.
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The energy intervals analyzed in Fig. 4.9 (b) were sampled from 0 MeV to 55 MeV with the
width of 5 MeV. Although the maximum energies were slightly higher than 55 MeV (56 MeV
and 62 MeV for the channel and the flat target, respectively), the statistics was low in these
intervals, thus they are not included in the analysis. The results indicating a reduction in ion
beam divergence by magnetic field depend on specific particle energy and they are in good
agreement with the fact that a quadrupole and an octupole act as a chromatic lens [153].
We can clearly observe two regions of proton divergence reduction in the case of the channel
target in comparison to the flat one (marked in green, being stronger in y−direction).
The first region is located approximately in the energy interval of 〈5, 15〉 MeV and is caused
by the combination of focusing electric field and well-defined magnetic field in the case of
the channel target where both terms have significantly lower curvature radius (in Fig. 4.9
(a)) than those for the flat foil. Moreover, in the case of the flat foil, the electric field has
defocusing effect and the magnetic field does not form a proper multipole as discussed earlier,
thus it has no specific effect on protons. The divergence of protons moving inside the cylinder
with the radius of 3.5 µm was reduced in this energy interval by 78% and by 69% for x − y
and x − z planes in comparison to the flat foil, respectively (the overall divergence drop of
protons above 0.5 MeV was 56% and 51% for various planes, see Tab. 4.2 and Fig. 4.2).
The second region, where the proton divergence was effectively reduced, is located in the
energy interval of 〈35, 45〉 MeV and is caused by the favorable establishment of the magnetic
quadrupole focusing in the y-direction and appearing at the position where the protons of
corresponding energy were located at that time. In this case, the divergence of protons moving
inside a cylinder with the radius of 3.5 µm was reduced by 73% and by 46% in x − y and
x−z planes in comparison to the flat foil, respectively (the overall divergence drop of protons
above 30 MeV was 68% and 27% for various planes, see Tab. 4.2 and Fig. 4.2).
Naturally, the difference between divergence values in various planes is greater in the channel
target case than in the case of the flat foil where both planes show more similar results since
no proper quadrupole was formed. Nevertheless, a moderate drop with respect to the flat
foil was recorded in x − z quadrupole defocusing plane as well because the focusing electric
field was still present. It is the reason why the difference between the channel target planes
are bigger in the high-energy interval, where the electric field is less efficient, than in the
low-energy interval. Furthermore, the small differences between flat foil divergence in various
planes are discussed from the point of view of the linear polarization direction in the section
4.4.3.

4.4 Additional features of generated fields

4.4.1 The inversion in focusing components of electric and magnetic fields

The phenomenon of a field inversion has been observed in plasma physics in various fields.
For instance, the heliospheric magnetic field suffers from field inversions regularly as they
are the consequences of various processes connected with magnetic reconnection [235], [236],
[237] and corresponding loops opening or with coronal effects driven by superthermal electron
beams propagating predominantly in atypical direction than the rest of electrons [238], [239].
Moreover, plasma waves and fluctuations may deflect magnetic field as well. Therefore, they
are able to drive the field inversion similarly as in space physics [240], [241]. The magnetic
field inversion is perceived as a field error when designing magnets and it is caused by the
manufacturing inaccuracies resulting in the distorted geometry [242]. To summarize, the field
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inversions are connected either to an atypical motion of electrons (in comparison to the rest)
or to an anomalous magnetic field establishment due to some discontinuities.
The small field inversion was observed also in the presented simulations, explicitly around the
laser propagation axis both in transverse magnetic and transverse electric fields (even though
the orientation of the prevailing transverse magnetic field inside the channel is stable and
established properly). The inverted field structure propagates slowly from the channel interior
towards the vacuum behind the target and loses its strength gradually for approximately
∼ 100 fs. Specifically, the spatially determined electric inverted field (highlighted by the red
areas in Fig. 4.10 (a)) is caused by the ponderomotive expulsion of electrons from the laser
axis at the flat rear side of the target. In fact, electrons were pushed from the high field
region (i.e., from the transmitted laser pulse visible in Fig. 4.10 (b) to the sides, see also the
section 4.4.1.1), which, together with the fact that the narrow proton filament is accelerated
on-axis resulted in the reversed sign of the electric field on the laser axis, similarly as in the
flat target case, see Focusing by the transverse electric field. The spatial cut along x−axis,
where the 1D analysis of the electric field inversion is presented (Fig. 4.10 (a)), corresponds
to the position of the magnetic field inversion at the same time. The inverted magnetic field
movement is demonstrated by the various time scans presented in Fig. 4.10 (b)–(d), where
the propagation of the transverse magnetic field is clearly observable. Naturally, the electric
field inversion is moving together with the inverted magnetic field.

Figure 4.10: Field inversion in EM fields of the channel target: (a) electric field components Ey
and Ez affecting focusing of ions at 80 fs after the start of laser-target interaction at x = 0 µm,
the field inversion is highlighted by red regions; transverse magnetic field Bz showing gradual
movement and continuous disappearing of the magnetic field inversion (marked in black oval
in (b)) at (b) 90 fs, (c) 170 fs and 240 fs after the start of laser-target interaction.

The phenomenon of EM fields inversion in our case can be justified from the magnetic point
of view (i.e., from the theory of standard magnets) as well as from the electric one (i.e., by
the movement of electrons):

• Movement of electrons - current loops: As already presented in the electron current
densities plot Fig. 4.5 in Generation of multipole magnetic field section, electrons
form current loops along the guiding channel arms. In fact, a strong return current
was already reported in similar case [219]. Nevertheless, some electrons around the
laser propagation axis form a loop in opposite direction, when they are attracted
back to the channel center towards the accelerated ions more than towards the
guiding arms. The electron movement forms a well-known fountain shape [51],
[84] originating from a kinetic force E ×Bθ described, e.g., in the Target Normal
Sheath Acceleration (TNSA) section. See the schematic sketch of the current
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flow in Fig. 4.11 which is, from the definition, opposite than the real electrons
movement. In fact, such current loops generate accordingly oriented magnetic
field Bz, which has the opposite orientation than the prevailing field structure.
With increasing time, the turning point of electrons shifts further from the target,
which results in the motion of inverted field along the laser axis. The inversion
disappears when the majority of electrons are not attracted back to the target.

j
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Laser pulse

y

xz

jrevers
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Figure 4.11: Schematic sketch of the generation of the field inversion driven by electrons: (a)
Current loops of presented orientation generate the transverse magnetic field observed in the
simulations of the channel targets. The current loops responsible for the inverted field are
demonstrated schematically by bold black arrows (from the definition of a current, electrons
move in opposite direction than the loop orientation); (b) Simulated electron current density
jx showing prevailing electron motion in the laser axis direction for the channel target; the
simplified current loop orientation is shown.

• Similarity with features of real magnets: The magnetic field inversion effect is well
known also in magnet designing & production. The phenomenon occurs when the
dimensions of the magnet are not in the optimal ratio, i.e., when the longitudinal
dimension is not at least two times longer than the transverse dimension of the
magnet [154], [157] or when the manufacturing suffers from inaccuracies resulting
in the distorted geometry of the magnet [242]. In fact, both of these features are
present also in the channel target case, which has not the optimal ratio between its
dimensions and it undergoes an expansion/shape violation during the acceleration
process. The presence of the magnetic field inversion in the case of a non-optimal
octupole magnet, having the same dimensions as the simulated channel target,
was also demonstrated in COMSOL, see Fig. 4.12.

As demonstrated, the structure of the fields inversion is moving inside the channel along
the laser axis, hence, it influences the on-axis proton filament predominantly. From the
divergence point of view, the electric field inversion has defocusing effect on protons and
ions. From the magnetic point of view, a week multipole with opposite orientation than
the already described one is generated (e.g., the quadrupole has its focusing and defocusing
planes switched). Although the inversion field is more disorganized than the field present in
the stable multipole described before, the clear evidence of the inverted radial magnetic field
was observed at 5.85 µm behind the target flat rear side (i.e., nearly at the end of the channel)
at 210 fs after the start of laser target interaction. See the comparison of the reversed and
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Figure 4.12: Magnetic field simulation of a non-optimal octupole magnet, having the same
dimensions as the simulated channel target. The case was treated in COMSOL and shows
the field inversions at both sides of the magnet; courtesy of Dr. Francesco Schillaci.

the standard octupole in Fig. 4.13.
The field inversion was very limitedly observed also in the case of the flat foil, but only in
magnetic field Bz. The inverted field shows up at 90 fs after the start of laser-target interaction
along the laser propagation axis, in agreement with the channel target case. Then, it starts
spreading to the sides and vanishes quickly in next 40 fs. In addition, the inverted field is
also weaker in comparison to that in the channel target, because electrons are not confined
inside the cylinder, but they are spread into vacuum, which suppresses the density of current
loops and the magnetic field correspondingly. Anyway, no true electric field inversion was
observed in the case of the flat foil, since the orientation of transverse electric fields is already
defocusing, see the section Focusing by the transverse electric field.

Figure 4.13: Comparison of standard and inverted radial magnetic fields in y− z plane inside
the channel: (a) inverted octupole generated at 5.85 µm behind the target flat rear side, i.e.,
at the cylinder end (the channel walls are depicted by red circles) at 210 fs; (b) standard
octupole at 3 µm behind the target flat rear side at 160 fs after the start of laser-target
interaction.
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4.4.1.1 Partially-transmitted laser pulse

The radiation visible behind the channel target in Fig. 4.10 (b) was moving with the speed
of light, had the reduced intensity and the two times shorter full-duration than the originally
incident laser pulse. Moreover, the same partially-transmitted light was observed in the case
of the reference flat foil (and, hence, in all 3D simulations presented within this work). There-
fore, it has been identified as the partially-transmitted original laser pulse, even though the
evidence is not straightforward. The scope of this subchapter is to suggest possible scenario(s)
how the part of the laser pulse might penetrate through the foil, even though no clearly visible
leak (i.e., an undeniable perforation) through the target material has been found. Neverthe-
less, the author is aware that the observed phenomenon is likely more complex, therefore the
following explanation is rather the basic background for the extended study in the future. In
fact, strong similarities with already published & described phenomena discussed below were
observed.
Firstly, it has been already proved that femtosecond nearly single-cycle ultraintense light
pulses can be produced from the laser pulses interaction with ultrathin foils [243]. When
the laser light interacts with an adequately thin overdense plasma, both are self-consistently
(nonlinearly) modulated. The optimal foil parameters depend on the specific laser pulse and
the skin depth of the plasma; the example used in the article [243] covers the 4-periods-long
laser pulse having a0 = 20 and λ = 1 µm which interacts with the 0.7 µm thick target having
the density of ne/nc = 8. In a nutshell, ponderomotive force initiated by the laser pulse has
to compress electron layer inside the target to a slab thinner than the skin depth. Then,
the target is transparent only to the highest intensity part of the laser pulse, which can be
partially transmitted through the foil. In other words, when the target thickness is reduced
to the value, which is still larger than the skin depth, the laser pulse can be still significantly
transmitted because of the compression of the electron layer only. As a result, the transmitted
pulse has a much shorter duration than the incident pulse. This duration depends primarily
on the laser-light intensity gradient and foil conditions. The similar process is usually used
for the generation of single attosecond pulses [244].

Figure 4.14: Electron density plots showing only above critical values at (a) + (b) 60 fs or at
(c) 80 fs after the start of laser target interaction. The side view cuts the target in the middle
of the second transverse axis and the densities in the transverse plane y − z are plotted at
∼ 10 nm inside the target from its rear side (i.e., nearly behind the flat target part, inside
the channel).

In the case of PIC simulation presented within this work, such scenario is not excluded, be-
cause the theoretical skin depth reaches ∼ 10 nm for unexpanded target and the laser pulse
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was observed further than 0.9 µm behind the front side of the foil (the overall thickness was
1 µm). Although only the situation at 0.5 µm (and not at 0.9 µm) from the target front is
shown in Fig. 4.15 due to better visibility, the field of the laser pulse was present also further
inside the target, i.e., with the same spatial profile and without any shrinking in size. In
other words, the laser pulse propagated in the material as a whole, because the electric fields
had the same pattern in front of the target as well as inside it. Electron plots demonstrating
only above critical densities at 60 fs or at 80 fs are shown in Fig. 4.14 from the side view
(laterally in the middle of the target) and in the transverse plane y − z at ∼ 10 nm inside
the target from its rear side (i.e., at 0.99 µm along x−axis from the target front side). The
cases (b) and (c) demonstrate the compressed circularly-shaped electron layer as well as the
undercritical density areas (in white) in later time.According to the equation (9) in the article
[243], the significant transmission would occur when the electron layer would be compressed
to the ones of nm for the target & laser parameters used in the presented PIC simulations.
Unfortunately, even though the compressed layer has been observed in the simulation, its
overall thickness was higher. On the other hand, the EM radiation present behind the target
had the same wavelength as the original laser pulse, the reduced intensity of ∼ 1019 W/cm2

(from originally 5 · 1021 W/cm2), the speed of light and two times shorter full-duration (i.e.,
∼ 30 fs) than the incident pulse. These parameters correspond well with the above described
scenario.

Figure 4.15: Spatial distributions of electric field components of the laser pulse radiation in
front of the channel target, inside the flat-part target material (specifically, 0.5 µm from the
target front) and inside the cylindrical channel (at 0.5 µm from the target rear side), where
the part of the laser pulse is transmitted. The components Ex (the component in the direction
of propagation) and Ey (the component in the direction of laser polarization) are shown in
the plane y − z. The time scans are chosen in order to demonstrate clear examples and their
values (written above the each plot) are given after the start of laser-target interaction.
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Furthermore, the spatial distribution of each electric field component of the EM radiation
inside the channel has been changed behind the target (i.e., switched in comparison to the
original incident pulse) – compare the first and the last figure of each row in Fig. 4.15. This
brings us to the additional theory of waveguides.
In general, the only way how a Gaussian pulse can propagate through a smaller area than
its own dimension is the establishment of the exact modes in so-called waveguide [245], [246].
Similarly, when the part of the laser pulse propagates through a 1 µm-thick part of the chan-
nel target or of the flat target, it can be taken, from the optical point of view, as a radiation
which propagates through the self-established channel inside the target material forming a
waveguide. The work [247] investigates the modes of the THz linearly polarized laser pulse
(i.e., the wavelengths ranging from hundreds of µm to hundreds of nm, which fits the L3
HAPLS laser used here having λ = 800 nm) propagating through a pinhole and then guided
in the cylinder coated with polystyrene. The spatial distributions of electric field components
presented there are the same as those ones which has been observed behind the both targets
simulated by 3D PIC here. See the electric fields Ex and Ey in the plane y− z (i.e., the plane
perpendicular to the laser propagation direction) in front of the channel target, inside its flat
target part (the space cut 0.5 µm from the channel target front side is shown, nevertheless
the similar results were obtained also for 0.9 µm) and inside the guiding channel itself in Fig.
4.15. The results were verified in optical design software VirtualLab Fusion [248], where the
electrical field components Ex, Ey and Ez of a linearly y−polarized laser pulse as well as of
the TE01 mode described in [247] have been displayed and compared to the plots obtained
from PIC simulations, see Fig. 4.15. All these results (i.e., PIC, VirtualLab and the citted
article) show the same spatial distribution of electric field components in all directions which
supports the hypothesis of TE01 mode formation.

To summarize, the light observed behind the targets in 3D has two orders lower intensity than
the original pulse, two times shorter duration, but the same wavelength and it propagates
with the speed of light. Moreover, the spatial distributions of all electric field components
were the same inside the target material (in the part perpendicular to the laser propagation
direction) as in front of the target. Further behind the target rear sides, i.e., when the part
of the laser pulse has been transmitted through, the space distributions of electric field com-
ponents changed. In fact, these changes were in a great agreement with the establishment of
TE01 mode as demonstrated in [247], when the pulse propagates in the dielectric cylindrical
waveguide. These results were verified also in VirtualLab Fusion software. Therefore, the
observed light in Fig. 4.10 (b) proclaimed to be a partially-transmitted laser pulse, even
thought the obvious leak through the target material has not been found.

4.4.2 Magnetic field strength and shape with dependence on target designs

In order to provide full information about magnetic fields, their orientation, shape and mag-
nitude were studied for each target design separately, see Tab. 4.3. Naturally, the orientation
of Bz field is the same for all targets (see a few representatives in Fig. 4.6 (a) – (c)) because
it is the result of radial thermal transport mechanism described in Magnetic field generation
section and of the hot electrons motion, their recirculation and corresponding formation of
loops from return current.
In 3D, the maximal values of the magnetic field magnitude were reduced by approximately
∼ 50% for both simulated targets, see Tab. 4.3. The magnetic field is higher in 2D cases,
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because it is generated by the current loops formed by electrons, which can expand in two
transverse axes when an extra dimension is added. This limits their current in each direction
over the same distance in comparison to 2D situation. On the other hand, it is important to
point out, that the differences between magnitudes for various 3D target designs, presented
in Tab. 4.3, are partially caused by the choice of the spatial position behind the target where
the analysis was taken. In fact, the data corresponds to the distance of 5.85 µm behind the
back side of the flat target part (i.e., in the case of the channel target it is nearly at the end
of the guiding cylinder), but the magnitudes of Bz were comparable for both target types in
the immediate vicinity of the target rear side (i.e., at 0.5 µm). Numerically, these on target
values reach 〈−24; 22〉channel kT for the channel target and 〈22; 19〉flat kT in the case of the
flat one. In other words, the field strengths are comparable on targets rear sides, whereas a
few micrometers further they are not. In fact, this is natural observation, because electrons
can spread into a larger area in the case of the flat foil compared to the channel design, thus
the density of electron current loops is reduced significantly in a few µm behind the target.
Therefore, it was demonstrated, that the generation of magnetic field is similar no matter the
target design, but the crucial difference lies in its confinement.

Target type B2D
z [kT] B3D

z [kT]

flat target 〈−18; 16〉 〈−9; 9〉
flat target with a 4-µm-straight channel 〈−49; 47〉 −
flat target with a 6-µm-straight channel 〈−54; 52〉 〈−24; 22〉
flat target with a 8-µm-straight channel 〈−46; 51〉 −

curved target with a 2.5-µm-straight channel 〈−65; 62〉 −
curved target with a 6-µm-straight channel 〈−72; 99〉 −

flat target with a tapering channel (a 1-µm hole) 〈−76; 70〉 −
flat target with a tapering channel (a 3-µm hole) 〈−66; 60〉 −

Table 4.3: Values of Bz field affecting particle beam divergence for all simulated target designs
in 2D and in 3D. The analysis was done at the end of the simulations, i.e., at 270 fs after the
start of laser-target interaction. In 3D simulations, the values were taken at 5.85 µm behind
the rear side of the target flat part. The values fluctuate with time, nevertheless the tendency
remains the same.

The stronger magnetic field Bz was observed for all structured targets in comparison to the
flat foil. Among studied target designs, the highest Bz magnitude was observed in the case
of the curved foil with 6 µm long straight channel arms – nearly 100 kT in 2D, which is the
increase of 550% in comparison to the flat foil, see values in Tab. 4.3. Nevertheless, this
magnitude was reached for a very limited spot only, corresponding to the geometrical center
of the curvature, where the majority of accelerated particles meet together (see the high-field
area in Fig. 4.6 (c)). On the other hand, the amplitude of Bz field along the guiding arms of
the curved channel target was comparable to that observed in the flat channel targets. This
implies that both the curved and the flat channel target have similar impact on particles lo-
cated far from the channel center, but not on the on-laser-axis ones. In addition, the position
of the high-field magnetic spot corresponds to a de-accelerating peak in Ex field, which will
be discussed in Electric sheath field section, specifically Fig. 4.27.
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Even though the lowest amplitude of Bz field was observed from all simulated target designs
for the flat foils with straight channel, such design proved to be the optimal for decreasing
proton and ion beam divergence. In fact, the establishment and mainly the confinement of
magnetic multipole, which was properly generated specially in the case of flat targets with
straight channel, play the crucial role in divergence reduction (see Generation of multipole
magnetic field section). Moreover, these targets are the most symmetrical solution without
any strong violation (e.g. no focusing to a single point, as in the case of the curved channel
targets, or any blockage of the particle beam by target outer parts, as in the case of the flat
tapering channel targets), which results in the stable confinement of the magnetic multipole.
Although the magnitude of the field varies depending on the channel length, it does not in-
crease linearly as maybe primarily expected. In fact, it is natural, since the channel forms
not ideal magnet which can be better developed for longer arms as already discussed. Even
though the magnetic field amplitude is higher for 6 µm long channel than for 8 µm one, the
field integral is stronger for the longer channel which is together the reason why the effect on
particle divergence is only slightly higher for the longer channel.

4.4.3 The role of laser polarization direction in beam cross-section shape
and divergence

It was shown, both numerically and experimentally, that the degree of ellipticity in the laser
pulse polarization can be used to control the collective plasma electron response which strongly
affects the proton beam profile if the target is relativistically transparent (RT) [232]. This
effect is driven by the diffraction structure of the laser light created inside the aperture of RT
target. In the case of linearly polarized pulse, the double lobe profile oriented perpendicularly
to the polarization direction is formed [249]. Consequently, electrons are pushed from the high
field regions, preferably from the polarization axis, by transverse ponderomotive force and
they subsequently form two areas with concentrated density. The electron beam structure
is propagated into a proton beam via transverse modulation of the electrostatic field that is
produced by the charge displacement [232]. Naturally, the effect on proton density profile is
energy-dependent, because of various electric field efficiency on particles of different energy.
In fact, the high energy protons form the beam cross-section profile elongated in the direction
perpendicular to the polarization axis, whereas the low-energy protons form a halo structure.
The polarization of the laser pulse moreover affects both the front and the rear accelerated
protons (i.e., RPA and TNSA) even though the structures observed in these two proton pop-
ulations slightly vary [232].
In PIC simulations presented within this work, the laser dimensionless amplitude reaches
a0 = 48, which is not enough for 200nc−dense plastic target to undergo relativistic trans-
parency. Nevertheless, a partially-transmitted laser pulse was observed at the rear side of the
target as reported in Partially-transmitted laser pulse section. Therefore, the pulse reached
the target rear side, similarly as it does when RT occurs. In other words, a similar, but defi-
nitely not optimal, situation in respect to the one described in [232], occurs. To summarize,
in the cited works [232], [249], the key feature was to obtain a diffraction structure of the
laser pulse inside relativistically transparent target, but in the case of the simulated targets
presented here, it was not clearly observed.

Anyway, because of the described similarities, an additional 3D simulation of the reference
flat foil was performed with the linearly polarized laser pulse in z−direction (and not y− as
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the original one) in order to see if the elongation of the proton beam cross section observed
in both 3D simulated targets (the flat and the channel target) as well as energy-dependent
divergence is anyhow affected not only by generated magnetic multipoles (no matter if well
or unsuccessfully confined) and by transverse electric fields, but also by the direction of linear
laser polarization. All other simulation parameters stayed unchanged.
Even though the 200 nc target was not relativistically transparent for given laser parameters,
the elongation of proton beam density cross sections was observed, but in contrast to [232]
along the direction of laser linear polarization, see Fig. 4.16. This is assigned to the fact, that
no diffraction structure had been observed inside the target and that the transmitted laser
pulse propagates in mode TE01. Since the mode has diverse structure of electric field compo-
nents than the original pulse (see the section Partially-transmitted laser pulse and specifically
Fig. 4.15 for y−polarization), the part of electrons are directly affected by the "new" pulse.
The structure of Ey and Ez fields in TE01 mode for y− and z−polarized transmitted pulse
(i.e., behind the target) is just the opposite.

protons linear polarization div θx−y [◦] div θx−z [◦]

> 0.5 MeV y-polarized 15.4 17.7
z-polarized 17.7 15.1

> 10 MeV y-polarized 10.3 12.4
z-polarized 11.2 10.1

> 30 MeV y-polarized 9.3 9.8
z-polarized 10.5 9.7

Table 4.4: Summary of half-angle proton divergence measured in FWHM in various energy
intervals and diverse planes of 3D simulated flat foils interacting with linearly polarized laser
pulses in various directions: along y− or z−axis. Only protons moving forward and located
inside the cylinder with the radius of 3.5 µm around the laser propagation axis were taken
into account.

The results of proton beam half-angle divergence (FWHM) in various planes and energy in-
tervals for both z− and y−polarized laser pulse are summarized in Tab. 4.4. From this
comparison, a relatively small (compared to the channel target) difference between proton
divergences in various transverse planes can be assigned to the direction of linear polarization
of the laser light, no matter the analyzed energy interval. Overall, the divergences of low-
energy protons in various planes differ the most. This energy dependence is natural, since the
laser polarization affects electrons quiver motion, therefore the corresponding electric field
(as will be discussed further in this text and particularly in Fig. 4.17). This electric field
acts on protons of various energy differently. In fact, the low energy particles are affected
the most (as shown already in Comparison of the magnetic and electric field effectiveness),
which is in great correspondence with the strongest differences in divergence between x − y
and x − z planes for protons above 0.5 MeV. Generally, the linearly polarized laser pulse in
z−axis leads to the lower divergence in x − z plane and vice versa. Furthermore, the values
of angular spread were switched in transverse planes for 90◦−rotated linearly polarized pulse
in comparison to the original one. The discrepancy in these "switched" divergences between
various polarization was very small, i.e., low ones of percent. Therefore, linearly polarized
pulse causes, for our set of parameters, the decrease in proton divergence in the transverse
plane parallel to the polarization direction.

102



Furthermore, laser polarization affects predominantly the angular spread of the wide bulk of
protons, whereas the central narrow filament reported before stays unchanged. In fact, the
divergence of this filament was analyzed within the tighter space cut around the laser axis,
i.e., ±0.5 µm (not ±3.5 µm), in the same three energy intervals as in Tab. 4.4, but the values
were identical for both directions of linear laser polarization.

Figure 4.16: Density plots comparison of the proton beam cross sections in the case of the
reference flat target interacting with y−linearly or with z−linearly polarized laser pulse. The
beam cross sections are shown at ∼ 6.5 µm behind the target rear surface at (a) 180 fs or at
(b) 270 fs after the start of laser-target interaction.

As demonstrated on the example of the flat reference foils, the various directions of linear
laser polarization affect the efficiency of focusing planes. In fact, the direction in which elec-
tric field oscillates in the laser wave directly forces electrons to periodically move in the same
direction. Transverse components of the electric field are therefore modified accordingly to
y− or z− linearly polarized light in the sense that, for example, electrons are forced to oscil-
late in z−axis in the case of z−polarized lase pulse, which straightens Ez field over Ey. In
the previous simulations, the polarization was set along y−axis. The transverse electric field
along corresponding direction (i.e., Ey − y for y−polarization) are summarized in Focusing
by the transverse electric field section, specifically in Fig. 4.4. It is worth reminding, that
in the case of the flat foils discussed here, the field has focusing direction only at the begin-
ning of acceleration. However, because of the spread of electrons, it changes its orientation
to defocusing after low tens of fs. Whereas focusing Ey shows slightly higher values along
y−axis than along z−axis in the case of y−polarized laser pulse, the situation is opposite in
the case of linearly polarized pulse along z (i.e., the focusing Ez field has higher values in z for
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z−polarized laser pulse), see the comparison at 50 fs in Fig. 4.17. Similarly, after a few tens
of fs, when the fields change their orientation from focusing to defocusing, the defocusing Ey
field shows slightly lower values along y−axis than along z−axis in the case of y−polarized
laser pulse and vice versa (nevertheless, these differences are even smaller than those in the
focusing fields). In other words, the linearly polarized laser pulse contributes to the stronger
focusing in the direction identical to its linear polarization.
Even though these field differences (i) are not huge (average < 10%, spatially up to ∼ 50%
(i.e., limited to a small area in space)), (ii) they strongly depend on the distance behind the
target and (iii) their fluctuations (both in space and in time) are significant, they definitely
contribute to the establishment of focusing and defocusing planes.

To summarize recent results with those obtained in previous chapters, the particle diver-
gence variations in transverse planes in 3D can be assigned to the combination of more
factors: firstly, to the transverse electric fields and their different strengths in various direc-
tions (affected both by the confinement of electrons (which is important difference between
the channel and the flat targets) and by the direction of linear polarization of the laser pulse)
and secondly, to the magnetic fields (i.e., the establishment of magnetic multipoles (being
strong in the channel target case, but weak in the case of reference flat foils)).

Figure 4.17: Comparison of 1D profiles of transverse focusing electric field components plotted
along corresponding axes, i.e., Ey−y and Ez−z, for linearly y− and z−polarized laser pulses.
The field is analyzed 3 µm behind the rear side of the reference flat target at 50 fs after the
start of laser-target interaction.
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4.5 Energy spectra & Number of particles

4.5.1 Maximum energy & Shape of energetic spectra

As investigated in the previous sections, the target design strongly affects the produced par-
ticle beam divergence, but in fact, it influences other beam parameters as well. The studies
reporting the particle energy dependence on the target structured shape have been already
published. Generally, if the structures are placed on the rear side of the target, proton and
carbon ion energies are reduced, because the accelerating field is lowered when hot electrons
are spread to the additional target material (in this case, to the structures). Since the hot
electrons are generated at the foil front side in the vicinity of the laser-target interaction point,
their number is comparable, no matter if the target contains the rear-attached structures or
not. On the other hand, when nano/microstructures are placed on the target front side, the
absorption of the laser pulse is enhanced. When the laser beam is not everywhere perpendic-
ular to the target surface anymore, the additional Brunel vacuum heating of electrons takes
its place. Consequently, the hot electron temperature rises as well as the strength of electric
sheath field and consequently the energy of accelerated protons and ions is higher [214], [250],
[251], [252], [253].
In accordance with that, all our simulated targets with channels (no matter if flat or curved
ones with straight or tapering arms) decrease the maximum obtained proton and carbon ion
energy by ones or low tens of percents in comparison with the reference flat foil of the same
thickness, see Tab. 4.5. The energy reduction strongly depends on the strength, the shape
and the duration of accelerating sheath field Ex, which scales with hot electron temperature
and density [254], [255].

target type Ep+max [MeV] EC6+
max [MeV/amu]

2D 3D 2D 3D
Flat target 108.4 100% 62 100% 23.8 100% 16.6 100%
FT with a 4-µm-straight channel 97.0 89% - - 22.0 92% - -
FT with a 6-µm-straight channel 95.7 88% 56 90% 21.6 91% 14.2 86%
FT with a 8-µm-straight channel 88.1 81% - - 21.0 88% - -
CT with a 2.5-µm-straight channel 102.6 95% - - 19.7 83% - -
CT with a 6-µm-straight channel 92.2 85% - - 17.5 74% - -
FT with a tap. ch. (a 1-µm hole) 77.6 72% - - 18.0 76% - -
FT with a tap. ch. (a 3-µm hole) 94.3 87% - - 21.7 92% - -

Table 4.5: Maximum protons and carbon ions energy recorded at the end of 2D and of 3D
simulations (270 fs) for all target types; only particles moving forward were taken into account;
FT= flat target, CT = curved target.

In performed 2D simulations, the maximum particle energy decreases with the increasing
length of the channel for both flat and curved targets. Although the dependence of energy
reduction on the channel length is not that strong for carbon ions as it is for protons, the
tendency is the same. Particularly, the energy drops in the case of flat targets with straight
channels by 11 − 19% for protons and by 8 − 12% for carbon ions. The exact numbers vary
with the specific channel length, see Tab. 4.5. In fact, the energy decrease is not massive,
because the differences between channel targets and the reference flat foil in the accelerating
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field magnitude, shape and duration are not very large; see the Electric sheath field section.
For the majority of simulated target designs, the similar reduction of maximum particle en-
ergy in comparison to the reference flat foil was observed for both protons and carbon ions.
However, curved foils with straight channel are the exception, because a significantly higher
energy decrease was observed in the case of carbon ions in comparison to protons. Specifically,
the energy reduction reaches 5% or 15% in the case of protons and 17% or 26% in the case
of carbon ions depending if the channel has the length of 2.5 µm or of 6 µm. In other words,
the carbon energy reduction was approximately doubled over protons in the case of curved
targets with straight arms. The result is assigned to the fact, that this target design, as the
only type, has a spatially fixed decelerating Ex field located in the geometrical center of the
target curved part; see the section Electric sheath field, specifically the Fig. 4.27. In fact, the
negative Ex field is limited in space, i.e., it forms a relatively thin and spatially stable decel-
erating slab perpendicular to the laser-axis as visible in Fig. 4.18. In general, to accelerate
carbons to the energy of 1 MeV/amu higher than the original value, the higher field would be
needed than in the case of protons, because of the carbons higher mass-to-charge ratio. The
energy lowering (in the comparison to the reference flat foil) is more significant in the case
of carbons than in the case of protons, because the high-energy proton population is already
located behind the decelerating field, when it is established to its full power. On the contrary,
the carbon beam front is just entering it, see Fig. 4.18 where this phenomenon is highlighted
by the grey line over the plots. Then, the accelerating field located behind the decelerating
slab is not strong enough to accelerate the already slowed-down carbons sufficiently.
To summarize, no matter the differences in values, the tendency of energy lowering has been
observed for both ion species. In other words, the list of targets sorted from the best to the
worst design according to the maximum energy reached stays unchanged.
In 3D, the energy drop between the channel target and the flat foil was weaker – only
10% for protons and 14% for carbon ions, i.e., numerically, the energies decreased from
EFLAT3Dmaxp+ = 62 MeV and EFLAT3DmaxC6+ = 16.6 MeV/amu to ECHANNEL6

3DmaxC6+ = 56 MeV and
ECHANNEL6

3DmaxC6+ = 14.2 MeV/amu, see Tab. 4.5. The energy reduction between 3D and 2D was
around 40% for both target designs and both ion species. Such difference between maximum
particle energy observed in 2D and 3D simulations is caused by the fact that electrons can
spread in y−axis and z−axis in the case of 3D geometry in comparison to 2D where only
one direction is possible. This results in a lower electron density and temperature in the 3D
case, which then leads to a weaker proton and ion acceleration than in the 1D and 2D cases
[254], [255], [256]. Discussing this matter a little further, the observed results are in good
correspondence with an already demonstrated phenomenon, that 2D simulations generally
overestimate the particle energy over 3D simulations. Nevertheless, the dramatic differences
between 2D simulations implementing p-polarized (2D-P) or s-polarized (2D-S) laser pulses
were reported [256]. In particular, 2D-P simulations show a significantly higher electron heat-
ing in the simulation plane, whereas 2D-S simulations demonstrate a more isotropic energy
distribution. The reason is connected with the overall amount of light energy that is converted
into the particles which have only a limited number of degrees of freedom in the case of 2D-P
compared to 2D-S and 3D PIC modeling. Therefore, the higher temperature of electrons is
reached in 2D-P simulations, which leads to the stronger sheath field formation at the tar-
get rear side and to the correspondingly higher particle energies than those observed in 3D
(and also 2D-S). In our 2D performed cases, only p-polarized laser pulse was used (i.e., linear
polarization along y−axis), therefore, the larger heating of electrons as well as the enhanced
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Figure 4.18: 2D simulation of curved channel target with 6 µm long straight channel: The
plots demonstrating accelerating and decelerating electric field Ex (a), (b) are shown together
with protons and carbon ions density plots (c), (d) and (e), (f) at 70 fs and 90 fs after the start
of laser-target interaction, respectively. The grey line indicating the position of decelerating
electric field is present in order to show the corresponding location of the beam front of
carbons and protons at particular time scan.
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expansion rate in comparison to 3D simulations were observed.

Figure 4.19: Comparison of energy spectra of protons and carbon ions recorded at the end of
2D (left) and 3D (right) simulations, i.e., at 270 fs after the start of laser-target interaction.
Three representative targets were chosen for 2D comparison – the flat target (the red color),
the flat target with 6 µm straight channel (the blue color) and the curved target with 6 µm
straight channel (the black color), whereas the first two mentioned designs were compared in
3D. The small green plot in the left figure show the particle energy spectra of the reference
flat target (2D) presented additionally at 90 fs in order to see the clearer example of the
proton peak formation.

For all simulated target types in both 2D and 3D geometry, the shape of proton energy spec-
tra shows a moderate valley followed by a peak at low energy, see Fig. 4.19. Such peaked
shape is caused by the accelerated carbon ion cloud which pushes the protons of correspond-
ing energies in front of itself. The affected protons are further accelerated by the carbon ion
push. That results in the number lowering of protons with lower energies and to the corre-
sponding number increase of protons with slightly higher energies, which leads to the peak
formation in energy spectra. Consequently, this peak is located before the ending of carbon
energy spectrum at the time when such pushing happened, see the example in Fig. 4.19 for
the reference flat target at 90 fs (the small plot in green). Due to the various time evolution
of the accelerating field and the diverse energy distribution across the particle beam, the
low-energy proton peak is observable well in different times depending on the target design.
Moreover, the carbon pushing force is more efficient in earlier time scans, when the particles
are closer to each other. Hence, at the end of the simulations, the characteristic profile of
the proton spectra is still present, but the proton peak is slightly weaker and its positioning
with the ending of carbon spectrum is shifted, because both protons and carbons were fur-
ther accelerated with ongoing time, see Fig. 4.19 for both 2D and 3D cases. The drop in
the electric accelerating field caused by the front of carbon ion cloud is correlated with the
protons and carbon ions densities as visible in Fig. 4.19 and it is discussed further in the
Dependence of the sheath field shape along the laser propagation axis on the target design
section, particularly in Fig. 4.27.
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4.5.2 Energy-resolved spatial distributions of the proton beam

The analysis of energy-resolved spatial distributions of accelerated protons gives us the indi-
rect insight to both the time and the space evolution of the acceleration. Proton populations,
accelerated both from the target front and from its rear side, were observed for 2D simulated
cases, see the example in Fig. 4.20 (a) for the channel target design. In fact, these populations
have been observed also in 3D, specifically in phase space graphs presented in Phase spaces
section and particularly in Fig. 4.32.

Figure 4.20: Energy resolved spatial distribution of protons accelerated from (a)–(c) the flat
6 µm-long channel target and from (d) the reference flat foil. The data were taken from 2D
simulations and show only protons moving forward and having energy above (a) 0.5 MeV or
(b)–(d) above 10 MeV. Graph (a) corresponds to 50 fs and graphs (b)–(d) to the end of the
simulation, i.e., to 270 fs after the start of laser-target interaction. The channel target is
located from 0 µm to 7 µm (x−direction) and from −4.5 µm to 4.5 µm (y−direction); the
flat target is located from 0 µm to 1 µm in x, the transverse dimension is the same as in the
case of the channel target.

The group of the most energetic protons are accelerated from the rear side of each target. At
early simulation times, the proton beam has two epicenters of high energies (see the yellow
areas in Fig. 4.20 (a)), which are separated by high-energy carbons. These two high-energy
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areas gradually fuse together with protons accelerated from the target front side to one main
proton beam (see Fig. 4.20 (b) and (c), where the major beam (population A) has no visible
discontinuation and it is composed from three small populations depicted in (a)). Besides the
protons accelerated from the target part perpendicular to the laser pulse (i.e., the main proton
beam), another proton population rises from the channel material, i.e., from the surface of the
arms. This channel-originated proton population is represented by two low-energy arches in
Fig. 4.20 (b). Gradually, the protons accelerated from the channel walls gain relatively high
energy, because accelerating electric field is sufficiently strong also behind the channel itself.
On the other hand, the divergence of such particles is higher than the divergence observed in
the case of the main beam passing through the unique combination of EM fields containing
the well-established magnetic multipole.
The 2D comparison between the flat and the 6 µm-long channel targets shows, that the main
high-energy proton beam produced from the channel target is thinner and narrower than that
produced from the flat foil, see Fig. 4.20 (c) and (d). Naturally, the high energy particles are
located at the front of the main accelerated beam, no matter the target design. The fronts
of each side beam, originated from the channel and forming two arches in Fig. 4.20 (b), are
highlighted by black lines in (c).

4.5.3 Number of particles

The evaluation of the realistic particle number from 2D simulations is complicated, but the
comparison between each simulated case can provide valuable results showing the overall trend
(e.g. the fraction of particles being accelerated). Naturally, targets with channel produce a
higher number of particles because they have extra material (additional guiding arms) in
comparison to the reference flat foil. In fact, the particles are accelerated not only from the
target flat part perpendicular to the laser propagation axis, but also from the channel itself.
For example, in 2D simulations, the absolute number of protons accelerated above the energy
of 10 MeV was increased by ∼ 20% (depending on the length and the type of the channel)
in comparison to the flat foil although the maximum obtained energy was slightly reduced.
Nevertheless, this effect was not observed in 3D, where the reduction of maximum energies
was naturally followed by the lowering of absolute number of protons above 10 MeV. It was
verified, that carbon ions follow the similar trend as protons, even though the numbers were
slightly different.
Considering that both the overall proton number and the maximum proton energy are strongly
dependent on the target design (e.g. due to the amount of used material and the formation
of the fields), the ratio between the number of forwardly accelerated (i.e., px > 0) protons
above 10 MeV and above 0.5 MeV (i.e., N10

0.5 ≡ N10/N0.5) will provide clearer information
whether any reducing or enhancing of mid- and high-energy proton amount can be expected.
In 2D, the fraction N10

0.5 was evaluated to ∼ 20% in the case of the reference flat foil and to
∼ 15− 19% in the case of channel targets, see the exact values in Tab. 4.6. That corresponds
to < 10% reduction in the relative amount N10

0.5 in the case of channel targets in comparison
to the reference flat foil. To conclude: from 2D simulations, any significant reduction in the
relative number of high-energy protons is expected for none of simulated channel designs.
However, the comparison was done also for two targets simulated in 3D, where the reducing
trend of the proton number was spotted. The ratio N10

0.5 was evaluated to 12% for the flat foil
and to only 7% for the channel target. The drop can be caused by the higher amount of protons
originating from the cylinder material (above 0.5 MeV) in 3D simulations in comparison to
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2D simulations N10/N0.5
protons carbon ions

value [-] relative to FT value [-] relative to FT

Flat target (=FT) 0.195 100% 0.052 100%
FT with 4 um straight CH 0.186 95% 0.036 69%
FT with 6 um straight CH 0.178 91% 0.034 65%
FT with 8 um straight CH 0.177 91% 0.029 56%
CT with 2.5 um straight CH 0.170 87% 0.022 42%
CT with 6 um straight CH 0.159 82% 0.015 29%
FT + tapering CH – 1um hole 0.149 76% 0.030 58%
FT + tapering CH – 3 um hole 0.172 88 % 0.037 71%
3D simulations N10/N0.5

protons carbon ions
value [-] relative to FT value [-] relative to FT

Flat target 0.118 100% 0.005 100%
Channel target 0.065 55% 0.002 40 %

Table 4.6: Comparison of proton and carbon ion number ratio obtained from 2D and 3D
simulations. N10 is the number of protons/carbon ions moving forward (px > 0) and having
energy above 10 MeV/amu; N0.5 is the number of protons/carbon ions moving forward (px >
0) and having energy above 0.5 MeV/amu. The ratio between these numbers is shown as the
dimensionless value as well as the relative number in comparison to the reference flat target
(FT). The comparison contains all simulated designs, i.e., the reference flat target (FT), the
flat targets with straight channels, the curved targets (CT) with straight channels and the
flat foils with tappering channels (TCH) forming a hole between their arms. The abbreviation
CH is used for the "channel". All data are taken at the end of simulations, i.e., at 270 fs after
the start of laser-target interaction. Particle weighting was used.

2D. Nevertheless, the absolute number N10 of protons above 10 MeV reached for the channel
target only ∼ 70% of the value obtained for the reference flat foil. This trend is visible also
in proton energy spectra comparison in Fig. 4.19. It is also important to point out, that
the number of protons above certain high energy level is naturally higher in the flat foil case,
because its maximum energy is higher compared to that for the channel target. This confirms
also the fact, that the ratio N5

0.5 ≡ N5/N0.5 for the channel target is higher than N10
0.5 and it

reaches nearly 90% of the flat target’s one (26.1% and 29.5%, respectively).

4.5.4 Collimating feature of tapering channels

It was investigated that flat foils with tapering channel (see Fig. 4.1 (b)) can conceptually
act as a collimator. In fact, sloping arms are able to provide electrostatic field which is strong
enough to catch the protons with low energy and high divergence. In other words, this channel
is able to "cut" the particle beam accelerated from the target flat part and thus to select the
maximum divergence angle being accepted (i.e., it filters out a relatively large amount of the
low energy particles). For example, the foil with a 3-µm hole between its 6 µm-long tapering
arms can reduce the number of protons having 0 − 5 MeV by 49%, whilst the target with
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a 1-µm-wide hole between its tapering arms by 58%. Since the less energetic protons have
bigger divergence [228], [229], [230], the energy interval of the stopped ones naturally depends
on the size of the hole, i.e., a smaller hole stops more energetic particles. In our collisionless
simulations, the effect is caused purely by electrostatic field. The produced narrow beam can
be observed in proton density plots in Density profile section, Fig. 4.21.

4.6 Density profiles, uniformity of the beam

4.6.1 Two dimensional study of target designs

The laser-driven particle acceleration resulted in a more narrow ion beam when the targets
with guiding arms were used. The comparison of proton and carbon ion density plots between
channel designs and the reference flat foil can be seen in Fig. 4.21. It is well observable
that carbon ions do not spread to as large area as protons do, because of their higher mass
leading to the lower energies in MeV/amu. Nevertheless, a relatively high amount of particles
is accelerated from the channel arms, nearly perpendicularly to the laser pulse direction.
Such acceleration is the result of hot electrons motion inside the channel material. The
produced particles have typically lower energy compared to the main narrow beam because
of the insufficient conditions for TNSA acceleration [1], [50]. Moreover, it is complicated to
guide these particles through a beamline and thus to produce any useful beam for foreseen
applications. Therefore, these ions are not taken for divergence analysis, where the space cut
of ±3.5 µm (fitting the channel inner dimensions) together with the condition of px > 0 are
applied.

Figure 4.21: Density plots of protons (the first row) and of C6+ carbon ions (the second row)
at the end of 2D simulations, i.e., at 270 fs after the start of laser-target interaction: (a) the
reference flat foil, (b) the flat foil with straight 6 µm long channel, (c) the curved target with
straight 6 µm long channel, (d) the flat target with 6 µm long tapering channel arms forming
a 3 µm hole between them.

An interesting feature of multiple beam formation is visible in proton density plots of curved
targets with straight channel, see Fig. 4.22. In fact, this target design is associated with
the growth of proton beam divergence caused by the TNSA mechanism [50], i.e., by the fact
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that ions are accelerated perpendicularly to the target rear surface. As already discussed in
Divergence section, protons thus primarily move towards the geometrical center of the target
curved part. Because the fields are not strong enough to sustain the proton beam in a tight
focus, the protons continue in their trajectories, have relatively high divergence (compared to
the rest of advanced target designs) and they form multiple beams. This feature is suppressed
with increasing length of the straight channel attached to the curved part, see divergence
values in Tab. 4.2. That was caused by the bigger electric field integral, i.e., the stronger
particle focusing since the field acts over a longer distance. In presented simulations, even the
channel prolongation by additional 3.5 µm was enough to visibly suppress the proton beam
filamentation, see density plots in Fig. 4.22 and compare mainly the effect of the long channel
(a) with the short one (b).

Figure 4.22: Comparison of logarithmic-scaled proton densities of (a) the curved target with
straight 6 µm long channel, (b) the curved target with 2.5 µm long channel and of (c) the
flat target with straight 6 µm long channel at 130 fs (the first row) or at 270 fs (the second
row) after the start of laser-target interaction.

4.6.2 Three dimensional features

The proton density plots of both the flat and the channel targets simulated in 3D are presented
in Fig 4.24 and Fig. 4.23, respectively. The particle densities are displayed at diverse times
from the beginning of laser-target interaction and at different space cuts along the laser
propagation axis: namely at 3 µm (i.e., in the middle of the channel length), at 6.5 µm (i.e.,
directly behind the channel), at 7.6 µm (i.e., at 1.6 µm behind the channel) and at 16.9 µm
(i.e., ∼ 10.9 µm behind the channel) behind the rear surface of the flat target part being
perpendicular to the laser pulse. In addition, the side view of the target density cut in the
middle of z−axis is provided as well.
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Firstly, the elliptical shape of the proton beam cross sections (slightly elongated in y−direction
or nearly symmetrical) is formed for both target cases. Such shape has been evolving with
ongoing time and with rising distance from the target flat rear side. In fact, the gradual
change to more symmetrical cross section or even that one elongated in z−direction in later
stages/ further from the target flat rear side was observed in the case of the channel target
as the result of fully developed EM fields acting on the passing proton beam. This time
development progressively shows the lower divergence in x − y plane (i.e., the originally
y−elongated beam evolves to the symmetrical or the z−elongated one) recorded at the end
of the simulations, see specific values in Tab. 4.2 in Divergence section. Because of the less
efficient EM field formation in the case of the reference flat foil, the shape of the proton beam
was affected less than in the case of the channel. Moreover, a higher spatial uniformity of the
main proton beam accelerated from the channel is visible even from the presented density
plots (compare beam cross sections in Fig. 4.24 with those in Fig. 4.23), nevertheless this
feature will be demonstrated properly in Spatial uniformity of the proton beam section. In
fact, the establishment of the magnetic quadrupole contributes to the elliptical elongation
in z−direction (the preferable focusing plane was x − y) whilst the magnetic octupole is
responsible for making the beam more spatially uniform. Thus it is natural that both the
more significant changes in the beam cross section outline and the more spatially uniform
proton beam were obtained in the case of the channel target whose fields are stronger and
better-developed than those of the reference flat foil. Since the quadrupole focusing has
various efficiency in different energy intervals, each specific proton population (having different
energy at the current time scan and the cut along the laser axis) forms a various shape of
the proton beam cross section, see e.g. Fig. 4.23 (a) for 180 fs, where two different ellipses
corresponding to two proton populations are visible inside the channel. For more details about
EM fields see the section Particle divergence reduction affected by favorable establishment of
EM fields.
The particle halo formed around the main beam was observed both in the flat and the channel
target cases and it was much stronger for protons, see Fig. 4.24 and Fig. 4.23. Generally, the
denser center with a concentric circle corresponds to the display of various proton populations
– the first population propagates as a "bubble front" and the second one forms more localized
narrow beam. In the case of the channel target, the proton halo around the main beam is
nearly not apparent (since the proton beam is more uniform due to the octupole magnetic
field effect) and the "fake halo" comes from the channel material. The main proton beam and
both halos in the case of channel target (i.e., the first one from the various proton populations
accelerated from the target flat part and the second one from the cylinder material (which is
stronger)) are visible in Fig. 4.23 (a) and (b) for 180 fs. In the case of the flat foil, the proton
halo comes truly from the various proton populations (observable also in side views of Fig.
4.24) and indicates strongly inhomogeneous beam. That is influenced also by the shape of
accelerating electric field along transverse axes, visible, for instance, in Fig. 4.29 (b) + (c) for
2D case and (e) for 3D geometry (the red curve). In short, this field has two "epicenters" –
the first one accelerates particles along the laser axis whilst the second one is peaked ±4 µm
from the center which corresponds to the halo formation. On the contrary, the accelerating
electric field present in the case of the channel target forms only the on-axis structure. Spatial
uniformity of the beams will be discussed separately in the section Spatial uniformity of the
proton beam.
Carbon ions act similarly, although their response to EM fields is not as strong as in the case
of protons, thus the elongation of the beam cross sections is nearly not observable, see Fig.
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4.25. On the other hand, the non-symmetrical divergences are present for carbon beam as
well (see divergence values in Tab. 4.2), but the longer simulation time would be needed to
let the effect develop significantly to observe it clearly also in the density plots.
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Figure 4.23: Channel target: Proton density plots are shown in various times (0 fs, 180 fs
and 270 fs; corresponding to three columns) after the start of laser-target interaction and
at various spatial cuts along the laser propagation axis: (a) at 3 µm (i.e., in the middle of
the channel), (b) at 6.5 µm (i.e., directly behind the channel), (c) at 7.6 µm (i.e., at 1.6 µm
behind the channel) and (d) at 16.9 µm (i.e., ∼ 10.9 µm behind the channel) behind the rear
surface of the flat target part. The last set (e) corresponds to the side view of the target
density cut in the middle of z−axis. 116



Figure 4.24: Flat target (reference): Proton density plots are shown in various times (0 fs,
180 fs and 270 fs; corresponding to three columns) after the start of laser-target interaction
and at various spatial cuts along the laser propagation axis: (a) at 3 µm, (b) at 6.5 µm, (c)
at 7.6 µm and (d) at 16.9 µm behind the target rear surface. The last set (e) corresponds to
the side view (x− y) of the target density cut in the middle of z−axis.

117



Figure 4.25: Channel target: Carbon ions (C6+) density plots are shown in various times (0 fs,
180 fs and 270 fs; corresponding to three columns) after the start of laser-target interaction
and at various spatial cuts along the laser propagation axis: (a) at 3 µm (i.e., in the middle of
the channel length), (b) at 6.5 µm (i.e., directly behind the channel), (c) at 8.9 µm (i.e., at ∼
2.9 µm behind the channel) behind the rear surface of the flat target part being perpendicular
to the laser pulse. The last set (d) corresponds to the side view (x− y) of the target density
cut in the middle of z−axis. None of the cuts correspond to the proton plots in Fig. 4.23 (c)
or (d), because carbons do not propagate so far as protons do during the same time, thus the
different space reference was chosen.
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4.6.3 Spatial uniformity of the proton beam

Attempts in improving spatial beam uniformity have been extensively investigated in the field
of conventional particle accelerators [157], [257] as well as in the field of surface modifications of
various materials, such as ion implantation and film deposition by accelerated particle beams
from laser-plasma [258], [259], [260]. The supporting effect of external magnetic field on the
flux uniformity of laser-driven proton beams was reported [260]. Similarly, the multipole
magnets, specifically magnetic octupoles, are used in particle accelerators in order to improve
a spatial uniformity of ion beam [160] as already discussed in previous sections.

Figure 4.26: Spatial uniformity of the proton beam accelerated from the flat target (red curve)
and from the channel target (blue curve); 3D simulations. The curves show 1D smoothed
proton density profile in the plane perpendicular to the laser propagation direction, i.e., along
y−axis in the middle of z−axis (the targets are centralized around 0). The profiles are shown
at different positions along the laser propagation axis: (a) at 3 µm behind the rear side of
the targets flat part (i.e., in the case of the channel target, it corresponds to the half of the
channel) at 180 fs; (b) at 7.6 µm behind the rear side of the targets flat part (i.e., 1.6 µm
behind the channel) at 270 fs after the start of laser-target interaction.

Within 3D simulated designs, a significantly higher spatial uniformity of the proton beam was
observed in the case of the channel target. In the comparison demonstrated in Fig. 4.26, two
graphs showing smoothed proton density profiles are presented for both 3D simulated targets
at diverse times and positions along the laser propagation axis. All density profiles were taken
in the middle of the proton beam (z = 0) along y−axis (a) at 3 µm behind the target flat rear
side (i.e., in the case of the channel target, it corresponds to the half of the channel) at 180 fs
or (b) at 7.6 µm behind the target flat rear side (i.e., 1.6 µm behind the channel) at 270 fs after
the start of laser-target interaction. The red curve represents the reference flat target, whilst
the blue curve depicts the channel one. These spatial-uniformity plots correspond to the 2D
maps of the proton beam density in Fig. 4.23 and in 4.24, particularly to the cases (a) at
180 fs and (c) at 270 fs, for the channel and the flat target, respectively. At both the space and
the time cuts, the proton beam produced from the channel target shows significantly higher
spatial uniformity than the beam produced from the reference flat foil. The biggest difference
between the flat and the channel profiles was observed naturally inside the channel, i.e., closer
to the targets flat rear side (see Fig. 4.26), where the magnetic octupole, responsible for
making the beam more uniform, is directly present. For more information about the octupole
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formation see the section Particle divergence reduction affected by favorable establishment of
EM fields. Even at the end of the simulation and simultaneously further from the target rear,
the channel-produced proton beam sustains undoubtedly more spatially uniform than that
produced from the reference target. Moreover, the demonstrated feature of generally higher
proton beam spatial uniformity in the case of the channel target does not change with time
or with various position along the laser propagation direction. The 1D density profiles taken
along another transverse axis, i.e., in the middle of the beam (y = 0) but along z−axis (and
not along y−axis), were studied as well, but no significant difference in comparison to the
presented case was observed.
These results are in a great agreement with the calculated standard deviations of the proton
density evaluated from the beam cross-sections which are presented in Tab. 4.7 for various
target designs. The standard deviation is a measure of the amount of variation or dispersion
of a set of values. Therefore, the closer the standard deviation is to zero, the more values
tend to be close to the mean of the set (also called the expected value), which indicates the
high uniformity of the beam. On the contrary, the large standard deviation indicates that the
values are spread over a wider range and the uniformity of the particle beam is poor. The
values of the standard deviation of the whole proton beam cross section were evaluated at
3 µm or at 7.6 µm behind the rear side of the targets flat part at 180 fs or at 270 fs after
the start of laser-target interaction, respectively, see Tab. 4.7. Such parameters correspond
with those used in plotting of Fig. 4.26. At both evaluated space and time scans, the proton
beam produced from the channel target shows the higher beam uniformity, particularly by
∼ 15−30% in comparison to the flat foil. Naturally, the higher spatial uniformity was reached
inside the channel (as already seen in Fig. 4.26) where the magnetic octupole directly acts
on the passing particles.

σSD at: 3 µm at 180 fs 7.6 µm at 270 fs
Flat target 0.3914 100% 0.4147 100%
Channel target 0.2742 70% 0.3553 86 %

Table 4.7: Standard deviation values σSD measured at proton beam density cross sections
along two various positions on the laser-axis (i.e., at 3 µm and at 7.6 µm behind the flat
rear side of targets) are shown at diverse time scans – at 180 and 270 fs after the start of
laser-target interaction.

Finally, but not less importantly, the transverse profile of the accelerating electric field Ex
affects the spatial density of the particle beam as well. In fact, this profile significantly differs
between the flat and the channel target due to the various electrons confinement inside the
channel or in the vacuum behind the flat target. Generally, the accelerating field of the flat foil
is peaked not only on the laser axis, as in the case of the channel target, but also transversely
further from the axis to the sides (symmetrically), which contributes to a halo in the particle
beam cross section resulting in the lower uniformity of the produced beam, see the section
4.7.1.2, particularly Fig. 4.29 (b) and (e) (the comparison of accelerating field profiles) and
Fig. 4.24 (the example of the particle halo).

120



4.7 Particle beams acceleration

4.7.1 Electric sheath field

The electric sheath field formation is essential for laser-driven ion acceleration, especially in
the case of TNSA mechanism [1], [50], [52]. The detailed knowledge of its evolution, both in
time and space, is crucial for understanding of the acceleration stages. In addition, spatial
analysis of Ex field has to be treated separately for transverse and longitudinal (i.e., along
the laser-axis) directions. Generally, the electric sheath field is strongly dependent on the
hot electrons generation, their motion and confinement. In fact, the profile of electric sheath
field along the laser propagation axis is formed by the hot electrons accelerated from the
vicinity of the laser-target interaction point, whilst the profile of the sheath field along the
transverse direction is modified according to the electrons confinement behind the target (in
the means of, for instance, angular spread of the hot electron beam). In other words, whereas
the shape of Ex field along the laser-axis is affected mainly by the the shape of the target
part perpendicular to the laser pulse, the shape of Ex field along the transverse axes (i.e., y
or z) is more influenced by the structures attached to the target back side.

4.7.1.1 Dependence of the sheath field shape along the laser propagation axis
on the target design

The space & time evolution of the electric sheath field Ex along the laser propagation axis
was compared between all simulated target types in 2D and correlated with corresponding
proton and carbon ion charge densities for chosen designs. This comparison is presented in
Fig. 4.27, namely for the reference flat foil and for the flat or the curved targets with 6 µm
long channel. Other target designs do no show any additional differences than those already
observed for the described set.
As can be observed in Fig. 4.27 (a), carbon ions are accelerated after the firstly generated
proton bunch and they drag behind themselves the second proton population, which corre-
sponds to the deceleration valley between two positive peaks in Ex−x plot. Furthermore, the
negative spike in the electric field corresponds to the beam-front position of the carbon cloud
and thus it is connected with the sudden rise in proton charge density. The presented plots
are shown with the modified range of density axis in order to see the exact correlation between
the sudden change of the charge densities and the sheath field. Moreover, the sheath field in
Fig. 4.27 (a) is plotted as a raw data whereas in (b) – (d) the curves are already smoothed
in order to see the overall trend. In fact, the carbon ions drag effect is connected not only
with the sudden rise in proton densities, but also with the proton energy bump observed in
the energy spectra and discussed further in Energy spectra & Number of particles section.
The only variation from the typical shape and the time evolution of accelerating electric field
was observed for the curved foils with straight channel, see the green curve in Fig. 4.27 (b)
– (d). Whereas the flat foils (no matter if plain or with channels) experience two stages of
positive acceleration separated by the deceleration part, the curved foils additionally produce
a relatively strong sheath-field-structure inside their channel. This structure consists of firstly
negative and then positive Ex spikes, both having the comparable amplitude. Furthermore,
the negative peak is located in the geometrical center of the curvature whilst the positive peak
at the end of the channel, see Fig. 4.27. In contrast to other target designs, the field-structure
produced from the channel target does not move with the time or with any accelerated parti-
cle bunch, but stays on place and vanishes gradually. Naturally, this leads to the conclusion
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that such field-structure is caused by the curved target shape primarily.
In 3D, the field formation was compared between the flat and the channel target. The sit-
uation is demonstrated in Fig. 4.28, where the chosen time scans of accelerating Ex field in
x− y plane are shown for both designs of 3D-simulated targets. Firstly, the high positive Ex
field is formed nearly immediately at the rear side of targets flat part, i.e., at ∼ 10 fs after
the start of the laser-target interaction, and it rapidly grows in the next 50 fs. No matter
the target design, the produced field moves with the first bunch of protons and it is followed
by the creation of the second positive spike in Ex. This second spike occurs approximately
at 70 fs after the start of laser-target interaction and it results in another proton population
(visible, for example, in density plot Fig. 4.20 (a) showing the early stage of acceleration).
The time of the second field-peak creation corresponds to the time when the whole laser pulse
(having the full time duration of 60 fs) had already interacted with the target. The positive
areas of accelerating sheath field are visibly separated by a gap which spatially corresponds
to the carbon ion cloud between two proton populations as already discussed in 2D part.
Moreover, these two accelerating field areas are gradually becoming more distant from each
other, because the first one co-moves with the main proton bunch of high energies, whilst
the second one with the less-energetic proton population. In the case of the channel target,
another accelerating field area is naturally present at the end of the channel (because of hot
electrons escaping from the cylinder material), but no significant kick in proton energies was
observed in corresponding phase spaces, when the main proton bunch exits the channel.

Figure 4.28: 3D simulations: Time evolution of accelerating Ex field in x − y plane in the
middle (i.e., z = 0) of the flat target (the first row) and of the channel target (the second
row) at (a) 60 fs, (b) 70 fs, (c) 110 fs, (d) 190 fs after the start of laser-target interaction.

In conclusion, obtained results from 2D and 3D simulations are in a good agreement. The
rear-placed mictrostructures, i.e., channels, do not change the tendency of accelerating field
Ex along the laser axis direction significantly, in contrast to the shape of the target part
perpendicular to the laser pulse direction. On the other hand, as will be demonstrated in the
following section, microstructures can change the shape of sheath field significantly, but in
the transverse, not the laser-axis, direction.
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4.7.1.2 Dependence of the sheath field shape in transverse direction on the tar-
get design

As already mentioned, the shape of the electric sheath field along transverse direction(s) is
affected by the confinement of electrons. Hence, from the target design point of view, the
formation of Ex− y and of Ex− z profiles is modified according to the presence/the shape of
the channel (or any structure on the target rear side), not by the shape of the foil to which
this cylinder is attached (i.e., the flat or the curved one). This is, in fact, well demonstrated
in Fig. 4.30 (a) at 30 fs, where the field shape at the rear side of the targets flat part is com-
parable at the beginning of acceleration for all 3D simulated target designs, but it starts to
differ with time. In order to demonstrate the trend both in 2D and 3D, only the reference flat
foil and the channel target are presented in this comparative study. Three-dimensional data
provide the opportunity to investigate the possible difference between transverse directions
(y and z) as well as the changes in amplitudes or the field-shape variations compared to 2D
cases.

Figure 4.29: 2D simulations: (a) – (c) comparison of sheath electric field Ex over the transverse
axis between the flat foil (the red curve) and the flat target with 6 µm channel (the blue curve).
The analysis was done at 3 µm behind the rear side of the flat part of the both foils (i.e.,
in the middle of the channel length in the case of the target with guiding arms) at 70 fs,
90 fs and at 130 fs after the start of the laser-target interaction. Graphs (c) – (d) show the
comparison of limited and unlimited versions of the flat and the channel target designs as
shown in (f), at 70 fs and 130 fs, respectively. The green lines in (f) indicate the space cut
along which the electric field profiles are presented (i.e., at 3 µm behind the rear side of the
targets flat part).

Generally, transversely limited targets simulated here are a widely used simplification of larger
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foils which would be more likely used in a real experiment than a single µm–scale target. Since
the electric sheath field establishment is bounded with the hot electrons production, spreading
and confinement, the transversely unlimited versions of the flat and the channel targets were
additionally simulated, primarily in 2D, see Fig. 4.29 (d) and (e). The main aim was to
verify if the edge-peaked field structure in the case of the transversely limited flat foil (visible,
for example, in Fig. 4.29 (b)) is strongly influenced by the hot electrons reflected from the
foil edges (in our case 1 µm thick) or if this field-structure is even their direct result. If so,
these field-structures vanish when the flat foil is prolonged transversely and no big advantage
of the channel target over the flat one would be observed.
The electric sheath profiles in Fig. 4.29 were taken along the direction perpendicular to the
laser propagation axis, 3 µm behind the flat rear side of the targets, at various time scans
for limited and unlimited versions of both the flat and the channel targets. As demonstrated
by this comparison, the transversely limited and unlimited versions of the channel target do
not differ much in the electric sheath field from each other, both in their amplitudes and
the shape of the profile, in comparison to the flat target designs. The negligible difference
between accelerating field profiles of channel target versions is caused by the target geometry.
Whereas electrons escaping the outer edges of the channel (when the target is transversely
limited) do not contribute to the main accelerating field (which is located inside the channel),
the electrons escaping the edges of the transversely limited flat foil do, since they are mixed
with the electrons originating from the flat foil rear side. Therefore, the prolonging of the
reference flat foil prevents the production of electrons from the foil edges (in our case 1 µm
thick), but the prolonging of the channel target does not have any significant effect on the
accelerating field. Consequently, only the transversely unlimited flat target was additionally
simulated in 3D and added to the comparison of various target designs in Fig. 4.30.

Time & Shape evolution in 3D
The time and the space evolution of accelerating field Ex along transverse axis is presented
in Fig. 4.29 for all 3D simulated target designs. The sheath field is shown along y−axis at
three various space cuts along the laser propagation direction – (a) cut 1 shows the field at
∼ 0.3 µm behind the targets flat side, (b) cut 2 shows the field at ∼ 3 µm behind the targets
flat side (i.e., in the case of the channel target in the half of the cylinder) and finally, (c) cut
3 shows the field at ∼ 6.3 µm behind the targets rear flat side (i.e., in the case of the channel
target at 0.3 µm behind the cylinder). The spatial positions of the cuts are visible for all
target designs in the blue border of Fig. 4.30 (d). The spatial cut in the another transverse
direction (in this case in z−direction) was done in the middle of the target. All values pre-
sented in the graphs (called raw data in the legend) were obtained by averaging the values
from 10 cells centralized around the chosen spatial cut in order to suppress the effect of high
fluctuations of the field. Nevertheless, in some cases the field fluctuations are so significant,
that the averaging lines (called average in the legend) were added additionally to guide the
eyes smoothly. The raw data were left in the figures in order to see that, for instance, even
though the averaging line for the channel target in (a) has the lower amplitude than that in
the case of the flat target, the positive spikes of the field itself reach the comparable values
for both target designs. The fields were analyzed at various times (i.e., at 30, 70, 90, 130 or
at 150 fs, depending on the target type) after the start of laser-target interaction.
At the beginning of the acceleration process, the originally bell-shaped Ex field is distributed
and peaked around the laser propagation axis for all presented target designs. In later times
of acceleration, the high-field amplitude stays centralized in the case of the channel target,
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because the hot electrons are confined inside the cylinder and they move along its inner walls.
On the contrary, in the case of the flat foil, the field profile diverges towards the edges of
the simulation box, starts to grow there and finally surmounts the field in the center. Such
evolution is the consequence of the movement of hot electrons, which do not circulate along
the guiding arms as in the case of the channel target (demonstrated in Fig. 4.5 (b)), but
spread freely into the vacuum. Compared to 2D simulations, the field evolution is faster in
3D, because of the additional transverse direction where electrons can spread. The shape of
accelerating field along y−axis in 3D follows the same trend as that obtained from 2D simu-
lations in Fig. 4.29. Depending on the space cut where the analysis was done, the field of the
channel target has preferably a bell-shaped or a flat-like profile, slightly peaked at the cylinder
center and decreasing towards the channel walls. The only exception is (c) at 70 fs where
the high-amplitude field structures located around x = 3.5 µm originate from the cylinder
endings, since the field profile is taken directly behind the channel and simultaneously at the
time when the main TNSA accelerating field has not reached the area yet. Contrarily, the
sheath field of the flat foils (no matter if the reference’s one or the prolonged’s one) has, with
ongoing time, the lowest values in the center and it rises to the sides, i.e., perpendicularly
to the laser-axis. Therefore, the acceleration field is moving away from the laser-axis and it
does not contribute to the formation of the narrow on-axis particle filament which is a clear
disadvantage in contrast to the channel target, compare the field profiles in, e.g., Fig. 4.30
(c) at 150 fs. In the case of the prolonged flat foil, the field diverges less to the transverse
boundaries of the simulation area than in the case of the original limited flat foil at later
times, but the trend is still there (compare, for instance, the time evolution in Fig. 4.30 cut 1
(a)). Therefore, the clearly observable differences in the shape of the field profiles (moreover
of the comparable amplitudes) are demonstrated even between the channel target (blue) and
the prolonged flat foil (green).
To summarize, from the comparison of the electric sheath field along the axis perpendicular
to the laser propagation direction between transversely limited and unlimited flat foils, nearly
no differences in the time evolution and the comparable shapes of the electric sheath field
were observed. On the other hand, the Ex amplitude was reduced with the target prolonga-
tion, because the limited flat foil reflects more hot electrons escaping from its edges which
strengthen the accelerating electric field. In the realistic flat foil scenario, an energy decrease
connected with the sheath field amplitude drop is therefore expected. In comparison to the
channel target, the amplitude of prolonged flat foil sheath field is similar or even lower, but
the opposite shapes of the field profiles between various target designs are still well-observable.
Therefore, the clear advantage of channel target over the both limited and unlimited refer-
ence foils was demonstrated. In real experiments, this could suppress the maximum energy
difference between the particles accelerated from the channel target and from the flat foil. In
fact, a similar observation of the field structures (bell-shaped or peaked at edges) has been
already reported in the case of hydrogen foil with aluminum ramparts (2D only) [261].

Field maximal values
From the point of view of the field strength, the highest values were reached for the limited
flat foil, but the amplitudes around the laser axis (i.e., approximately within y = ±2 µm
and z = ±2 µm) were comparable for all three simulated cases in 3D. As already mentioned,
the averaging lines (called average in the legend) were added to some plots in 4.30 due to
the high fluctuations of the raw data. Note, that even though some average curve has the
low amplitude, its raw-field spikes sometimes reach the comparable values as those related
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to much stronger average line (see, for instance, Fig. 4.30 (a)). Around the laser axis &
with ongoing time, the average field profile of the channel target even exceeds in values that
of the prolonged flat target. Comparing the field amplitudes originating from 2D and 3D
simulations, the higher values were naturally observed in the case of 2D simulated targets,
because the additional dimension allows the hot electrons spread to another direction, which
suppress the field in 3D.
Even though the field suffers from fluctuations, it has the same tendency and comparable
shape along z−axis as along y−axis for all target designs in 3D, thus only the representative
y−direction is shown in Fig. 4.30. Nevertheless, the maximum values were slightly lowered in
z−direction, maximally by 10%. This is caused by the linear laser polarization along y−axis
as discussed earlier in the section 4.4.3.

Effect on particle beam parameters
The shape of the electric sheath field in the direction perpendicular to the laser propagation
axis can affect the divergence of the accelerated proton beam and its uniformity.

Figure 4.31: Comparison of proton angular distributions between the reference flat target
and the flat target with 6 µm long channel at the end of 2D and 3D simulations. Only
protons moving forward (px > 0) within the cylinder of radius 3.5 µm (i.e., the channel inner
dimensions) and having energy (a) + (c) above 0.5 MeV or (b) + (d) above 10 MeV were
taken for the analysis.

In the case of the flat foil, the edge-peaked sheath field contributes to the higher proton an-
gular spread, because electrons are more accelerated in the marginal regions which in turn
increases the proton beam divergence. In fact, this sheath field is continuously changing from
the centralized bell shape to the edge-peaked structure, i.e., the high-field epicenter gradually
moves from the center to the sides as shown and described earlier in this section. That causes
also the halo in proton density cross sections (see Fig. 4.24) and worse spatial uniformity
of the flat-foil-produced beam in comparison to the one produced from the channel target,
see sections 4.6 and 4.6.3. In fact, the flat target field evolution does not contribute to the
formation of the narrow on-axis particle filament which is a clear disadvantage in comparison
to the channel target. Moreover, the generation of double-splitted (in 2D) or more realistic
plateau-like (in 3D) proton angular profiles were observed for the reference target in compari-
son to the channel one for which the angular spectra were peaked on the laser axis for both 2D
and 3D simulations, see Fig. 4.31 or Divergence section. The moderate beam filamentation
in the case of the flat target is visible also in the phase spaces in Fig. 4.33 (discussed in Phase
spaces section).
In the case of the channel target, the sheath field has a flat-like profile, which results in a uni-
form acceleration of particles along transverse direction and corresponding lower divergence.
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4.7.2 Phase spaces

The occurrence of various proton acceleration epicenters, as already seen from the electric
sheath field and from the particle densities, were confirmed also by analyzing phase spaces –
see Fig. 4.32, where the time-evolved proton phase spaces vx − x between various 2D simu-
lated target designs and their equivalents in 3D are compared; and Fig. 4.33, where phase
spaces vy − vx and vz − vx of 3D-simulated targets are shown.
The first acceleration epicenter is located at the front target side, where the protons are ac-
celerated by Hole-Boring (HB) mechanism, no matter the specific target design. The target
surface is then strongly pushed inwards by the pressure of incident laser light. Nevertheless,
HB scenario is not efficient for the used laser parameters. In fact, according to the analytical
approximation (1.39) – (1.40) (discussed in the section RPA acceleration – Hole Boring [74]
and suitable also for linearly polarized pulses [262]), the maximum energy of protons accel-
erated only by HB-RPA mechanism is below 5 MeV/amu and the energy of carbon ions is
even lower. Because of the low particle energy and their limited number in comparison to
those originated from Target Normal Sheath Acceleration, HB-accelerated particles affect the
overall divergence only slightly.
Secondly, the multiple epicenters are assigned to Target Normal Sheath Acceleration (TNSA)
mechanism and they are located at the target rear side as well as at the structure endings
if the channel target design had been used. The acceleration from the target flat rear side
undergoes two phases corresponding to two positive spikes in Ex field discussed in the section
Dependence of the sheath field shape along the laser propagation axis on the target design
and also visible in the proton energy-resolved density plots Fig. 4.20 or in the side-view
proton densities Fig. 4.23. In fact, the first Ex spike forms the proton population with the
highest energy. The protons accelerated by TNSA from the channel material (i.e., from the
channel endings or its outer surface) gain only a low momenta in the laser propagation direc-
tion, see Fig. 4.32. Moreover, the proton population accelerated from the target front side
by HB reaches the area of the sufficiently high TNSA field in the time when the strength is
still significant and it is consequently post-accelerated (although it was not enough to obtain
higher energy than the main TNSA-beam). In fact, such protons reach the energy < 20 MeV
(HB+TNSA) from the original < 5 MeV (HB), see the front-side generated proton fillament
reaching nearly 0.2 vx/c in Fig. 4.32.
In the phase spaces in Fig. 4.32 (c) or (e), the protons having a low momenta in the laser-axis
direction (but the higher velocity in the transverse axes connected to their high divergence)
are visible. These protons originate from the channels inner or outer walls due to the target
expansion. In fact, the design of the channel itself strongly influences the shape of this low
x−momenta particles in phase spaces. In other words, the reason why the low energy pro-
tons form only one group along the straight channel, whereas they form two groups in the
case of the tapering channel, is the design of the guiding arms. Particularly, the particles
originated from the channel material are accelerated by TNSA mechanism perpendicularly
to the channel surface, which results in two directions in the case of the straight channel
target – firstly, from the inner cylinder surface to the channel central axis and secondly, from
the outer cylinder surface towards the horizontal boundaries of the simulation area. Both
these options result in the negligible velocity in x−direction (both positive and negative, but
without significant differences) and in some cases also in the high transverse velocity. On the
contrary, in the case of the target with tapering channel, the direction of perpendicular prop-
agation from the channel surface is changed because of the arms slope. The protons moving
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perpendicularly from the outer surface of the channel gain currently the higher velocity in
x−direction (positive) than those accelerated from the straight channel surface, even though
the overall energy is the same. Similarly, the protons, which move perpendicularly from the
inner tapering channel surface, gain also higher vx than those accelerated from the straight
cylinder, but with negative sign.
From the comparison between 2D target designs with their 3D-simulated equivalents, it was
investigated that the proton momentum in x−direction was slightly reduced with the second
transverse dimension. In fact, an extra dimension lowers the accelerating electric field (due
to the additional axis where hot electrons can spread) as well as the corresponding maximum
particle energies as had been already reported. Nevertheless, no significant differences in the
shape of phase spaces, their evolution or the overall trend were observed, see Fig. 4.32.
Because the part of the laser pulse has been observed at the rear side of the targets (see,
for example, Fig. 4.10 (b) and the section Partially-transmitted laser pulse), the presence of
Magnetic Vortex Acceleration (MVA) has been investigated. No jump in the particle energy
spectra/phase spaces was observed when the particle beam exits the channel, which should
be one of the distinguishing signs of efficient MVA acceleration. Although a gradual rise in
the energy of HB-protons was observed at the time when they reached the rear side of the
target flat part (i.e., when they entered the channel), this enhancement was assigned to the
TNSA field present in the area rather than to the weak MVA. Moreover, magnetic field was
confined inside the channel, therefore, it could not spread to the sides and generate longi-
tudinal electric field as in MVA scenario. In fact, the Bz magnitudes having tens of kT in
the case of the channel targets were observed (see Tab. 4.3). Nevertheless, such values are
higher than ones of kT predicted by MVA regime [85], [86], [263], [264]. In conclusion, even
though the narrow proton filament having high energy was observed in the case of the channel
target, the presence of MVA acceleration is not likely or it was not significant in this case.
It is possible, that if the optimal parameters for MVA had been fulfilled (e.g. significantly
lower target density or RT occurrence), the enhanced Magnetic vortex scenario would have
occurred. The electron fountain would be developed fully at the end of the cylinder and not
at the rear side of target flat part. In other words, it is possible that the guiding arms of the
channel target would mechanically prolong the self-established channel described in MVA, if
the scenario is sufficiently reached.
Graphs showing vy − vx and vz − vx phase spaces at different times during the acceleration
phase are beneficial for demonstrating the divergence/filaments evolution in various planes.
In Fig. 4.33, such phase spaces from 3D simulations of the flat and of the channel targets,
are shown both for the protons and the carbons ions having energy above 0.5 MeV/amu. The
originally narrow proton beam generated from the flat target diverges to the sides rapidly
with ongoing time, which is in a great agreement with the time evolution of accelerating
Ex − y field observed for this target type, see Fig. 4.29. In the case of the channel target,
the particle beam stays significantly more compact, although the beam broadening occurred
as well, see Fig. 4.33 and Fig. 4.31. In contrast to the reference flat foil, the higher amount
of particles having low momenta in x−direction, but high velocities in the transverse one (y
or z) was observed in the channel target case. These particles originate from the cylinder
material. The unsymmetrical particle divergence in transverse planes, already reported in
Divergence section, is observable in Fig. 4.33 as well. In fact, the vz velocity component
reaches the larger value than vy does for both foil designs although the difference is much
stronger in the channel target case.
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Figure 4.33: Phase spaces vy − vx and vz − vx of the flat and of the channel target showing
the protons having the energy above 0.5 MeV at (a) + (b) 100 fs or at (c) + (d) 270 fs after
the start of laser-target interaction. Phase spaces showing the carbons ions having the energy
above 0.5 MeV/amu are plotted at later time scan due, particularly at (a) + (b) 140 fs or at
(c)+(d) 270 fs after the start of laser-target interaction. The logarithmic scale of color bars
showing the particle density was applied.
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4.8 Expanded density profile: The effect of preplasma on ion
beam parameters

Current petawatt laser technologies can produce pulses having duration of only a few tens
of femtoseconds in FWHM. Such short-pulse production suffers from a relatively low-energy
(nevertheless still significant) femtosecond or nanosecond prepulses which accompany the
main pulse. In fact, the realistic laser pulse profile contains, among the main pulse and these
prepulses (having typically the second highest peak intensity), also a picosecond ramp and
nanosecond amplified spontaneous emission (ASE) discussed in the section Realistic laser
profile including prepulse and pedestal. Moreover, the exact shape of the realistic pulse is
complicated to be fully predicted.

Generally, the laser prepulse is usually taken as an unwanted feature because it ionizes and
evaporates the material at the target front side and sometimes even at the rear side. The main
pulse then interacts with the preplasma before it can reach the solid density region of the
original target (if it is still present) which would cause a significant difference not only in the
interaction itself, but also in the corresponding accelerated particle beam parameters. When
the laser contrast is low, the prepulse may destroy also various structures made on target
front and even back surface [129], [130]. Laser prepulses can therefore lead to a fast depletion
of the main pulse and it can diminish the ion acceleration efficiency, which is definitely an
unfavorable situation for ion acceleration. Furthermore, the expansion of the target at the
rear side decreases the TNSA accelerating field, whereas the possible destruction of target
shapes is connected to, e.g., a higher divergence of accelerated proton beam. On the other
hand, in some occasional cases the prepulse could be an advantage as discussed further in The
impact of generated preplasma on laser-driven particle acceleration. For example, the laser
pulse typically undergoes self-focusing during its propagation through the preplasma, which
increases its intensity connected to the lower volume of the laser field immediate interaction
[139]. The prepulse energy is absorbed mainly in the region close to the critical density sur-
face. When the target is as thin as possible to form the preplasma at the target front side but
at the same time keep the step-like density profile at the rear side, it results in the strengthen
electron heating leading to the heat transport because of the thermal conductivity towards
the overcritical density region and finally to the ion energy enhancement [129], [142]. The
exact parameters of generated preplasma (e.g. its length, density gradient and profile) are
important for laser-driven acceleration efficiency as well [72], [138], [265], [266], [267].
In the previous subchapters, the targets with step-like density profile were studied. In real
experiments, the relatively sharp density boundary with nearly no preplasma at the target
front can be reached by implementing so-called plasma mirrors [128], which are the targets
undergoing ionization when interacting with a laser prepulse. Then, the prepulse-affected
plasma mirrors turn to be opaque for the main laser pulse which is reflected from their sur-
face. Therefore, these components allow to filter-out laser prepulse(s) without significant
lowering of the laser main pulse intensity. Even though this idea is elegant, the experimental
set-up is relatively expensive and demanding to be implemented in small vacuum chambers.
Therefore, the investigation of laser-driven proton acceleration from targets with preplasma
is truly interesting. For the purpose of this work, the effects of preplasma on laser-driven
proton and ion acceleration will be studied in 2D for the channel target design.
Firstly, the interaction of the specific laser prepulse with the channel target having a step-
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like density profile (i.e., the design shown in Fig. 4.1 (d)) was modeled by our colleagues
2 from The Keldysh Institute of Applied Mathematics (Russian Academy of Sciences). The
simulation was performed by the 2D MHD code 3DLINE, [268], [269] and the physical model
includes equations of one-fluid one-temperature hydrodynamics taking into account thermo-
conductivity and radiation transport. The thermodynamic functions as well as optical trans-
port coefficient for the laser pulse were calculated in THERMOS code [270]. Secondly, the
resulting 2D output in the form of electron density was fitted along the laser propagation axis
by the combination of exponential functions (see the section 4.8.1) and then used as an input
in a new 2D PIC simulation, where the interaction of the main laser pulse with the already
modified channel target was performed afterwards.
In the following chapters, the comparison of the particle beams accelerated by the same main
laser pulse from the identically shaped channel target having (i) a step-like density profile or
(ii) preplasma (generated by the laser pulse) on its front side is presented.

4.8.1 Preplasma created by simplified laser prepulse: MHD input

The laser prepulse used in MHD simulation had a square shape, the duration t0 = 0.5 ns
and a transverse Gaussian profile. The peak intensity on target was Ip = 1011 W/cm2 (see
the bottom part of Fig. 4.34), which would, in the case of L3 HAPLS laser, give the laser
contrast between ∼ 1010 − 1011. Such value is in a good agreement with the real situation.
The following radial intensity profile of the pedestal was used:

Ip(r, t < t0) = Ip exp(−4r2

D2 ln 2), (4.1)

where r is the radial coordinate used in the simulation and D = 5 µm is the laser beam
diameter (FWHM).
In order to simplify the input for 2D PIC simulation, 2D electron density obtained after the
interaction with the laser prepulse (see Fig. 4.34) was fitted along the laser propagation axis
(i.e., vertically in the middle of the channel target) with a linear combination of exponential
functions. Specifically, the fit consists of one exponential (the prevailing overall trend) and
two Gaussian functions (two fluctuations at low electron densities), see Fig. 4.35 (a). In fact,
this shape corresponds to experimentally observed preplasma density profile [271] which can-
not be generally described by one exponential function only (even though it corresponds to
the fast drop near the target surface) and it contains the fluctuations at low densities further
from the target front surface as well. The preplasma satisfying the fit was added at the front
side of the original target and loaded into PIC, see the proton density of such target before
the interaction in Fig. 4.35 (b). Since the preplasma was attached to the unperturbed tar-
get, the number of numerical macroparticles were artificially enhanced, specifically by 60%.
Particle weighting is implemented as well as in the previous simulations. The scale length of
the preplasma [19], [132] varies along the fit, but it is always lower than 1 µm. Moreover, low
density preplasma below 0.1 nc was cut out, which results in the overall preplasma length of
∼ 6 µm. The boundary of one tenth of critical density (nc = 1.73 · 1027 m−3) was chosen in
order to assure proper conditions for the electron heating mechanisms.

2Gennadiy Bagdasarov, Pavel Sasorov, Vladimir Gasilov, Olga Olkhovskaya, Alexey Boldarev, Ilia Tsygv-
intsev
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Figure 4.34: 2D electron density output from MHD simulation of the channel target interac-
tion with the square laser prepulse (having the intensity of Ip = 1011 W/cm2 and the duration
of t0 = 0.5 ns).

Figure 4.35: (a) Electron density profile originated from the interaction of the laser prepulse
with the channel-target plotted along the laser propagation direction; green stars corresponds
to the electron density values simulated by MHD, the analytical fit (used as the input in
PIC simulation) is plotted in red. The blue line indicates the critical density; (b) 2D PIC
simulation area showing the proton density of the channel target with preplasma implemented
by the fit (b) before the laser-target interaction.
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4.8.2 2D PIC simulation of laser interaction with already expanded channel
target

As specified in the previous section, the electron density output from MHD simulation visible
in Fig. 4.34 was fitted along the laser propagation axis and the resulting analytical function
were used as the input for initial preplasma densities in the new 2D PIC simulation. Since
the preplasma was attached to the unexpanded target front side, the number of particles
was artificially enhanced. Therefore, when referring to the proton number in the following
results, the relative ratio (i.e., the ratio between the numbers of particles having particular
parameters, for example, the energy above specific values) is presented instead of absolute
values. All other simulation parameters remain the same as in previous studies and they are
summarized earlier in Tab. 4.1.
When referring to the specific time scan, the number of femtoseconds after the start of laser-
target interaction is used, as in all previous sections. Nevertheless, this value corresponds
to the case when only vacuum was present at the target front side. Due to the presence of
preplasma, the laser pulse interaction with the overdense front side of the target is slightly
retarded (∼ 10 fs) as it was slowed down during the propagation through mainly underdense
plasma and moreover the reflection point is slightly shifted due to the overdense preplasma
slab. Nevertheless, in order to compare the results easily, the same time notation was used for
the preplasma target case (i.e., no time shift in the case of preplasma was taken into account),
even thought it does not refer to "the start of laser-target interaction" anymore.

4.8.2.1 Energy & Number of particles

When the preplasma was present at the front side of the channel target, the maximum proton
energy slightly increased in comparison to the case without preplasma. Particularly, it rose
from 95.7 MeV to 102.2 MeV, i.e., by less than 10%. The carbon ions energy stayed nearly
unchanged, i.e., ∼ 21.5 MeV/amu (with the difference below 2%). In fact, the increase of
maximum proton energy is in correspondence with previously published results, where the
ion energy was enhanced when the optimal target thickness (meaning a relatively thin target
with a sufficiently long preplasma at the front and a step-like density profile at the back side)
was implemented [129], see the section 2.2.2.
In the performed PIC simulation, the "optimal" situation was caused slightly artificially,
because the preplasma was attached at the front side of the unexpanded original target. In
fact, this simplification is tolerable, because the MHD-simulated electron density at the rear
side of the target was orders of magnitude lower than that present on the front side. This
supports the correctness of the obtained trend of the results. Nevertheless, the maximum
energy was not enhanced significantly, because, for instance, the laser main pulse has not
been self-focused in the relatively short preplasma sufficiently (as discussed later), see Fig.
4.39. Therefore, the pulse intensity was increased only slightly as well as the maximum proton
energy. Furthermore, the artificial choice of placing the original target (i.e., anyhow modified
by the laser prepulse) behind the preplasma further limited the ion energy enhancement,
because of the overall higher thickness of the target.
Corresponding particle energy spectra are shown at the end of the simulations (i.e., at 270 fs
after the start of laser-target interaction) in Fig. 4.36, where also the flat target was added
as a reference. All plots show a similar shape with a bump in the proton spectrum located
around the maximum energies of carbon ions. The origin of this phenomenon was already
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Figure 4.36: Energy spectra of protons (solid lines) and carbon ions (dashed lines) taken at
the end of of 2D PIC simulations, i.e., at 270 fs after the start of laser-target interaction.
Three target designs are included in the comparison: the original step-like density channel
target with 6 µm long channel (blue spectra), the same channel target with preplasma on its
front side (green spectra) and the reference flat foil (red spectra).

described in the section 4.5. In short, it is connected to the repulsive forces between the
proton and the carbon ion clouds, thus it is natural, that the presence of preplasma does not
make a big difference.

2D simulations protons carbon ions
N10/N0.5 N10/N N10/N0.5 N10/N

[-] relative
to CHT [-] relative

to CHT [-] relative
to CHT [-] relative

to CHT
channel target
(=CHT) 0.178 100% 0.037 100% 0.034 100% 0.003 100%

preplasma
+ channel target 0.144 81 % 0.016 42 % 0.016 46 % 0.0007 23 %

flat target 0.195 110 % 0.071 192 % 0.052 153 % 0.011 367 %

Table 4.8: Comparison of particle numbers obtained from 2D simulations of the channel target
with or without preplasma and of the reference flat foil. N10 is the number of protons/carbon
ions moving forward (px > 0) and having energy above 10 MeV/amu; N0.5 is the number
of protons/carbon ions moving forward (px > 0) and having energy above 0.5 MeV/amu; N
is the total number of protons/carbons present in the simulation area. The ratios between
these numbers are shown as dimensionless values as well as relative numbers in comparison
to the channel target having the step-like density profile. All data are taken at the end of
simulations, i.e., at 270 fs after the start of laser-target interaction, and the particle weighting
are taken into account.
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It is expected that the energy enhancement in the case of preplasma target compared to
the intact one will be lower in 3D because of the additional dimension where hot electrons,
responsible for the establishment of accelerating electric field, can spread. This would lower
the electric sheath field and consequently also particle energies, which is in agreement with
the results already obtained from previous comparisons of 2D and 3D simulations presented
earlier in this work.
Even though that all energy spectra in Fig. 4.36 have a similar shape, the clear tendency
of decreasing particle number with preplasma (as well as with overall rising area occupied
by the target) is evident. That is attributed to the changes in the laser interaction with
underdense or slightly above critical preplasma. In fact, the laser pulse accelerates electrons
from a larger volume and to the higher temperatures in the case of preplasma in contrast to
the highly overdense step-like density targets. On the other hand, these preplasma electrons
are worse confined and their recirculation is more chaotic [142] and not as efficient when the
density profile is not sharp. Depending on the particular parameters of the preplasma, both
the lower [72], [135], [265], [272] and the higher [137], [138], [266], [267], [273] laser absorption
efficiency resulting in suppressed or enhanced proton acceleration have been reported. The
basic difference lies in the reaching optimal or non-optimal plasma density gradients and
the overall preplasma length which can leads, for example, to the self-focusing of the laser
pulse as well as to its filamentation. In the simulation presented here, the laser pulse gains
a slightly higher intensity due to self-focusing phenomenon and, therefore, it heats electrons
to the higher temperature (as discussed later in subsection 4.8.2.3 and 4.8.2.2), but their
recirculation is not optimal. This results in only a small increase of proton energy, which is
accompanied with the particle number lowering.
The relative numbers of particles accelerated from the preplasma and from the intact targets
are compared in Tab. 4.8. There, the ratio N10/N0.5 evaluating the number of protons
moving forward (px > 0) and having the energy above 10 MeV to the number of protons
moving forward and having the energy above 0.5 MeV is used. The value of this ratio for
the channel target with preplasma reached only 80% of the value for the original channel
target with the step-like density profile. When the protons above 10 MeV are compared to
the overall number of protons N present in the simulation area (noted as the ratio N10/N),
the value was further reduced to its half (i.e., ∼ 40%), because of the larger amount of the
material in the case of preplasma target. The same trend has been observed for carbon ions.
For comparison, the reference values of the flat foil are presented in Tab. 4.8 as well.
In fact, the proton energy spectrum form a flat-like shape around mid-high energies above
50 MeV, see Fig. 4.36. This is caused by the protons accelerated from the target front side
which gain slightly higher energy when the preplasma was present, see phase space section,
specifically Fig. 4.43. In other words, the front-side originated proton population enhances the
number of protons with relatively high energy which results in the more flat-like spectrum
than in the case of the step-like density profile target. This is connected to the shape of
accelerating field (having higher values in front of the overdense target in the preplasma case)
discussed in the following section.

4.8.2.2 Accelerating field and hot electron temperature

The tendency of forming flat-like energy spectrum profile in the case of preplasma target
originates from the formation of higher accelerating field at the target front side, i.e., inside
the preplasma, accompanied with the lower field at the target back side. That was caused
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by the higher amount of electrons accelerated from the preplasma/front side of the overdense
target. The shape of accelerating field profile is visible in Fig. 4.37 (particularly at 30 fs),
where the extended time evolution of Ex along the laser propagation axis is shown for the
reference flat foil (red), for the channel target with step-like density profile (blue) and with
preplasma at its front side (green).

Figure 4.37: Time evolution of accelerating electric field Ex along the laser propagation axis.
The field profiles are presented for the reference flat foil (red), the channel target with step-
like density profile (blue) and the channel target with preplasma on its front side (green) at
various time scans: 30, 110, 170 and 270 fs after the start of laser-target interaction.

As visible, adding the preplasma at the channel target front does not change the evolution of
the field shape significantly, nevertheless the slight tendency of higher values can be observed
on the laser axis at 110 and 170 fs. Moreover, as already demonstrated earlier (see the section
4.7.1.1 and Fig. 4.27), the accelerating field of channel targets is stronger further from the
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target back side than the accelerating field of the reference flat foil at the same place, see
Fig. 4.37 for 270 fs. Preplasma did not change this tendency. Generally, accelerating field is
crucially affected by the hot electron component, whose parameters differ depending whether
the preplasma is present on the target front side or not. In Fig. 4.38, both energy spectra of
hot electron populations accelerated from the intact (red) and from the preplasma channel
(blue) targets are present and they form a typical bi-Maxwell electron distribution as described
in the section 1.3.2. Since the scope of the less steep part of the spectrum characterizes the
hot electron temperature, we can clearly observe that it is higher for the preplasma case,
particularly ∼ 17.6 MeV. The temperature of hot electrons accelerated from the step-like
density target was evaluated to 11.3 MeV, which corresponds to approximately 55% rise in
the electron temperature when the preplasma is present on the target front side. This result
should be taken rather like a tendency, since the estimation of exact numbers is not easy due
to the high fluctuations. The spectra were analyzed at 50 fs, i.e., at the time when the peak
pulse has already interacted with the target, and only electrons spatially located at the target
rear side or further were taken into account.

Figure 4.38: Comparison of electron energy spectra for the channel target with preplasma
(blue spectrum) and without preplasma (red spectrum) at 50 fs after the start of laser-target
interaction. Only electrons located at the rear side of the targets and further were taken into
account.

4.8.2.3 Changes in laser pulse interaction with target due to preplasma

The interaction of the main laser pulse with the channel target naturally differs whether
the target has already interacted with the laser prepulse or not (i.e., whether the preplasma
is present). For example, the critical power condition (2.1) for optical channeling and self-
focusing is fulfilled for the used laser parameters, hence, the main pulse undergoes self-focusing
when it enters the preplasma on the target front side. In fact, the simulated preplasma was
relatively short, having only 6 µm in total (because the electron densities below 0.1 nc were cut
out), therefore the self-focusing was not massive. Nevertheless, as far as it can be estimated
from the limited time resolution (20 fs time step), the laser focus was reduced from originally
3 µm to less than 2 µm in diameter, see Fig. 4.39 (a), where the self-focused laser pulse is
shown in detail at 10 fs for both density profile cases. The mesh is added into the figures in
order to simply approximate the dimension of the laser self-focus by eye. In fact, due to the
shrink in focal spot size, the temporal and spatial growth in the laser intensity was observed
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in the simulation, specifically from originally I = 5 · 1021 W/cm2 (i.e., the electric field of
∼ 1.95 · 1014 V/m) to ISF = 8 · 1021 W/cm2 (i.e., the electric field of ∼ 2.5 · 1014 V/m). That
is the enhancement by 160% in the temporal growth of the laser pulse intensity corresponding
to the factor of β = 1.6. It is worth mentioning, that the numbers were carefully taken from
the 2D PIC simulations before the incident and the reflected light of the laser pulse started
interfering, i.e., before the intensity was increased further due to the created standing wave,
but not because of self-focusing. Nevertheless, it is expected that in 3D geometry the self-
focusing and corresponding growth in the laser intensity will be even stronger (by the factor
of β2 ∼ 2.5, i.e., up to the intensity of 1.25 · 1022 W/cm2), due to the additional dimension
in which the laser pulse has to be self-focused; see more about the self-focusing phenomenon
in the section Relativistic self-focusing of laser pulse. That is in great correspondence with
the simple theoretical calculation: Since the parameters of the laser pulse stayed unchanged
for both the simulations (i.e., with the intact and with the expanded channel targets), the
power of the original and the self-focused main pulse is the same, when no filamentation of
the incoming light, and thus no depletion of the laser energy, occurs, i.e., PSF = Porig. Under
this assumption, the relation for comparing the intensities of the standard and the self-focused
pulses having the same power but various focal spots in 3D geometry is following:

I = P/S = P/(4πr2) → ISF
Iorig

=
(
rorig
rSF

)2
,

I3Dtheory
SF = 4 · Iorig ≈ 1.125 · 1022 W/cm2,

where 2 · rorig = 3 µm and 2 · rSF = 2 µm. It is worth mentioning that
(
rorig

rSF

)2
≈ β2.

Naturally, the self-focusing of the pulse can be beneficial for acceleration of particles. Even
thought the preplasma was relatively short in our case and it was attached to the overdense
target with no pre-expansion (which would be there in reality), the small increase in the
maximum energies of protons was observed in correspondence with theory, as discussed earlier
in the sections 4.8.2.1 (PIC+MHD results) and in The impact of generated preplasma on laser-
driven particle acceleration (theory).
The backscattering of the laser pulse is affected by the shape modification of the front target
surface, which was slightly more concave in the preplasma case. That led, together with the
rest of preplasma, to the smaller "focal spot" of the backscattered light and correspondingly
stronger defocusing, see Fig. 4.39 (b) and (c) showing the backscattering and the interference
of the incident and the reflected light at 30 fs and 50 fs, respectively. In fact, the interference
of the laser light results in a standing wave which is important for acceleration of electrons.
These electrons can moreover gain higher energy when the preplasma has a longer scale length
[142]. This is in good correspondence with the results in Fig. 4.38 (see also the previous
section 4.8.2.2), where the tendency of the higher energy of hot electrons was obtained for
the preplasma target case, even though the scale length was relatively low (less than 1 µm).
As already mentioned in the beginning of this section, the information about the time scan is
always given after the start of laser-target interaction when the preplasma was NOT present.
In fact, the pulse was slightly retarded when it had to propagate through the preplasma,
which consists from both underdense and overdense parts. For example, the retardation of
the propagating radiation is well noticeable in Fig. 4.39 (a), where the laser pulse propagating
in the preplasma has not reached the front side of the overdense layer, even though the pulse
propagating through the vacuum already has. Furthermore, the location of the main reflection
point, where the majority of the laser light has been backscattered, differs by low hundreds
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of nm between the preplasma and the step-like density channel targets. In the case of the
step-like density profile, the light is naturally backscattered at the front side of the inwardly-
pushed target surface (≈ 0.2 µm), whereas in the case of preplasma, the reflection point was
shifted towards the laser pulse (≈ −0.2 µm). The overdense region of the preplasma was
relatively thick (∼ 1 µm, see Fig. 4.35 (a) where nc = 1.73 · 1027 m−3), but the temporal rise
in the laser intensity due to the self-focusing let the laser pulse penetrate further. That is
partly illustrated in the comparison of detailed electron density plots between the preplasma
and the step-like density profiles at early stages of acceleration in Fig. 4.42 in the following
section 4.8.2.5.

Figure 4.39: Electric field Ey showing the time evolution of laser pulse propagation without
and with preplasma on the channel target front side – the self-focusing, the backscattering of
the pulse as well as the interference of the incident and reflected light can be observed. The
front side of the target is located at 0 µm, whilst the preplasma (if it is present) starts at
≈ −6 µm (electron densities below 0.1 nc were cut out). The case (a) shows the situation at
10 fs, (b) at 30 fs and (c) at 50 fs after the start of laser-target interaction when the time of
interaction is related to the pulse propagation in vacuum.

4.8.2.4 Particle divergence

The presence of preplasma naturally affects the angular spread of accelerated protons as well.
Obtained proton half-angle divergences (measured in FWHM) are summarized in Tab. 4.9;
only particles moving forward (px > 0) in the various space cuts around the laser propagation
axis (i.e., within y ± 0.5 µm or no space cut in y) and having the energy above 0.5 MeV
were analyzed. In fact, the space cuts were applied in order to distinguish the behavior of
the large particle cloud and of the protons propagating along the laser axis only, similarly
as in the previous simulations. It was found, that the proton divergences in both spatial
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cuts were slightly increased when the preplasma was present at the target front side, see the
comparison in Tab. 4.9 and the angular plots in Fig. 4.40. The more significant change in
angular profiles was observed in the case of on-axis proton beam (i.e., ±0.5 µm), which is
assigned to the higher angular spread of hot electrons generated in the preplasma compared
to the spread of electrons generated in the vicinity of the focal spot at the front side of the
step-like density target. The works [132], [133], [134] demonstrate that the laser-generated
hot electron divergence increases approximately linearly with the preplasma scale length for a
fixed laser intensity. This can be explained by a larger interaction volume being available for
longer scale lengths. Nevertheless, the combined profile of relatively short preplasma (∼ 6 µm)
simulated here is characterized with the relatively short scale length lower than 1 µm, which
is the reason why particle divergence did not increase more. It was also demonstrated [132],
that the various laser intensities between 1018−21 W/cm2 had nearly no effect on the electron
divergence. Therefore, the temporal rise of the laser intensity observed in the preplasma due
to self-focusing does not affect the hot electron spread significantly.

Half-angle protons divergence in FWHM [◦]
Channel target having: no space cut in y cut in y ∈ 〈−0.5; 0.5〉 µm
step-like density profile 8.4 1.8
preplasma on its front 8.6 2.5

Table 4.9: Half-angle divergences (measured in FWHM) of protons accelerated from the flat
channel target (6 µm long straight channel) with the step-like density profile or with preplasma
generated due to the interaction with laser prepulse; 2D simulations. The different space cuts
around the laser propagation axis were applied and only protons moving forward (px > 0)
having the energy above 0.5 MeV were analyzed.

Figure 4.40: Comparison of proton divergences analyzed for the intact channel target (blue)
and for the same target, but with preplasma on the front side caused by the laser prepulse
(green). The angular plots show the spread of forwardly-moving protons (px > 0) above
0.5 MeV when (a) no space cut or (b) ±0.5 µm cut around the laser propagation axis was
used, respectively. The plots are presented at the end of the 2D simulations, i.e., at the 270 fs
after the start of laser-target interaction.
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On the other hand, the total number of accelerated particles is lower in the case of the target
with preplasma compared to the target with step-like density profile. This was caused by the
difference in electron heating between preplasma and step-like density cases. Whereas the
electrons originated from the step-like density target were heated in the vicinity of laser focal
spot by ~j× ~B mechanism; in the case of preplasma, hot electrons are accelerated at the front
of the laser pulse and in the standing wave created by the incident and the reflected pulse.
Their confinement is nevertheless weaker and the recirculation more chaotic [142] than in the
case of step-like density profile. The corresponding preplasma particle number lowering is
more significant in the case of on-axis filament, because the not optimal confinement of hot
electrons is naturally visible the most on axis.

4.8.2.5 Particle densities and phase spaces

The proton density plots, presented in logarithmic scale in Fig. 4.41, nicely summarize the
previously mentioned differences between the preplasma and the original channel target cases.
For example, (i) the small deviations in inwardly-shaped front target surface due to the laser
radiation or (ii) the higher divergence of the proton cloud and (iii) the formation of multiple
particle filaments (visible in angular plots Fig. 4.40 (a)) can be observed in the case of the
channel target with preplasma compared to the target with the step-like density profile. Also,
the compressed electron slab at the preplasma/target boundary or more bell-shaped electron
beam formation in the case of the original step-like density target are demonstrated in the
detailed comparison of electron densities in Fig. 4.42 (particularly, in the case (c) at 30 fs or
(b) at 90 fs after the start of laser-target interaction, respectively).
The proton phase spaces of the intact and the preplasma versions of the channel target can
be compared in Fig. 4.43, where the early stage of the acceleration process (i.e., at 90 fs) as
well as the situation at the end of the simulation (i.e., at 270 fs after the start of laser-target
interaction) are shown. Plots (a), (b) demonstrate the proton acceleration along the laser
propagation axis at various time scans. The overall structure of the phase spaces vx−x is the
same, no matter if preplasma was present or not. One population of protons is accelerated
from the front side of the target, two populations from the rear side (they merge together with
time) and one from the channel endings. This had been already seen and reported from the
energy-resolved proton densities (the section 4.5.2, e.g. Fig. 4.20) and from the electric field
profile (the section 4.7.1.1, e.g. Fig. 4.27). The low energy protons located approximately
between 1 − 7 µm in Fig. 4.43 (a) originate from the channel surface and do not contribute
much to the main accelerated beam. In fact, the biggest difference between the intact and
the preplasma channel targets, which has been observed in phase spaces Fig. 4.43 (a), is
connected to the energy increase of the protons accelerated mainly from the front side of the
preplasma target, although the small enhancement is visible also in other proton populations.
The enhanced front-proton population is the result of the higher accelerating field located
in front of the preplasma target discussed earlier, see Fig. 4.37. It causes the more flat-like
shape of the proton energy spectrum in comparison to the spectrum shape produced by the
step-like density target, see Fig. 4.36. Nevertheless, the maximum energy was gained by the
protons accelerated from the rear side for both target cases.
Naturally, the higher amount of backward-accelerated protons is visible in the phase spaces
Fig. 4.43 when the preplasma is present at the target front side, even though their velocity
in −x direction is lower than that of protons accelerated from the step-like density target
case. The difference lies in the area from which the hot electrons are accelerated. When the
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laser pulse is propagating through the preplasma, the electrons are heated in front of the
pulse as well as in the surrounding volume. On the other hand, when the target has the
step-like density profile, hot electrons are generated only in the vicinity of the focal spot by
~j × ~B mechanism. Therefore, the accelerating field formed by the electrons escaping towards
the laser pulse has wider spread in the case of preplasma, contrary to the accelerating field
of the step-like density target. There, the electrons originate from the limited area which
results in stronger, well-localized and well-developed electric sheath field [274]. This leads to
the higher energy of backward-accelerated protons from the target without preplasma, which
move preferably along x−axis in the negative direction. That is, for example, visible in the
comparison Fig. 4.43 (a), (b) for various time scans. Furthermore, as observable in phase
spaces vx− vy in Fig. 4.43 (c), (d), the protons, which were backwardly accelerated from the
step-like density target, have also lower velocity along the transverse y−axis in comparison
to the preplasma case. The shorter expansion along −x as well as the wider proton spread in
the case of preplasma can be seen additionally in the proton density plots in Fig. 4.41.

Figure 4.41: Time evolution of proton densities of the flat target with narrow 6 µm long chan-
nel having (a) – (c) step-like density profile (i.e., without preplasma) or (d) – (f) preplasma
on its front side. The figures are plotted in logarithmic scale. Each column shows a different
time scan: at 130 fs, 170 fs, and at 270 fs after the start of laser-target interaction (from left
to right).

The mentioned vx − vy phase spaces in Fig. 4.43 (c), (d) show the evolution of proton veloc-
ities in both horizontal and transverse axes during the acceleration process in the case of the
intact and the preplasma targets (the first and the second row, respectively). Therefore, they
provide the additional insight to the accelerated particle beam filamentation as well as to the
evolution of particle beam divergence. In the case of the step-like density channel target, the
protons are accelerated predominantly along the laser-axis and their velocity increases in the
horizontal direction (y−axis) with ongoing time and the growing distance from the focusing
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channel. In the case of preplasma target, the protons form preferably more beams moving
away from the laser axis, see multiple proton filaments in phase spaces Fig. 4.43 (the cases
(c), (d) in the second row) as well as in the angular plot Fig. 4.40 (a) or the density map Fig.
4.41. Although the on-axis protons are still present, their number is lower than in the case of
target that was not affected by the laser prepulse. This has been already seen in the angular
spread plot analyzed in the tight space cut along the laser axis, see 4.40 (b).

Figure 4.42: Comparison of detailed electron density plots between channel targets with step-
like density profile (a) + (b) and with the preplasma on the target front side (c) + (d) at early
stages of acceleration, specifically at 30 and 90 fs after the start of laser-target interaction.

To summarize, even though the difference between phase spaces of the intact and the pre-
plasma channel target were observed, they partly blurred in time and no evidence about the
presence of any different acceleration mechanism, than those already seen in the case of the
step-like density target, was found in the preplasma case.
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4.9 Discussion: Towards future experiments
In order to provide theoretical results which are important and trusthworthy to motivate
future experiments, general comments both on the laser parameters and on targets dimensions
are provided. Furthermore, the possible manufacturing techniques are commented.

4.9.1 Discussion on the impact of various laser parameters

Although the parametric study on laser parameters is above the scope of this work, some
tendencies can be predicted. For instance, if a significantly higher laser intensity is used,
the bigger thickness of target plastic material would be needed to avoid full penetration of
the laser pulse through the foil. If the laser pulse penetrates the target completely, different
accelerating mechanisms as well as diverse establishment of EM fields are expected. The main
changes will be connected to the breaking of symmetry, the target decomposing and to the
corresponding change in the movement of hot electrons. Contrarily, if the lower laser intensity
is used, the lower energy of protons and the weaker EM fields due to the lower temperature
of electrons would be expected.
In performed simulations presented within this work, the parameters of L3 HAPLS laser were
used. Therefore the results corresponds to the real laser system dedicated to laser-driven
proton and ion acceleration user experiments with the possibility to operate at high-repetition
rates (up to 10 Hz). Moreover, HAPLS laser system parameters (1 PW, 30 fs, 30 J, 10 Hz)
[7] are comparable to other laser systems already used for proton acceleration, for example
with GEMINI laser (15 J, 30 fs,) at RAL [275], VEGA-3 (1 PW, 30 fs, 30 J, 1 Hz) at CLPU
[276] or J-KAREN-P (PW, 30 fs, 30 J, 0.1 Hz) at QST [11].

4.9.2 Feasibility of advanced channel-like target design

Besides laser parameters, both material and dimensions of the target itself can be discussed.
The shape of the cylindrical channel target is crucial for the establishment of well-developed
EM fields leading to the reduction of particle beam divergence and to the enhancement of
beam spatial uniformity. Hence, it is truly important to keep the rear-placed channel design
and also to preserve the similar dimension ratio(s). If the radius of the cylinder would be
larger, but the channel length stays unchanged, the EM fields, mainly the magnetic multipole,
would be worse confined because of a larger area where hot electrons can be spread. It would
rise the difference in the field amplitude between the channel center and along the channel
walls which results in less homogeneous EM field-effect on the accelerated particle beam. On
the other hand, with longer channel arms and the same cylinder inner radius (which seems
to be harder to manufacture), the higher beam collimation is expected because of the higher
field integral (i.e., the longer path in the well-defined EM field for particles) and the more
optimal ratio between the transverse and the longitudinal dimension of the self-produced
target-magnet discussed earlier.
In previous works performing channel-like targets, usually two materials were used - a light
low-Z material for the target part placed perpendicularly to the laser pulse, and a high-Z
material for cylinder/arms/structures [219], [220]. The possible technologies able to fabricate
variously structured targets include, for example, Focused Ion Beam (FIB) technique used for
milling, deposition, implantation or imaging of various materials over a wide range of length
scales. The FIB can produce targets having the thicknesses down to several tens of nm with
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lateral dimensions up to ones of cm as well as to provide coating having ones of nm [277],
[278], [279]. The example of a ten-by-ten array of holes with the diameter of 500 nm and
the period of 1 µm fabricated into a silicon nitride membrane is reported in [280]. There
is a possibility to stop milling of the holes before the foil is penetrated completely through,
which could be the way how to fabricate the proposed target design, although from differ-
ent material. Furthermore, the free-standing SiN membranes (hundreds of nm) have been
already deposited by a plasma enhanced chemical vapor deposition (PECVD) reactor on a
silicon substrate and then lithographically shaped into various gratings and structures by a
chemical etching [213], [281]. This indicates possible ways how the suggested channel target
design may be produced.
In principle, the single plastic channel target might be also 3D printed as a whole by advanced
technologies, which are able to provide sub-micrometer scales resolutions and have been ex-
tended from metals to polymer materials lately [282], [283]. The single target is then suitable
to be attached to the supporting foil having an aperture, similarly as in [127]. Such target
arrangement can be placed repeatedly in the target tower [6], which is be able to switch the
targets even at relatively high repetition rates enabled by ultrashort-pulsed laser systems.
Generally, each target material brings different advantages (e.g., higher energy of protons,
suitability for high repetition rates experiments, vacuum compatibility, pure materials, debris
free interaction) and suffers from various difficulties (e.g., hard possibility of shaping, han-
dling and stabilizing, extra equipment present in a vacuum chamber). Therefore, the usage
of plastic targets performed in our simulations is not the strict condition which has to be
fulfilled in future experiments. In fact, the simulations should primarily demonstrate the
physical principles, which are not strictly bounded to the plastic material only. Nevertheless,
plastic targets provide the accelerated proton beam of satisfactory parameters in return for
sufficient balance between the vacuum compatibility, material availability and target han-
dling & stability (which is important, e.g., for positioning of the laser focus on a target front
surface).
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Chapter 5

Possible applications of laser-driven
ion beams

Wide range of foreseen applications of laser-driven ion beams has been discussed over the
years. For example, the list includes ’fast ignition’ of ICF targets [151], [284], laser triggering
and control of nuclear reactions [285], [286], [287], material science [1], [2], chemistry (e.g.
proton pulsed radiolysis [288]) or non-destructive testing used in archaeological [3], [4], [289]
and possibly also in botanical [290], enviromental [291], [292] and other fields of interests. Also,
huge efforts have been made in investigation of various medical treatments performing laser-
accelerated ions (e.g. hadrontherapy [293], [294], [295], [296], proton-boron capture therapy
[297]) as well as in other medicine-related research such as radiographic and dosimetric studies
[2], [298], [299], [300]. In the following chapter, a few representative examples of laser-driven
ions beams applications, in which the author of this thesis has been partially involved, will
be discussed.

5.1 Hadrontherapy
One of the most discussed application of laser-accelerated ion beams is laser-driven hadron-
therapy. Hadrontherapy is already known radiological technique dealing with treatment
of cancerous tumors using accelerated hadrons: protons (better dose distributions), neu-
trons (better tumor killing), pions and ions (α, C, B, Li). The clinical approach is the same
for both conventional and laser based hadrontherapy, thus the "only" difference lies in the
method how the accelerated hadrons will be obtained.
Generally, the great advantage of protons or ions is associated with their energy deposition
property, i.e., with delivering the most of their energy at the end of their path during propa-
gation through healthy tissue surrounding a tumor. In contrast to photons ( X-rays), protons
show an increasing energy deposition with the growth of the penetration distance. There-
fore, it is mainly the tumor that is treated. Protons lose their energy in atomic or nuclear
interactions and they slow down faster than photons, because of their non-zero mass. Con-
sequently, the energy is deposited more sufficiently when protons are decelerated due to the
more frequent interactions with material [301]. That is the reason why the end of the pro-
ton trajectory (and generally any hadrons trajectory) inside the body is followed by a sharp
increase of energy deposit; this characteristic is called Bragg peak and it is schematically de-
picted in Fig. 5.1. Furthermore, there is a possibility to cover the whole tumor volume by
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integrating more Bragg curves together, i.e., by using more proton beams of slightly different
energies corresponding to slightly different positions of their Brag peaks, see Fig. 5.1. In other
words, the proton beam can be precisely shaped (∼ µm accuracy [302]) in three dimensions
in order to fit the tumor precisely.

Figure 5.1: Dependence of typical dose deposition on a penetration depth for both proton
(grey) and photon (red) beams. A proton beam can be precisely shaped (in three dimensions)
to fit the tumor. Making the area of maximum relative dose in required depth wider consists
of putting together more energy deposition curves with different space-position of their Bragg
peaks. Compared to proton beams, photon beams have greater dose on healthy tissue in front
of and behind the tumor [302].

Speaking about the laser-driven cancer treatment, the compact size of laser-based accelerat-
ing system in comparison to conventional accelerators is usually given as a huge advantage.
In fact, that argument is little bit outdated, because it has been mentioned over long time
(∼ 30 years), but the size of conventional systems has been significantly reduced in mean-
time. The personal opinion of the author of this text is therefore that the advantage of using
laser-driven beams lies rather in their variability in the terms of number of particle species
which can be accelerated and in the typical exponential spectrum which gives a possibility
to obtain various energies (which can be chosen by magnetic chicane [231], [303]) in one
configuration. Additionally, no need of a big radiation shielding of bending magnets in the
case of laser-driven beamlines are surely advantageous, especially in the hypothesis of an
all-optical gantry. Furthermore, although compact conventional proton acceleration systems
are currently commercially available, the size of heavier ion (e.g. carbon ions) treatment in-
stallations (accelerator, beam transport, shielding, and gantry) are still extremely large. The
another often given argument about the reduced cost of future hadrontherapy centers over
the conventional ones could be found in a number of papers [294], [304].
Nowadays, tens of hadrontherapy centers have been built worldwide [294], [305], but all
of them are based on cyclotron/synchrotron concept, because laser-driven beams still do not
fulfill all the physical, biological and clinical requirements. For example, the improvements
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towards the higher maximum energy (i.e., reaching the upper range of 60−250 MeV interval,
because with the higher energies, the tumor deeper seated in human body could be treated),
monoenergetic features of the beams, low divergence, ... and generally towards the reliability
of the laser-driven ion sources have to be done.
To properly investigate biological effects of ionizing radiation on living cells, the detailed
overview of the interaction between quanta of the radiation and the electron shell of atoms,
rarely atomic nuclei, is required. In fact, the irradiation leads to the excitation and ioniza-
tion of atoms leading to physical changes, chemical reactions and biochemical modifications,
which can cause death of both healthy and tumor cells. Studies dedicated to the biological
effect of laser-driven ions on living cells have already been abundantly performed [294], [306],
[307], [308] and are planned at ELI Beamlines with Proton pulsed radiolysis of water experi-
ments, firstly investigating the early time physical/chemical interactions in ∼ ns time scales.
This work would be crucial for laser-acceleration community, because it would confirm if the
laser-accelerated protons have the same impact on living cells as the conventionally acceler-
ated ones or not. Generally, it is very probable that if an ultra high dose rate effect exists
it must be bounded with specific early time physical interactions (e.g. ionization, excitation
and generation of radicals). In fact, even though the first studies claimed, that the effect of
laser-driven radiation at an ultra-high dose rate does not likely differ from that of radiation at
moderate or low dose rates generated by conventional accelerators [294], the recent research
of FLASH effect shows the opposite (i.e., normal tissue sparing effect of high dose rate radi-
ation) [306], [307], [308]. Generally, radiobiology research with laser driven ion beams is still
at its infancy, thus the availability of beamlines dedicated to such kinds of experiments (e.g.
ELIMAIA at ELI Beamlines) will open new opportunities in this field.

5.2 Proton pulsed radiolysis of water
Generally, radiolysis is dissociation of molecules by ionizing radiation. In other words, it is
the cleavage of one or several chemical bonds resulting from exposure to high-energy flux.
The crucial advantage of the usage of protons in pulsed radiolysis experiments is their com-
paratively short range, but high energy [309]. Because the radiolysis process takes place also
in molecules of water, it has been deeply studied in radiotherapy treatments [310], where the
resulting reactive fragments may interacts further with biological cells and possibly damage
them. That is one of the reasons why the effects of ionizing radiation on human body have
to be carefully monitored. Nevertheless, water radiolysis occurs and are studied also in many
other situations such as radiosterilization [311], sewage treatment [312], food irradiation [313],
or when any effect on solid/liquid interfaces is crucial, for example, in water-cooled nuclear
reactors [314]. Particularly, water radiolysis results in the production of electrons, •H atoms,
•OH radicals, H3O

+ ions and molecules (e.g. dihydrogen H2 and hydrogen peroxide H2O2).

The complex description of different stages and corresponding reactions of water radiolysis is
depicted in Fig. 5.2; the more detailed explanation, than that which will follow, can be found
in [288]. Firstly, the physical stage was achieved nearly immediately after the initial protons-
water ionizing interaction and lasts up to ∼ 10−15 s. The exposure to radiation results in
energy deposition to the water followed by fast relaxation processes. Particularly, ionization
of water molecules (H2O

+), their excitation (H2O
∗) and corresponding formation of subexci-

tation electrons (e−) take place. The second physico-chemical stage arises at 10−15− 10−12 s
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Figure 5.2: Main reactions occurring during the three stages of water radiolysis [288]; the dot
notation emphasizes that there is a free radical that includes an unpaired electron.

after the interaction. Numerous processes occur, including ion-molecule reaction, dissociative
relaxation, autoionization of excited states, thermalization of subexcitation electrons (solva-
tion of electrons), hole diffusion, etc. The last non-homogeneous chemical stage, taking place
between 10−12 − 10−6 s, pertains to particle tracks of various linear energy transfers (LET).
Naturally, their reactions with surrounding molecules follow. As time passes, radicals diffuse
and undergo chemical reactions. Consequently, the particle tracks expand. Recombination
becomes unimportant after approximately 1 µs because particles are simply too distant from
each other [288]. The processes may be simulated by the combination of Monte Carlo and a
set of codes generating physical tracks of particles [315].
Laser-driven proton beams are interesting to be implemented in proton pulsed radiolysis
studies due to their natural production of short bunches of relatively high charge (∼nC) in
related energy intervals leading to ultrahigh dose rates (> 109 Gy/s) [6]. The deep inves-
tigation of water decomposition processes is important for the basic chemical research as
well as for laser-driven hadrontherapy and relevant dosimetric studies. In fact, the detailed
knowledge of laser-driven proton radiolysis of water could answer the question if there are
any significant differences between irradiation of living cells by conventionally accelerated or
by laser-accelerated protons.
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5.3 Non-destructive heritage testing
The characterization of cultural heritage material composition is usually made from small
fragments which were removed from the examined subject. These techniques are very widely
known as destructive testing. Contrarily, non-destructive heritage techniques providing anal-
ysis of chemical composition of wide range of materials are naturally considered to be a step
forward. Non-invasive and non-destructive methods using laser-accelerated protons for testing
and therefore for protecting cultural heritage are a novel approach and they enable accurate
documentation and verification of ancient and historical artifacts. Their use serves to prove
originality, detect forgeries, and to provide information about the original materials and artis-
tic and manufacturing techniques used. Such facts are relevant for provenance studies (e.g.
by determining trace elements present in native metals allowing information on trade routes)
and indirect dating. Consequently, these techniques attract attention of archaeologists, his-
torians, conservators, museum curators and collectors.

Figure 5.3: Design of the end-station dedicated to non-destructive heritage techniques at
ELIMAIA beamline. The setup consists of energy dispersive X-ray CCD camera, polycapillary
optics and various holders.

Generally, non-destructive methods may implement X-rays or other EM radiation and par-
ticles as well. The most used techniques are X-Ray Fluorescence (XRF), Energy dispersive
X-ray fluorescence (EDXRF), X-ray Photoelectron Spectroscopy (XPS), Proton Induced X-
ray Emission (PIXE), Proton Induced Gamma Emission (PIGE), AA techniques (Activation
Analysis based on nuclear reactions induced in the sample by irradiating it either with ioniz-
ing or non-ionizing radiation) or Scanning Electron Microscope (SEM), Raman spectroscopy
and others.
Current efforts at ELI Beamlines have been made to provide secondary laser-driven proton
sources for (not only) non-destructive heritage testing at ELIMAIA [6] and TERESA [221]
beamlines instead of using conventional accelerators (cyclotron, synchrotron, Van der Graaf,
tandem etc.). The ongoing project Non-destructive methods of monument testing related to
this topic (see 5.3.2) was granted by Prague City Hall and the cooperation with both phys-
ical and historical/archaeological science institutes was established (e.g. the Czech National
Gallery, the Institute of Archaeology of the CAS, The city of Prague Museum and Istituto
Nazionale di Fisica Nucleare - Laboratori Nazionali del Sud (INFN LNS)). Laser-driven pro-
ton beams of required parameters will be implemented in PIXE and (D)PAA (Deep Proton
Activation Analysis) methods in order to provide non-destructive analysis of historical arti-
facts. These two supplementary techniques are able to recognize the elemental composition
(ranging from sodium to uranium) even with low ppm concentrations and at different layers
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Figure 5.4: Left: Non-destructive end-station at ELIMAIA beamline with a sample coin;
Right: samples lend from The city of Prague Museum to be tested at ELI Beamlines.

of the object. They are suitable for (but not limited to) painted and glazed ceramics, statues,
glass, jewelry, paintings, inks, and icons. The developing technologies do not require vacuum
for measurements and thus there is no risk of degradation caused by outgassing or dehydration
of the tested items, and no limitation due to the dimensions or shape of the samples to be
investigated. Of course, other benefit is no vacuum contamination inside the vacuum chamber
coming from the dusty heritage objects, which makes this experimental application easy to
perform and quickly replaceable to different experiment. The main advantage of laser-driven
approaches would be the simple achieving of different energies of protons at one beamline,
i.e., 2 − 5 MeV for PIXE and 10 − 30 MeV for (D)PAA (the exact required energy depends
on the material itself and on its thickness which has to be analyzed, or thickness of another
material which has to be penetrated). Therefore, the complex information about the mate-
rial/layers will be reached, since PIXE can provide information about a surface (5− 10 µm)
and (D)PAA can go deeper and provides information about inner parts only (300− 400 µm)
which is crucial, for instance, when a corroded surface is treated. As the long term goal,
foreseen table-top PIXE device is planned with compact laser system. Such apparatus could
be bought by any museum/gallery or laboratory in the future.
The first pioneering study of laser-driven PIXE have been already performed at different fa-
cility [3], [4], [289] which demonstrates the proof of principle for this technique. The efforts
made in implementation of laser-driven ion beams into (D)PAA method nevertheless stay
purely novel.

5.3.1 PIXE

When the area of a sample is exposed to an ion beam, it induces the atoms emission of X-
ray radiation with wavelengths corresponding to the specific element. PIXE method detects
various elements ranging from Na to U at very low concentrations (ppm) and it is therefore
suitable for the trace elements analysis as well. It provides the integrated information about
the sample surface in a range of a few micrometers depending on a specific material. In
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fact, conventional PIXE method have been already used from 1970s for elemental analysis
of any kind [316], [317]. For instance, archaeological [318], [319], environmental [291], [292],
geological [320], medical [321], [322], botanical [290] studies have been performed.

Figure 5.5: The schematic principles of non-destructive ion beam analysis: PIXE (Proton In-
duced X-ray Emission) providing elemental composition of the subject’s surface by measuring
characteristic X-rays (left) and complementary (D)PAA ((Deep) Proton Activation Analysis)
providing info about the inner bulk of the material by measuring characteristic γ radiation
(right).

5.3.2 DPAA

The non-destructive Deep Proton Activation Analysis method (DPAA) consists in the spa-
tially controlled production of radioactive isotopes, through the absorption of protons by the
stable atomic nuclei of interest that compose the samples [323]. By selecting the appropriate
incoming proton energy and the suitable nuclear reaction, it is possible to restrict the analysis
to the internal region only avoiding surface effects. Proton energy range lies usually between
10 − 30 MeV (depending on the depth and the material) and in the case of Ag, Cu, Sn,
Pb based materials, the (p, n) reactions can be selected for analysis. The sample material
contains after proton beam irradiation an extra proton, which makes the molecule unstable
and usually it decays by electronic capture according to the usual exponential law with the
characteristic decay constant. After the decay, the stable element in its excited state is often
produced followed by element de-excitation and corresponding gamma ray emission. Since
this emission is characteristic of each element, it allows us to know the composition of the
sample under examination. From the number of gamma rays detected, it is possible to trace a
quantitative measurement of the atomic species inside the sample. Therefore DPAA provides
information only about the interior part of the material, thus it eliminates any influence of
the surface layers which made it optimal supplementary technique for PIXE. Consequently,
DPAA technique is crucial for the analysis of corroded metals such as coins [324], [325].
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Summary of the main results and
Conclusions

The continuous progress in proton and heavier ion acceleration using ultra-intense laser pulses
paves the way for many foreseen applications with a high socio-economic impact. Even though
the extensive research was done within the field and is still ongoing, laser-driven particle
beams are not ready to be widely utilized yet. The particular efforts in tuning parameters of
these secondary sources are adjusted according to each application. Generally, endeavors may
result in various parameter improvements, for example, a decrease in ion beam divergence,
an increase in maximum energy, an improvement of homogeneity and spatial uniformity of
the proton beam, or an adjustment in the charge of a whole ion bunch as well as only of a
particular energy interval.
In order to improve laser-driven proton beam parameters, a set of 2D PIC simulations per-
forming various target designs, including flat or curved foils with straight or tapering channels
attached to their rear side, was compared with the reference flat foil. The flat channel tar-
get with a few microns long straight arms has been found to be an optimal target design,
therefore, it was further investigated in 3D. Eventually, the 2D joint study of MHD and PIC
simulations performing the preplasma (generated on the channel target front side by the laser
prepulse) is discussed.
Within two-dimensional PIC comparative study, the flat targets with straight channels proved
to be the apparent favorite for improved laser-driven ion acceleration, because they reduce
significantly the beam divergence (up to 77% in the case of on-axis proton beam) and do not
show any massive energy decrease or particle number lowering (up to 10%) in comparison
to the reference flat foil. This is in a great correspondence with 3D results, even though
the number of particles was reduced more than in 2D cases. In addition, various interesting
features of other studied target designs have been discussed. For example, the targets with
tapering channel conceptually act as collimators, and they can suppress the number of protons
with low energy by more than 50%, depending on the size of the aperture between the arms.
Curved foils with straight channel produce the highest, but very spatially localized, magnetic
field in the center of their curvature. Nonetheless, this field was insufficient to sustain par-
ticles in a narrow beam, even though the prolonging of the arms had a positive effect. To
summarize, flat targets with straight channel are the optimal solution in tuning parameters
of accelerated proton beams due to the favorable establishment of EM fields. This triggered
the efforts in studying the field formation in detail in 3D geometry.
Crucial differences between both the electric and the magnetic fields formation, their con-
finement and orientation were observed in 3D PIC simulations for the cylindrical channel
target in comparison with the flat one. The long-lasting electric focusing field confined by
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the guiding cylinder was shown in contrast to mostly defocusing field of the reference flat foil.
Furthermore, the creation of a magnetic quadrupole with an extremely strong octupole com-
ponent inside the cylindrical channel was described through the combination of well-confined
transverse magnetic fields. In fact, the comparison of produced magnetic field strengths with
standard electromagnets and with permanent magnets used in accelerator beamlines shows
that the generated multipoles inside the channel target have comparable or even higher field
integrals than those used in large-scale facilities for shaping accelerated ion beams. The
magnetic multipoles inside the target cylinder were established by the electron motion along
the guiding arms and subsequent formation of current loops. Contrarily, in the case of the
flat target, no exact order of magnetic multipole was established, because electrons did not
have any preferable flow and did not form desired current loops. In fact, the phenomenon of
magnetic multipoles formed inside channel targets is original and it opens new possibilities in
shaping particle beams magnetically already during the acceleration process by using ad-hoc
designed targets. Moreover, the presence of octupole magnetic field led up to a 30% higher
spatial uniformity of the proton beam produced from the channel target in comparison to the
one produced from the reference foil. In addition, the favorable shape of the electric sheath
field profile along the transverse axes supports this phenomenon. On the contrary, in the case
of the flat foil, the electric sheath field profile in transverse direction was not only centralized
around the laser axis, but it was also peaked "on sides". Consequently, the significant halo
around the main beam was observed in particle densities, which results, together with the
absence of octupole magnetic field, in the poorer spatial uniformity of the accelerated proton
beam.
Since the particle divergence was influenced by the electric and magnetic fields, their effect
and dominance have been studied with dependence on proton energy. The two most effective
energy intervals (〈5, 15〉 MeV and 〈35, 45〉 MeV) of divergence suppression, particularly up
to ∼ 80% in a favorable plane, have been found. Naturally, the particle angular spread is
plane and energy-dependent, because the fields act on ions with various energy differently
and because, even though the individual symmetric elements of the magnetic field form a
symmetric magnetic multipole, the multipole may have asymmetric impact on the divergence
of passing particle beams (particularly, in the case of quadrupole).
In fact, one of the crucial advantages of reducing divergence already by target shaping, i.e.,
in front of the magnetic transport system of accelerator beamlines, is the optimal fitting of
the accelerated particle beam in the entrance aperture. For example, even in the case of a
very tight positioning of the ELIMED transport section of the ELIMAIA beamline, ∼ 36% of
protons accelerated from the reference flat foil with energy above 10 MeV would be clipped
when entering the transport system, in comparison to the high-energy main proton beam
accelerated from the channel target, where only 9% of protons have higher divergence than
the maximum acceptance angle.
In order to evaluate the practical utilization of channel targets in future experiments, sec-
tions dealing with a non-optimal laser contrast ratio as well as with discussion on target
manufacturability have been added. Since the presence of preplasma affects the conditions
of laser-driven ion acceleration and consequently also beam parameters, the main pulse in-
teraction with the channel target already affected by the laser prepuse has been studied by
additional PIC simulation. The preplasma profile was taken from MHD simulation dealing
with prepulse of the intensity corresponding to the realistic contrast of current laser systems.
The results show that the preplasma presence causes the temporal increase of laser pulse
intensity leading to the slight enhancement of maximum proton energies, accompanied by the
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flatter shape of the energy spectrum due to the strengthening of proton acceleration from
the target front side. On the other hand, the modest divergence growth was observed and
is expected in real experiments. To conclude, the channel target design studied within this
doctoral thesis is reasonably resistant to the weak laser prepulses.
The presented work demonstrates the ability of straight channel targets to decrease proton
beam divergence, which is additionally accompanied by improved spatial uniformity of the
beam and only negligible reduction of maximum proton energy. Taking into account its
manufacturability, such target design is suitable for real experiments in order to meet the
challenging requirements of innovative applications of laser-driven ion beams.
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