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Preface

When I began my work at the Czech Technical University in Prague, I barely knew
what tribology means. I was asked to model nanoscale friction in transition metal
dichalcogenides by means of quantum mechanics. The first issue was to understand how
to separate the total force acting on moving atomic layers into “cohesive” forces, which
keep the atoms together, and “frictional” forces, which oppose the motion and transform
the net ordered layer drift into disordered atomic oscillations about their equilibrium
positions. Speaking with my colleague Paolo, who uses Molecular Dynamics techniques,
I learnt that this could be done with a classical description: the total force is a sum of
the interactions between the atoms within each layer plus a term which represents the
interaction between the two layers. Still, the latter is also responsible of the integrity
of the system... and quantum mechanically this is a nightmare! How could I partition
in a unique way the interactions if the system response is the result of the electronic
distribution as a whole? I therefore arrived at the conclusion that I had to change point
of view and build a general description of the frictional force: instead of focusing on
the energetic aspect of the problem, I had to pay more attention on how to properly
describe the atom dynamics. There is a universally acknowledged way to partition the
interatomic potential into single contributions, yet considering the Hamiltonian as a
whole without any a priori partition: the phonon modes. By exploiting the phonon
theory, I did not need to identify which terms of the Hamiltonian represent the friction
forces any more; instead, I was able to recast the friction definition in terms of phonon
decompositions. Each phonon carries the information about the atomic displacements
(eigenvector) and the forces generating such displacements (eigenfrequency). Being the
phonon eigenvectors a basis, I could then describe the sliding by a linear combination of
phonons! And that’s how all this started...

In this thesis, I will use “we” mostly to refer to myself and the readers together:
I like to imagine that we are going to build the phonon-based description of friction
together, step by step.
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Introduction

If we slide one body over another, a force opposing the motion appears; we call such
force friction. Together with wear, adhesion and lubrication, friction is one of the topics
of tribology, i.e., the science studying interacting surfaces in relative motion.1,2 Friction
is the cause of a significant amount of wear, fault of devices and energy loss in operative
conditions, affecting a vast variety of technological applications, spanning transportation,
industry, power generation and nanoscale devices:3 active control of friction it is then
mandatory for a sustainable development.4 Since the first attempts to study the nature
of friction,5–7 it was clear that: i) the frictional force is directly proportional to the
total force acting normal to the sliding surfaces (i.e. applied load), ii) the frictional
force is independent of the apparent area of contact at a constant load, and iii) the
frictional force depends on the nature of the materials in contact. The latter observation
is clearly the crucial one and leads to the following fundamental questions: What is the
origin of friction? How can we control it? In order to answer such questions, we need a
deep knowledge of the atomic details of the materials and a full comprehension of the
fundamental physical processes occurring at the nanoscale. To this aim, in the present
thesis, I focus on the elaboration of a nanoscale description of friction based on quantum
mechanics; this work is then inserted in the recently emerging field of nanotribology, i.e.
the study of friction, wear and lubrication at the nanoscale.

It is known that the macroscopic friction is the result of the interplay of several
processes occurring at different scales;8 the quantum description poses itself in the
explanation of the elementary phenomena at the basis of such processes, and finds
immediate application in the technological fields involving nanostructured devices. In
fact, manipulation and assembly of free-standing atomic layers into final devices, and
their use in micro-/nano-electromechanical systems (MEMS/NEMS, e.g. sensors and
actuators) require a deep knowledge and control of the friction originating in working
regime.9 Mobile atomic layers during the device fabrication and its operation are subject
to non-conservative forces active during the relative motion of the involved surfaces;
those forces limit the output efficiency by producing heat, fatigue and wear up until
compromising the correct construction or functioning of the device. Nanofriction and
wear occur also in magnetic storage10,11 and biotribological devices such as human joint
prosthetics, dental materials and skin, among others, where the ecological aspects must be
taken into account.12–16 Moreover, massive usage of tactile interfaces boosted numerous
studies in understanding sensing through contact and friction,17 and in reproducing
interactive haptic feedback.18–20 It is then manifest that the comprehension of the
mechanisms governing friction at the nanoscale is a forefront challenge to design new
tribological materials, save energy and increase lifetime, sustainability and performance
of both miniaturised and macroscopic scale devices.

Usually, experimental models of nanoscale friction are based on trial and error,
and are specific of the studied materials; at the moment, there is no theory which
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10 Introduction

tells us what is the friction coefficient given the atomic description of two surfaces
in contact. The control of friction and the design of new tribological materials with
target friction response can then be hardly obtained by using purely experimental
models. Also, it is auspicable that the friction can be controlled on-the-fly by the user,
e.g. by means of electric fields21,22 or suitable light irradiation (photofriction).23 In
these latter cases, quantum mechanicanical effects have to be included in the models.
An atomic scale definition of friction is therefore mandatory to provide a deep and,
possibly, complete understanding and control of the undelying phenomena. Moreover,
accurate computational models are crucial to obtain guidelines on how to narrow the
experimental search of new tribological materials, thus to reduce the relative human effort
and material costs. Various classical and quantum mechanical approaches have already
been built up to study friction at the atomic scale, relying on ad hoc defined interatomic
force formulations or parameter-free ab initio descriptions.24–27 The reliability of such
approaches depends on the balance between the accuracy of the system-dependent
parameterizations and/or the width of the simulated time-window, the latter being
computationally demanding if ab initio methods are to be used.28–34 I therefore try
here to achieve the main goal to extract information on the frictional and dissipative
properties of a system from the only knowledge of its static properties at the atomic
level, without the need to perform long and costly dynamic simulations; in parallel, the
challenge is to develop a quantum mechanical system-independent framework which is
applicable to any kind of chemistry and atomic topology. To this aim, the phonon theory
represents as promising a solution as viable: its definition is universal and provides both
a geometric and a dynamic description of the system. Indeed, recent discussions on the
role of phonons in tribological systems seem to support this approach.35–40

The sequence of geometric configurations representing the layer sliding can be
decomposed in terms of the polarization vectors obtained by diagonalization of the
dynamical matrix at any point of the reciprocal space.41,42 This allows one to recast
the study of the frictional response in terms of sliding and dissipative phonon modes.43

The sliding modes are associated to relative shifts of adjacent atomic layers. In terms
of the classical picture, each of these modes is characterized by a harmonic restoring
force f ∝ ω2, where ω is the mode frequency; by lowering the mode frequency, it is
then possible to lower the restoring force and hence facilitate the layer sliding. By
going beyond the local harmonic description,43 we observed that the layer sliding occurs
as long as the energy contained in the sliding modes (i.e. their population) is above
a certain threshold characteristic of the material. The dissipative modes instead are
all those modes which subtract energy from the sliding modes by means of phonon
recombination processes. Such processes correspond to energy dissipation, since they
degrade the ordered motion (sliding) into disordered vibrations (heat); in this way, we
can define the frictional forces as those forces corresponding to the phonon scattering
events which reduce the population of the sliding modes. In the following chapters, I then
discuss which are the relevant quantities at the nanoscale that determine the appearance
of such forces and their related energy dissipation, and how to act to deactivate specific
dissipation channels.

To summarise, in this thesis work I try to address the following questions: What
is the atomic origin of friction? Is it possible to obtain a model of the nanofriction
response without using long demanding dynamics simulations? Can we formulate a
universal system-independent framework applicable to any tribological system, and
capable to guide the design of new tribological materials with on-demand response?
The answer is yes: we will do it by exploiting the information obtained from the phonon
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modes of the reference structure at the quantum mechanical level. Since the phonon
description is valid about small geometric displacements from the reference geometry
(usually the equilibrium one), its validity might appear limited; indeed, we will see
that the phonon description of the nanofriction is valid also far from the equilibrium
configuration. The results of this work then represent a paradigm shift in the study
of nanoscale friction: we can obtain information on out-of-equilibrium processes by
means of equilibrium references. As prototypical case studies, I consider the transition
metal dichalcogenides (TMDs)44,45 class of materials, which have been one of the main
subjects of my scientific research since my first position as a postdoctoral researcher at
the Advanced Materials Group.a

aThe “Advanced Materials Group” is part of the Department of Control Engineering, Faculty of
Electrical Engineering, Czech Technical University in Prague.

https://nano.cvut.cz




Chapter 1

Common atom-scale friction
models

In a recent review,8 we summarised the late advances in modeling and simulating
tribological systems, also covering multiphysics phenomena, scale effects, and the
breakdown of continuum theories at the micro- and nanoscales. If on the one hand
continuum mechanics (e.g. Finite Element Method46 or Boundary Element Method47)
allow to treat system sizes suitable for immediate engineering applications (∼ 10−2−100

m), on the other hand the development of miniaturised devices and the design of new
tribological materials at large require predictive models involving matter descriptions
with atomic resolution. In fact, the friction occurs when adjacent atom surfaces are
forced to slide one relatively to the other: the interaction between the two surfaces
generate forces which hinder the relative motion. A natural choice to model such
dynamic system is to represent the sliding motion as a sequence of atom geometries
(often called snapshots), and to study the relation among them, that is, to describe the
evolution of the system response in the presence of external stimuli. The first approaches
in this direction were based on the use of classical Molecular Dynamics (MD),48,49 with
the aim to reproduce the physical, chemical and mechanical phenomena occurring in
tribological conditions50–55 and for predictive purposes.55–64 The main limitation of the
classical MD framework is that the interactions among a given set of atoms are defined
by analytical functions parametrized according to the specific environment in which the
atoms are embedded,65 limiting the transferability of the description at varying chemical
composition.66 The MD approach is not then able to provide thorough information
in terms of surface reactivity, bond formation and evolution of electronic structures;
moreover, the classical picture does not take into account the quantum nature of the
atoms, and is not then able to properly account for the electronic function governing
the interactions or to reproduce the response of the material under external electric
and/or magnetic field stimuli. The use of ab initio techniques overcomes these problems:
since they rely on the Schrödinger equation, the atomic description is independent
of the system, and the interatomic forces ruling the tribological response derive from
the solution of the equation, instead of being an a priori input of the problem as in
the classical picture. However, compared to the classical MD, the increased accuracy
provided by the ab initio methods is paid in terms of an increased computational cost,
which limits the size of the model system.

The use of classical or ab initio methods to model tribological materials is then
dictated by the compromise between the kind of information that is needed, the required
simulation time and the amount of computational resources at own disposal. In what
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14 Chapter 1. Atom-scale models

follows, we will briefly review how classical Molecular Dynamics or quantum mechanical
methods have been used to study the tribological response at the nanoscale.

1.1 Molecular Dynamics

Molecular Dynamics (MD) simulation is a technique aimed to compute the physical
properties of an N -atom system by integrating the Newton’s equation of motion

mir̈i = Fi ≡ −∇iV (R) (1.1)

for each i-th atom. In this equation, mi and r̈i are the mass and the acceleration of
the atom, while Fi is the force acting on it due to the energy potential V , the latter
depending on the position of all the atoms forming the system (R = (r1, · · · , rN )).
In classical Molecular Dynamics, V (the force field) is provided as an input of the
simulation:65 it depends on the atomic types and, in the majority of the cases, on
the geometry of the system. An exception is represented by those formulations which
allow variations of the atom topology during the time evolution of the coordinates
(reactive force fields);67 however, the latter are still tuned to specific chemical systems
and reactions.68 If the force field is not available in the literature, it must be developed
or parameterised for the case of interest, this being a time and resource demanding
procedure.69 It is then immediately apparent that the main limitations are represented
by the availability of the force field, the restricted transferability of the description
and the lack of quantum effects. Nonetheless, the classical picture allows to treat up
to tenth of millions of atoms, representing system sizes of the order of micrometer.70

In the following, we review some examples on how MD simulations are used to study
the friction response in systems with typical length scales of the order of hundreds of
nanometers; this corresponds to model geometries including hundreds of thousands of
atoms, such number being necessary to encompass most of the physical phenomena
occuring in tribological conditions over long distances (e.g. Joule heating, cracks, wear,
plasticity, heat transfer and roughness among others).

Molecular dynamics simulations of scanning force microscopy experiments have been
performed to study the friction occurring at the sliding interface between amorphous
carbon tips and diamond (Figure 1.1).52 In this work, the authors studied the transition
from sublinear to linear dependence of the friction force as a function of the applied
load, finding a detailed relation with the contact roughness. Another work investigated
on the role of carbon nanotubes used as additives to nitrile-butadiene rubber.71 The
simulations indicate that an increase up to 60% in shear modulus of the composites is
achieved by introduction of carbon nanotubes. Moreover, the atom concentration, the
peak temperature and atom movement velocities, the average cohesive energy in the
friction interface region between the polymer matrix and the sliding layers, and the
average friction stress of the sliding layers are all decreased, thus favouring improved
tribological properties. Other studies72 examined the loading process among silicon
substrate, silica cluster and polyurethane pad, showing that the contact status between
the abrasives and pad will change from an elastic to plastic contact with increase of
working pressure. From such MD simulations, they established a unified mechanical
model for the single abrasive during chemical mechanical polishing under different loads.
Several studies have been performed on amorphous carbon or diamond-like carbon
(DLC) interfaces,73 where the role of the carbon orbital hybridization has been related
to the frictional properties. Si-doped DLC at different doping concentrations have
been simulated to determine the sliding friction between DLC and Si-DLC films on an
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Figure 1.1: Example of model geometry used in MD simulations to study nanofriction:
contact between an amorphous carbon tip and a diamond sample. Adapted from Ref.
52.

un-lubricated boundary condition.74 The results show that addition of silicon content
increases the sp3/sp2 ratio, determining a transfer film between the DLC and Si-DLC;
this points at a friction force variation with the silicon content. In these two latter
works, the orbital hybridization has been inferred from the coordination environment of
the carbon atom. The influence of Cu nanoparticles on the tribological behaviour of a
system has been studied as a function of the temperature, showing that temperature
distribution and anti-wear properties are significantly improved by the presence of the
nanoparticles.75 The tribology behaviors of diamond and silicon dioxide nanoparticles
have been investigated by considering four cases:76 i) At low velocity and low load,
the nanoparticles acted as ball-bearings, improving plastic deformations, temperature
distribution, and friction force response; ii) At increased load, the SiO2 nanoparticles
crushed with a subsequent loss of the rolling effect; iii) Without nanoparticles, a transfer
layer is observed at high velocity and low load; and iv) At high velocity and high load,
the support effect of the nanoparticles was lost in a short sliding time.

These are examples on the advantage in using the MD technique to study nanoscale
friction. However, the price to pay for such large scale simulations is to neglect quantum
effects, which can be accounted only by ab initio simulations.
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1.2 Ab initio

The term ab initio indicates all the simulation techniques that rely on the Schrödinger
equation77

i~
∂Ψ(r, t)
∂t

= Ĥ(r, t)Ψ(r, t), (1.2)

where Ĥ(r, t) is the Hamiltonian representing the energy of the system and its interaction
with the environment, while Ψ(r, t) is the solution which allows to calculate any physical
observable of the system.78,79 The Hamiltonian is an operator which depends on the
atomic types, the number of atoms and their interactions, and is free from any ad hoc
parameterisation: once we select the system of our interest and the external stimuli, Ĥ
is precisely defined, and no effort is required to ensure that it is suitable for our study.
It is then already apparent that the use of ab initio methods has the advantage to be
able to study any tribological system, irrespective of its chemical composition, atom
geometry and tribological conditions. However, the exact solution of the Schrödinger
equation is possible only for the case of the hydrogen atom in which relativistic effects
have been neglected; in all the other cases, including then nanotribological materials,
Ψ(r, t) and Ĥ must be approximated by numerical methods, requiring considerable
computational resources.79,80 This limits the use of ab initio methods to systems of
hundreds of atoms, in order to reduce the computational load and make affordable
the search for the solution; the price to pay is to limit the dimensions of the system
and focus on local aspects of the tribological response. Several static and dynamical
approaches have been used to study tribological systems, whereas the former approaches
rely on the time-independent Schrödinger equation,78,79 while the latter on ab initio
molecular dynamics techniques;81 in what follows, we will briefly revisit such studies
and what pieces of information are able to provide.

Static ab initio descriptions have been combined with high-throughput techniques to
obtain the adhesion energy and the ideal interfacial shear strength,82 corresponding to
the energy required to separate two surfaces from contact and to the static friction force
per unit area, respectively. The sliding behaviour of carbon films and layered MoS2 have
been investigated in the presence of water,83,84 pointing at possible applications in the
biomedical field. Another study85 focuses on the frictional figures of merit of layered
honeycomb nanostructures, such as graphane, fluorographene, MoS2 and WO2, showing
that the intrinsic stiffness favours dissipationless continuous sliding. A quasi static model
has been developed as an attempt to explain the microscopic origin of the nanofrictional
response in dry and wearless systems.86 Ab initio molecular dynamics simulations have
been used to study the tribochemical reactions involving organophosphorus additives
at iron interfaces, allowing to understand the role of phosphorus-based additives in
boundary lubrication.87 Sodium passivation of iron oxide surfaces has been studied by
means of potential energy surface (PES) maps (Figure 1.2); the results show that high
shear strength and lateral friction of iron oxide surface are caused by the formation of
the Fe–O covalent bonds for some lateral arrangements, while the adsorption of sodium
greatly reduces the lateral friction by significantly reducing the sliding barriers across the
PES.88 The static tribological properties of phosphorene have been studied by mapping
the electronic response of the layers to shear stress;89 the origin of superlubricity is
ascribed to the equivalency among the localized bonds between adjacent layers, thanks
to an equal charge accumulation that produces a flat PES. The nanofriction in sliding
transition metal dichalcogenides have been studied by observing the evolution of the
electronic distribution along selected sliding paths:90 they reveal the dependence of
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Figure 1.2: Example of static ab initio study on nanofriction: potential energy surface
as a function of relative displacement of two oxide layers. The black and red solid lines
indicate the minimum and maximum energy pathways, respectively, while the dashed
line represents a unit cell. Adapted from Ref. 88.

shear strength on chemical composition and bilayer orientation, highlighting the role
of charge accumulation in the interlayer region. Other examples can be found in a
recent review,91 where the authors report theoretical works on dry friction, the role of
passivation and lubricants, and the effect on photoexcitation.

1.3 So far, a common approach to model friction

All the attempts to model the frictional response at the nanoscale, including those
listed above, share common features, regardless of whether they make use of classical or
quantum mechanical descriptions.

As mentioned at the beginning of this chapter, the study of nanoscale friction is
usually based on model geometries which represent the sequence of the atomic positions
during the relative sliding of facing surfaces. Such sequence is either obtained by solving
the equations of motion for a given starting atom configuration and velocity distribution,
or by manually creating geometry snapshots along a configurational coordinate; an
example is reported in Figure 1.3, where two adjacent WS2 layers are displaced along
one crystallographic direction. While the use of dynamics is more common within the
classical description, the use of static snapshots to calculate PESs is typical of quantum
mechanical studies, as the latter requires less computational effort. However, static
PESs do not contain information about the effect of the temperature on the sliding
energy barriers: although they might represent an average configuration at a certain
temperature, the thermal motion of the atoms is completely neglected. Indeed, the
temperature plays a fundamental role in the determination of the friction coefficient, as
it strongly affects the potential energy, hence the sliding barriers.92–97

In the attempt to distinguish the frictional forces from the remaining ones, the
general tendency is to associate them to energy terms representing the interactions
between the atoms forming the surfaces in relative motion. If a classical description
is used, this can be done by selecting the atoms on the surfaces and collecting all the
energy terms generating to the forces between such atoms. This approach suffers from
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Figure 1.3: Example of geometric sequence representing the relative sliding of two facing
WS2 layers. The snapshots have been obtained by displacing the reference configura-
tion along the a crystallographic axis at increasing amplitudes of the configurational
coordinate ζ. At each snapshot, the total energy is calculated in order to obtain the
potential energy barrier to overcome along the sliding path.

the non-general definition of the potential energy, hence producing a system-dependent
definition of the friction force; moreover, the atoms not on the surface are neglected,
despite the fact that they might have an important role, especially if they are directly
bonded to those forming the surface. This attempt fails if quantum mechanics is
used. In this case, the forces are not obtained directly from the expression of the
potential energy but are evaluated by means of the Hellmann-Feynman theorem, which
relies on the wavefunction solution of the Schrödinger equation representing the whole
system. In principle it is possible to partition the forces acting on the surface atoms
into contributions coming from all the remaining atoms, by projecting the wavefunction
onto suitable atom-centered basis sets; in this way, one can identify which atoms not
lying on the surface should be included in the description. However, this is not enough
to distinguish the frictional forces from the cohesive ones holding the atoms together
during the sliding, the latter being responsible for the integrity of the surfaces. We
must recall here that the friction force arising during the relative sliding is not due to
only the atoms forming the sliding surfaces, but also due to the long-range interactions
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involving also the remaining atoms, the latter also determining the properties of the
surfaces. We then understand that the association of the friction force to a particular
energy term or force contribution is arbitrary and system-dependent.

Therefore, it is clear that the nanoscale friction is the response of the system as
a whole and the proper description of it requires a holistic approach. Ideally, the
atomic interactions should be taken into account by avoiding arbitrary partitions into
atomic contributions, and the definition of the friction force should arise from dynamic
considerations rather than from specific energy terms. Therefore, we need a paradigm
change in the study of the nanoscale friction; for this purpose, we will exploit the phonon
theory. The phonon eigendisplacements represent independent collective movements
of all the atoms in the structures, then capable to carry the geometric information
representing the sliding; the related eigenfrequencies are instead a measure of the forces
generating the eigendisplacements, therefore containing the information on the dynamics
of the system. The phonon framework is not system dependent and applies to both
periodic and non-periodic structures; the former are usually used to represent large
contact surfaces, while the latter to study edge effects in finite systems, as in the
examples mentioned in the previous sections. In the following chapters, we will see how
the phonon description is able to describe the relative sliding of atomic surfaces and
the corresponding frictional forces; moreover, we will see that, although the phonon
description is obtained from a reference configuration, it is capable to predict the
tribological response in working conditions far from the equilibrium. It is then clear
that the phonon framework avoids the calculation of long dynamics simulations, then
reducing the computational requirements usually needed to study the non-equilibrium
processes occurring in tribological conditions.





Chapter 2

The phonon-based description of
friction

As we saw in chapter 1, if we want to develop a holistic and general description of
the nanoscale friction, we need a paradigm change with respect to the usual modeling
approaches. To this aim, we exploit the phonon theory, which is applicable to any
kind of system, irrespective of the chemical composition and atom topology. We will
see that the phonon-based framework that we are going to define is able to provide
information on the tribological response by avoiding expensive dynamics simulations,
thus considerably reducing the computational demand. In this chapter, we will describe
the relative motion of facing atom surfaces in terms of phonon eigendisplacements,
how to define the friction force and how to control it with atomic detail. Let us recall
here that, in general, we call friction the macroscopic effect of a resultant force that
resists the sliding or rolling of one object over another, this being the consequence
of multiple microscopic phenomena. Each of such phenomena is responsible of the
microscopic friction, which is the friction generated at the atomic scale by the relative
motion of few adjacent atom layers in the presence of structural irregularities such as
disclocations, layer truncations and grain boundary orientation, among others. If we
consider systems without structural imperfections, the microscopic friction originates
only from the atomic types and the geometric arrangement of the atoms forming a
pristine compound, together with the resulting electronic features; in this case, we
will then refer to it as intrinsic friction. The case studies presented in the following
chapters are focused on the analysis of the intrinsic friction; however, the phonon-based
friction description which we are about to define is general and can be applied also in
the presence of any structural irregularity.

2.1 Phonons

In this section, we briefly review the mathematical derivation of the phonon modes and
their physical meaning.98–100 Let us consider a periodic system formed by N0 identical
unit cells, each labeled by a cell index l and a vector rl pointing to its origin. Let there
be N atoms per unit cell; the equilibrium positions across the whole system are written
as

r0
kl = rl + r0

k, k = 1, 2, . . . , N l = 1, 2, . . . , N0 (2.1)

where r0
k represents the position of the k-th atom with respect to the origin of the prim-

itive cell (Figure 2.1); the N ×N0-dimensional vector r0 = (r0
11, r

0
21, . . . , r

0
kl, . . . , r

0
NN0

)

21
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Figure 2.1: Schematic representation of the position vectors used in the formalism of
the normal coordinates. The position vector r0

kl of the k-th atom (blue circle) in the
l-th primitive cell (green parallelogram) can be written as the sum of the position rl of
the unit cell and the position r0

k of the atom with respect to the origin of the unit cell.

then represents the structure of the lattice at the equilibrium. At a particular time t,
the k-th atom within the l-th primitive cell may be found at a position rkl(t), thanks
to a time-dependent displacement of the form

ukl(t) = rkl(t)− r0
kl = rkl(t)− rl − r0

k. (2.2)

The potential energy V of the system

V = V (r11, r21, . . . , rkl, . . . , rNN0) (2.3)

is minimal if all the atoms occupy their equilibrium position, i.e. rkl = r0
kl. For small

displacements, we can then consider the Taylor expansion of V about the equilibrium
configuration with respect to ukl(t) in the harmonic approximation, that is, by neglecting
third and higher-order terms:

V (rkl(t)− r0
kl) = 1

2
∑
kl

∑
k′l′

3∑
α=1

3∑
β=1

uαkl(t)Vαβ(kl, k′l′)uβk′l′(t) (2.4)

where the 0-th order of the expansion has been set to zero (potential energy reference), the
first order vanishes as it corresponds to the forces at the equilibrium, and uαkl(t) denotes
the Cartesian component of ukl(t) in the direction α. In order to simplify the formulae,
we now drop the time dependence, keeping in mind that we are always dealing with
dynamical displacements. The expansion coefficients Vαβ(kl, k′l′) in Equation 2.4 are
the partial derivatives of the potential energy with respect to the atomic displacements
taken at the equilibrium positions:

Vαβ(kl, k′l′) = ∂2V

∂uαkl∂u
β
k′l′

∣∣∣∣∣
0
. (2.5)

Using the matrix notation

V(kl, k′l′) =

V11(kl, k′l′) V12(kl, k′l′) V13(kl, k′l′)
V21(kl, k′l′) V22(kl, k′l′) V23(kl, k′l′)
V31(kl, k′l′) V32(kl, k′l′) V33(kl, k′l′)

 , (2.6)
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Equation 2.4 reads

V (u) = 1
2
∑
kl

∑
k′l′

uklV(kl, k′l′)uk′l′ (2.7)

where u = (u11,u21, . . . ,ukl, . . . ,uNN0). The matrix V(kl, k′l′) may be regarded as
a force constant matrix and its elements Vαβ(kl, k′l′) as force constants. Within the
harmonic approximation, the equation of motion for a particular atom (kl) with mass
mk is given by

mk
d2ukl
dt2

= −
∑
k′l′

V(kl, k′l′)uk′l′ . (2.8)

Solutions of this set of coupled differential equations are of the form

ukl = 1√
N0mk

N0∑
q=0

3N∑
j=1

(
Qqjek(q, j)eiq·r

0
kl + c.c.

)
(2.9)

which are linear combinations of plane waves with wavevector q and polarization vector
ekl(q, j), where j is a integer label ranging from 1 to 3N . In Equation 2.9: i) the
coefficients Qq,j are a sinusoidal function of the time t: Qqj(t) = Q0

qje
iωqjt, with ωqj a

characteristic frequency and Q0
qj the amplitude which will be defined later; ii) mk is the

mass of the k-th atom; iii) q = (qx, qy, qz) is a 3-dimensional wavevector of the reciprocal
space written in cartesian coordinates, varying in a set of N0 elements compatible with
the periodicity of the systema and including the null vector 0 = (0, 0, 0); iv) eiq·r0

kl

is the spatial modulation of the atomic displacement, depending on the equilibrium
position r0

kl of the k-th atom in the l-th primitive cell; and v) “c.c.” denotes the complex
conjugate of the first term in the parenthesis. For non periodic systems, N0 = 1 and
the only useful reciprocal vector is q = (0, 0, 0). If the ansatz Equation 2.9 is inserted
into the equation of motion Equation 2.8, the following equation is obtained:

ω2
qjek(q, j) =

∑
k′

√
1

mkmk′

[∑
l′

V(kl, k′l′)eiq·(rkl−rk′l′ )
]

ek′(q, j). (2.10)

The summation over l′ is the Fourier transform of the force constant matrix V,

Fkk′(q) =
∑
l′

V(kl, k′l′)eiq·(rkl−rk′l′ ), (2.11)

which contains all the interactions between any (k, k′) couple of atoms. With this
notation, Equation 2.10 reduces to:

ω2
qjek(q, j) =

∑
k′

√
1

mkmk′
Fkk′(q)ek′(q, j). (2.12)

aThe complete set of q vectors is made by N0 elements, that is, as many as the number of unit cell
replica, and is built consistently with the definition of the reciprocal lattice — see, for example, D. M.
Wallace, Thermodynamics of Crystals, chapter “Lattice Dynamics”, John Wiley & Sons Inc., United
States of America, ISBN: 0-471-91855-5.
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For a given plane wave in Equation 2.9 characterized by (q, j), we can define a 3N -
dimensional polarization vector e(q, j)

e(q, j) =

e1(q, j)
...

eN (q, j)

 =



ex1(q, j)
ey1(q, j)
ez1(q, j)

...
exN (q, j)
eyN (q, j)
ezN (q, j)


(2.13)

and a 3N × 3N matrix F(q)

F(q) =



F xx11 F xy11 F xz11 F xx1N F xy1N F xz1N
F yx11 F yy11 F yz11 · · · F yz1N F yy1N F yz1N
F zx11 F zy11 F zz11 F xx1N F zy1N F zz1N

F xxkk′ F xykk′ F xzkk′
... F xxkk′ F xykk′ F xzkk′

...
F xxkk′ F xykk′ F xzkk′

F xxN1 F xyN1 F xzN1 F xxNN F xyNN F xzNN
F yxN1 F yyN1 F yzN1 · · · F yzNN F yyNN F yzNN
F zxN1 F zyN1 F zzN1 F xxNN F zyNN F zzNN


; (2.14)

with this definition, Equation 2.11 can be written in matrix notation as

ω2
qje(q, j) = [MF(q)M] e(q, j) = De(q, j) (2.15)

where the diagonal matrix M

M =



1√
m1

0 0 0 0 0
0 1√

m1
0 · · · 0 0 0

0 0 1√
m1

0 0 0
...

...
0 0 0 1√

mN
0 0

0 0 0 · · · 0 1√
mN

0
0 0 0 0 0 1√

mN


(2.16)

contains the masses of the atoms. Equation 2.15 is an eigenvalue-eigenvector equation
for the 3N × 3N matrix

D(q) = MF(q)F (2.17)

which is called the dynamical matrix and contains all the information about the dynam-
ical response of the system. The crucial quantity defining D is the force constant matrix
V (Equation 2.5), this containing essentially the first derivatives of the forces acting on
the atoms. The evaluation of V is done numerically from a set of displaced configurations
for which the forces are calculated either classically or quantum mechanically;101–123 the
configurations can be obtained by applying systematic or random displacements to a
reference structure, or by sampling a dynamics trajectory. The frequencies ω2

qj and the
polarization vectors e(q, j) are the eigenvalues and the eigenvectors of the dynamical
matrix, respectively, while the couple (q, j) identifies the phonon mode. The phonon
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mode is a colletive harmonic (i.e. sinusoidal) vibration of the atoms of the whole system
at a frequency ωqj and with relative atomic displacement e(q, j). The amplitude of the
displacements is regulated by the quantity Qqj , which is called normal coordinate, and
depends on the time and on the magnitude Q0

qj , the latter being determined by the
temperature or other external stimuli (e.g. electromagnetic fields). Equation 2.9 can be
inverted to obtain the normal coordinate of a specific phonon mode (q, j)

Qqj = 1√
N0

N∑
k

N0∑
l

√
mke

−iq·r0
klukl · ek(q, j) (2.18)

given the displacements ukl at a certain time t. For a set of N atoms and N0 unit
cell replicas, the atomic displacements are described by means of 3N ×N0 Cartesian
components forming the vector u = (u11, . . . ,ukl, . . . ,uNN0); correspondingly, each of
the N0 vectors e(q, j) is formed by 3N Cartesian components. Therefore, there is a
one-to-one correspondence between the Cartesian description u and eigendisplacements
description {e(q, j)}: in this sense, the set {e(q, j)} constitutes a complete geometric
basis set for the atomic positions.

The q-points of the reciprocal space are in general labeled according to the symmetries
of the system;124 the origin of the reciprocal space is labeled as Γ. Following the usual
convention, we label the phonon bands with progressive integer numbers, starting from
the lowest associated frequency. With this convention, (Γ,1) is the phonon mode at q = Γ
with band number equal to 1, that is, the displacive mode with the lowest frequency
ωΓ1 at the origin of the q-space; analogously, for example, (Γ,6) is the vibrational mode
with frequency ωΓ6 such that ωΓ7 ≥ ωΓ6 ≥ ωΓ5 and so on.

2.2 Sliding and dissipative phonon modes

We already mentioned that the nanoscale friction arises due to the relative sliding of
facing surfaces, which can be described by a sequence of atomic displacements. The
tranformation in Equation 2.9 represents the decomposition of atomic displacements u
in terms of the basis of the eigenvectors e(q, j). If usl is a sliding direction, then the
projectiona <(usl · e(q, j)) is a measure of how large the contribution of the phonon
mode (q, j) to the sliding is. We can then identify which phonons are relevant for the
sliding motion in this way: i) define a sliding direction d and the set S of atoms forming
the sliding surfaces; ii) select a phonon mode (q, j), consider the components of e(q, j)
associated to each atom of the set S and calculate the resulting displacement vector
∆rqj of the center of mass of S — this step provides the net relative displacement
of the surfaces; iii) calculate the scalar product r⊥qj = ∆rqj · d; iv) iterate ii)-iii) by
considering all the eigenvectors, once at a time; and finally v) select the modes with the
highest projection r⊥qj . We refer to the phonons identified in this way as sliding modes
or sliding phonons, because they have an effective geometric contribution to the relative
sliding along the direction d. Therefore, the displacement vector usl representing the
sliding can be written as

usl = 1√
Nq
slmk

Nsl∑
qj

(
Qqje(q, j)eiq·r0

kl + c.c.
)

(2.19)

aAs the displacement usl is a physical observable, it must be a real quantity; in fact, according to
the decomposition in Equation 2.9 and its inverse relation Equation 2.18, only the real part of the scalar
product125,126 between usl and the complex vector e contributes to the global displacement.
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where the sum runs over the Nsl sliding modes and Nq
sl is the number of distinct q

vectors in the set of sliding modes. It is worthy to note here that Equation 2.19 is
part of the linear combination in Equation 2.9, the latter representing the full atomic
displacement also including non-sliding directions. The whole procedure can be repeated
at varying d in order to look for possible sliding directions on a given plane. The
algorithm we just outlined is based only on geometric arguments. Indeed, at the end of
this section we will see that the sliding modes play an active role in the energetics and
dynamics of the sliding event: the net displacement of facing surfaces occurs until the
sliding modes own enough energy (i.e. the phonon population is enough) to overcome
the sliding energy barrier.

In terms of the classical picture, each phonon mode (q, j) is a periodic motion of all
the atoms of the system about their equilibrium position due to a harmonic restoring
force f ilqj acting on the i-th atom in the l-th cell, and to which it is associated a frequency
ωqj such that

f ilqj = −miω
2
qjuil, kqj = Mω2

qj (2.20)

where M = ∑
imi, uil is the displacement from the equilibrium position and kqj is

the equivalent force constant. The lower ωqj , the weaker the restoring force, and the
larger the amplitude of the corresponding atomic displacement at a fixed system energy.
Therefore, if we consider the sliding modes, the lower their eigenfrequencies, the easier
the surface sliding.

In tribological conditions, external intervention produces relative displacements of
atomic layers forming two facing surfaces; such displacements generate an excessive
overlap of the electronic densities of the facing ions, and a consequent repulsive force
arising from both Coulombic interactions and Pauli’s exclusion principle. Since the
external forces drag the layers along directions lateral to the layer plane, the effect of
the repulsive forces is to push the layers away from each other along the orthogonal
direction. In the extreme case in which the orthogonal movement is not allowed, the
repulsive force would act only laterally pushing the layers back, then increasing the
sliding energy barrier. It is then apparent that if the forces binding the layers together
are weak, the layer separation is facilitated and hence the sliding. The latter forces are
mainly represented by breathing phonon modes. The breathing modes are associated to
a restoring force which regulates the interlayer distance: a small force corresponds to
a large allowed variation (compression/dilation) of the layer separation and facilitates
the lateral shift. Both sliding and breathing motions then occur at the same time
whenever two layers are displaced, no matter if the displacement is done slowly and
in a reversible way (case of static friction) or rapidly (case of dynamic friction); in
terms of the phonon description, this corresponds to the phonon coupling between both
kinds of modes. Moreover, the sliding modes are also coupled with modes other than
the breathing ones, all being responsible of the depopulation of the sliding modes; we
will refer to the latter as dissipative modes. Also, we will name sliding and dissipative
modes collectively as sliding-related modes. In order to study the dynamics of the
system in tribological conditions, we must then consider anharmonic effects, that is,
the phonon-phonon scattering, and how these determine the redistribution of the total
energy between the sliding and the dissipative modes. The study of the frictional force
is then reduced to the study of the interaction between the sliding and the dissipative
modes toward which the energy of the former is transferred. All the forces producing a
deceleration of the layers are of frictional kind, hindering the layer drift. Since the layer
sliding is active as long as the sliding modes are populated enough, the frictional forces
are all those forces which activate dissipative processes producing a depopulation of the
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Figure 2.2: Example schematics of sliding and dissipative modes in MX2 TMDs; purple
and yellow spheres represent M and X atomic types, respectively. (a) rigid layer sliding
in the ab-plane; (b) rigid layer shift along the c-axis producing a variable interlayer
distance (breathing mode); (c) layer sliding in the ab-plane and asymmetric stretching
of the X–M–X bond; (d) variable interlayer distance (breathing) accompanied by a
flattening of the MX6 polyhedra. Adapted from Ref. 127.

sliding modes. The variation of the energy of the sliding modes can then be considered
equal to the work done by the frictional forces. In fact, the sliding modes produce
an ordered motion of the system, which is downgraded into thermal vibrations by the
coupling with the dissipative modes. Typical displacement patterns representing sliding
and dissipative modes are displayed in Figure 2.2.

We observed a clear signature of the existence of the sliding and the dissipative
modes in a series of dynamics simulations on an MoS2 bilayer system (Figure 2.3); for
a more extended discussion, see Ref. 43. In such simulations, the system is adiabatic,
that is, there is no thermal bath coupled with it. In order to initiate the sliding, we
imposed an initial lateral drift velocity to one of the two layers (layer A in Figure 2.3)
and let the system evolve; we observed that, when the energy of the sliding modes drops
below a certain threshold, the sliding terminates. We then analysed the total kinetic
energy and the force acting on the layer A. The recombination processes involving the
sliding and dissipative modes reveal their presence thanks to a dominant anharmonic
frequency contribution identified by a Fourier analysis (Figure 2.4a). By means of a
wavelet analysis,128 we then resolved in time the frequency content of the total kinetic
energy (Figure 2.4b) and the force (Figure 2.4c) acting on the A layer. The spectrograms
are clearly divided into two regions: one in which the layer sliding is active and one
in which it is over. The region of active sliding is dominated by the frequencies of the
sliding modes and those relative to main anharmonic effects; on the contrary, once the
sliding is over, the sliding and dissipative frequencies have negligible contribution to
the spectrograms. We observed that the dissipation is more effective in correspondence
of potential energy maxima; the time resolution of dissipative patterns then allows to
identify the geometric configurations realizing critical values of the energy dissipation.
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Figure 2.3: Hexagonal P63/mmc structure of the 2H polymorph MoS2 bulk compound.
Mo-S bonds are arranged in a trigonal prismatic coordination forming MoS2 layers that
can reciprocally slide thanks to weak van der Waals interactions. An initial velocity
v0 is imposed to the set of atoms forming the top layer, the latter labeled as A and
indicated with a blue-dashed rectangle. Adapted from Ref. 43.

As a final remark, it is worthy to mention that this kind of analysis can be applied to
characterize signals coming from any kind of experiments involving dissipative processes,
like what we did for the Atomic Force Microscopy measurements presented in the cited
work.

These simulations show that, although the phonon modes can be obtained from
calculations on a static reference configuration, they provide a valid description of the
friction response far from the equilibrium.

2.3 Phonon-phonon scattering rules and friction

The decrease of the sliding-modes population, hence the dissipative work, is regulated
by the transition rate at which the scattering occurs. If we indicate a generic (q, j)
phonon mode as λ, the expression for the transition rate Pλ′′λλ′ of a three phonon process
is99

Pλ′′λλ′ = 2π
~
nn′(n′′ + 1)|Φλλ′λ′′ |2∆(q + q′ + q′′)δ(~ωλ − ~ωλ′ − ~ωλ′′) (2.21)

where the term ∆(q + q′ + q′′) ensures that the sum of the three wave vectors involved
in the scattering belongs to the reciprocal lattice, while the term δ(~ωλ − ~ωλ′ − ~ωλ′′)
guarantees the energy conservation. The phonon populations n, n′ and n′′ vary with
the time and are a dynamic characteristic of the system:a they depend from the initial
conditions and from any external perturbation acting during the sliding (i.e. contact
with a thermal reservoir, external forces). The third-order tensor Φλλ′λ′′ , that is the
interaction strength at the third order, is instead an intrinsic characteristic of the system,
since it is a function of the third order force constants, the eigenfrequencies and the

aThe phonon population n is directly related to the amplitude Q0
qj entering in the expression of

Qqj(t) thanks to the quantization of the phonon energy.98,129



2.3. Phonon-phonon scattering rules 29

Figure 2.4: (a) Fourier transform (arbitrary units) of the total kinetic energy as
calculated from the dynamics simulation; frequency range [THz] is vertically oriented in
correspondence of the frequency axis of the wavelet transform of the (b) kinetic energy
and (c) the force acting on the layer A. Black-blue-red-yellow color gradient indicates
increasing wavelet amplitude (a.u.). The dot-dashed vertical yellow lines represent the
time t∗ ≈ 29.5 ps at which the layer sliding terminates; for 0 < t < t∗, dissipation
processes involving the sliding modes are predominant. Frequency characterization is
indicated with labels in correspondence of the horizontal dotted green lines as follow:
f1 = 1.09, f5 = 3.65 and f8 = 26.6 are generated by scattering processes, while the
remaining ones are the harmonic frequencies of the system. Adapted from Ref. 43.

eigenvectors of the dynamical matrix:

Φλλ′λ′′ =
√

~3

8N0

1
√
ωλωλ′ωλ′′

∑
kk′k′′

1
√
mkmk′mk′′

·

·
∑
αβγ

eαλ(rk)eβλ′(rk′)e
γ
λ′′(rk′′)·

·
∑
l′l′′

e−iq
′·(rk′l′−rk)e−iq

′′·(rk′′l′′−rk)Vαβγ(k, k′l′, k′′l′′)

(2.22)

where
Vαβγ(k, k′l′, k′′l′′) = ∂3V

∂uαk0∂u
β
k′l′u

γ
k′′l′′

(2.23)

is a generic element of the third order force constant matrix; a similar expression holds
for all the higher-order Φλ1λ2···λp tensors.98 The frictional forces therefore depend on
extrinsic properties (phonon population) which vary upon external intervention, and
on intrinsic properties (atomic type and geometry), which are decided once and for all
when the material is built. It is therefore possible to predict the frictional response
by calculating the interaction strength tensor of the stable geometry and no dynamic
simulations are needed. Moreover, by finely tuning the elements of Φλ1λ2···λp , it is
possible to switch on or off selected dissipation channels, thus to regulate the phonon
population of the sliding modes hence the friction force. This can be done, for example,
by acting on the eletronic-structure coupling, as we did in MX2 layered systems to control
the lattice thermal conductivity.130 Another possibility is to act on the symmetries
of the system. In fact, as I showed in Ref. 131, given the irreducible representations
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Γeλ1 , . . . ,Γeλp for which the phonon eigenvectors eλ1 , . . . , eλp are respectively a basis,
then

Φλ1λ2···λp 6= 0⇒ Γeλ1 ⊗ · · · ⊗ Γeλp ⊆ A (2.24)

which states that if the direct product among the irreducible representations contains
the totally symmetric representation A, then the λ1 + · · · + λp−1 = λp scattering is
allowed. By controlling the symmetries of the eigenvectors eλ, it is then possible to
forbid or allow selected dissipative processes. Finally, it is worthy to note that condition
2.24 is a quick guide to identify which recombination channels are active and at which
order of anharmonic approximation, as it does not require any explicit calculation of
the Φλ1λ2···λp elements.

2.4 The “Normal-Modes Transition Approximation”

The decomposition of sliding trajectories in terms of phonon eigendisplacements allows
to finely tune sliding energy barriers by acting on specific phonon modes or scattering
(i.e. dissipative) processes; alternatively, it may be used in a systematic way to pro-
vide possible sliding paths serving as an initial guess for transition path optimization
techniques.132,133 We formalized this framework in a computational protocol that we
named normal-modes transition approximation (NMTA).42 The NMTA has been ini-
tially applied to the study of sliding MX2 transition metal dichalcogenides; however,
the formulation is general and can be applied to any kind of system to study phase
transitions or chemical reactions. As a matter of fact, the sliding event can be considered
as a transition along a geometric path joining two stable configurations.

The NMTA relies on the harmonic phonon approximation. In the harmonic hypoth-
esis, we can write the potential energy V of the system as a sum of Vλ contributions
each coming from a single phonon mode λ as98,99

V =
∑
λ

Vλ(Qλ) =
∑
λ

1
2ω

2
λQ

2
λ, (2.25)

where Vλ is a function of the normal coordinate Qλ. Let’s focus our attention on an
arbitrary mode λ and consider arbitrary values of the normal coordinate Qλ. From
now on, we will consider only those Qλ value ranges for which the energy Vλ of the
λ-mode remains bounded, varying as a continuous function between an upper (V max

λ )
and a lower (V min

λ ) limit (−∞ < V min
λ ≤ Vλ ≤ V max

λ < +∞). Let’s regard the normal
coordinate Qλ as a configurational coordinate. At the stable state, Qλ = Q0 and
Vλ(Q0) = V min

λ ; for simplicity, we can set Q0 = 0 and V min
λ = 0. Along the Qλ

coordinate, the energy Vλ is bounded by hypothesis; then there exists Qtrλ > Q0 such
that Vλ(Qtrk ) = V max

λ ≡ V tr
λ is the only energy maximum in [Q0, Q

tr
λ ]. In such range,

we can approximate the potential energy Vλ of a single λ-mode with a Fourier series
truncated at the first term as

Vλ(Qλ) = 1
4ω

2
λC

2
λ

[
1− cos

(
π

Cλ
Qλ

)]
, (2.26)

being the hypotheses required by the Fourier theorem satisfied thanks to our assumptions
on the Vλ(Qλ) function. The geometric configuration Qλ = Qtrλ , at which the maximum
of the energy is realized, can then be regarded as the transition state closest to the stable
state Q0 along the Qλ configurational coordinate. The [Q0, Q

tr
λ ] range is the transition

path along which the transition from Q0 to Qtrλ is realized. Moreover, since we assumed
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that Vλ(Qtrλ ) is the only maximum in [Q0, Q
tr
λ ], no metastable states are present between

the stable and the closest transition state. In agreement with Equation 2.26, we see
that the energy V tr

λ of the transition state

V tr
λ = 1

2ω
2
λ(Qtrλ )2 = 1

2ω
2
λ(Cλ)2 (2.27)

is proportional to the square of the product between an electronic and a geometric factor:
i) ωλ, the frequency associated to the λ-mode, which depends on the electronic features
of the atomic types; ii) Cλ ≡ Qtrλ , the normal coordinate value at which the transition
is realized, which depends on the geometric features of the system and coincides with
the maximum amplitude of the normal coordinate Qλ. The smaller the frequency of the
mode, the smaller the energy needed by the system to undergo a transformation from
the stable configuration to the transition state. Leaving unaltered the atomic topology,
the frequency of the mode can be tuned by substituting the atomic species at specific
positions with suitable ones, hence tuning the energy barrier. Moreover, the transition
state can be identified by inspecting how the stable geometry varies by varying the
amplitude Qλ; in the practice, the transition state can be numerically evaluated by
imposing that the interatomic distances fall in a specific range at varying Qλ. At the
transition Qtrλ , the ratios among the atomic displacements define a relation among the
atomic positions that can be exploited to estimate the transition state in any system
with the same atomic topology but with different chemistry.

Along a general configurational coordinate Q, the total potential energy V can be
approximated as a sum of contributions from all the normal modes, by expressing Vλ in
a more general form than that shown in Equation 2.26:

V (Q) =
∑
λ

1
4ω

2
λC

2
λ

[
1− cos

(
π

Cλ
Q− θλ

)]
(2.28)

where some (or all) of the Cλ amplitudes and θλ phases can be correlated if the modes
are coupled along Q (Figure 2.5).

Approximation done in Equation 2.26 is reliable only if, along the
[
Q0, Q

tr
λ

]
transition

path, the frequency of all the other modes vary within a small range. The wider such
range, the more important the contribution of the other modes to the potential energy
along the selected mode; in that case, the modes are coupled and the expression for Vλ
must take into account any deviation from the harmonicity:

Vλ(Qλ) =1
4ω

2
λC

2
λ

[
1− cos

(
π

Cλ
Qλ

)]
+

+ f(Qλ, ωλ′ , Cλ′(Cλ);λ′ 6= λ)
(2.29)

where f(Qλ, ωλ′ , Cλ′(Cλ);λ′ 6= λ) is a function of the amplitudes and the frequencies
of all the modes other than λ′, and each amplitude Cλ′ of the λ′ mode is a function
of the Cλ amplitude of the mode λ. Using Equation 2.28, the correction f can be
approximated as

f(Qλ, ωλ′ , Cλ′(Cλ);λ′ 6= λ) ≈
∑
λ′ 6=λ

1
4ω

2
λ′C

2
λ′

[
1− cos

(
π

Cλ′
Qλ − θλ′

)]
, (2.30)

which represents the anharmonic contribution to the λ-mode.
Each Qλ normal coordinate can thus be followed to look for possible transition

states. In this respect, the complete set of normal modes constitutes a finite number of
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Figure 2.5: Schematic representation of phonon coupling along the normal mode QΓ4
selected as configurational coordinate for the study of the sliding energy barrier V in a
layered WSe2 system.42 At the ground state “0”, the amplitude of the modes is null. By
increasing the QΓ4 amplitude, two subsequent layers slide relatively each other, causing
the activation of the (A,1) and (M,3) modes until the transition state Qtr is reached;
a further increasing of the amplitude pushes the system towards the closest ground
state “1”. The parabolae along the potential profile V represent the harmonic potential
associated to each phonon mode, whereas the position relative to V represents their
corresponding populations.

possible routes to explore the energy landscape in a systematic way. In the practice,
a specific λ-mode is first selected, and the transition path is initially estimated using
intermediate geometries connecting the stable and the transition state along the Qλ
coordinate. Subsequently, such geometries can also be modified by inducing atomic
displacements according to the distortion patterns of modes other than the selected
one, in order to capture different subtle and interesting features of the transition. The
corresponding total potential energy is thus built as a linear superposition of all the
modes considered in the transition: such superposition corresponds to the approximation
done in Equation 2.28, in which only the modes participating to the transition will
have significant Cλ amplitudes. In order to explore all the possible transition paths,
we can then consider the entire set of the λ-modes, select one at a time, and build the
transition path by considering other modes that, possibly, participate to the transition.
It is worthy to note here that, the identification of possible transition paths can be
performed by a numerical evaluation of geometries that requires the knowledge of only
the displacement patterns of the phonon modes: once the phonon modes of the stable
state have been calculated, the estimation of possible transition paths can be computed
within few minutes of wallclock time on an ordinary desktop computer. Moreover,
despite the number of linear superpositions to consider could be high, such number is
still a finite quantity completely defined by the complete set of normal modes. This
aspects of the NMTA method drastically reduces the effort to look for possible transition
states of a given system, providing a systematic prescription to build possible transition
paths.

Once the estimation of the transition path is built and then optimized by means of
numerical techniques,132,133 Equation 2.28 can be used to deconvolute the calculated
energy profile into contributions of single modes. By comparing the Cλ amplitudes it is
possible to identify which is the mode that leads the geometric transition: the larger
the Cλ value, the larger the atomic displacement induced by the λ-mode. Equation 2.28
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thus constitutes a tool to identify how each mode contributes to the advancement of
transitions, providing a route to finely tune reaction barriers through the adjustment of
the characteristics (frequency and displacements) of single phonon modes.

As a final remark, it is worthy to stress that, while in section 2.2 we used the phonon
description to obtain a geometric decomposition of the sliding path, here we use it to
deconvolute the energy profile along a configurational coordinate, the two descriptions
being complementary.

2.5 The cophonicity metric

Each phonon mode is a complex function of all the components of the force constant
tensor of all the A-B atomic pairs present in the system via the dynamical matrix
(Equation 2.15 and Equation 2.11); specific displacement patterns, including those
representing the layer sliding, cannot be related to single components of the force
constant tensor in an easy way. Therefore, the force constants alone do not represent
a manageable descriptor to parametrize the interactions responsible of specific atomic
displacements, the layer sliding among them. In order to obtain a simple metric, we
focus on the smallest unit that produces the dynamical interactions, that is, the A-B
atomic pair. Let’s consider the phonon density of states129 (phDOS) g(ω) defined in a
frequency range [ω0, ω1]. The center mass CMA of the atom-projected phDOS gA (ω)
of an atom A is defined as

CMA =

ω1∫
ω0
ωgA (ω) dω

ω1∫
ω0
gA (ω) dω

(2.31)

where gA (ω) is the contribution of the atom A to g(ω); g(ω) is the total phDOS of the
solid

g(ω) =
∑
i

gi (ω) (2.32)

obtained by summing over all the atoms in the unit cell. The integration interval [ω0, ω1]
in Equation 2.31 is chosen in such a way that it encompasses all the phonon states
relevant for the selected band. The integral at the denominator of the definition of
CMA is the contribution of the atom A to the states in the frequency range [ω0, ω1];
we call such quantity the phonicity of the A atom in that specific frequency range.
The phonicity of an atom then represents the amount of phonon states that such atom
contributes to form; in this respect, it can be regarded as the phonon counterpart of
the atomic valence, that is the number of electrons with which an atom participates to
form the electronic states of the system, counted as the integral of the atom-projected
electronic density of states.134

Let’s consider a generic A-B atomic pair. The relative position Cph(A-B) of the
center mass of gA (ω) with respect to the center mass of gB (ω) is given as

Cph(A-B) = CMA − CMB (2.33)

which is specified in the same units of the frequency ω. In this formalism, a positive
(negative) sign of Cph(A-B) indicates that the A (B) atom contributes more to the high
frequency modes of the specified range. The smaller |Cph(A-B)|, the larger the mixing of
the A and B contributions to the frequency band, the two atoms having very close weight
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Figure 2.6: Schematic definition of the cophonicity of the A-B atomic pair: CMA and
CMB are the center mass of the atom-projected phonon density of states of the A
and B group of atoms, respectively, while Cph(A-B) is the cophonicity calculated as in
Equation 2.33.

in the determination of the modes specific of the considered energy range. We define
the quantity Cph(A-B) as the cophonicity of the A-B atomic pair,41 in analogy with the
A–B bond covalency definition formulated for crystalline compounds134 (Figure 2.6).
According to the definition, positive Cph(A-B) values indicate that the A and B ions
contribute more to higher- and lower-frequency displacements, respectively; this means
that the A atoms displace faster than the B atoms in the global motion formed by the
phonon eigendisplacements with frequencies in the range [ω0, ω1]. The opposite holds
for negative values. A cophonicity value close to zero (perfect cophonicity) corresponds
to atomic displacements in which both A and B atoms move on average at the same
velocity. We initially designed the cophonicity metric to study the sliding motions
in transition metal dichalcogenides; however, its formulation is general and has been
applied to different kinds of materials135–137 irrespective of the composition and the
stoichiometry. For a quick reference, I created a corresponding Wikipedia page.138

In a given structure, a single atomic type can occupy distinct crystallographic
sites. For example, in the unit cell of the 2H polymorph of MX2 transition metal
dichalcogenides,44 the M and X crystallographic sites are unique; for this reason, if we
want to calculate the A-B cophonicity in MX2 systems, it is convenient to aggregate the
contributions coming from all the M and X atoms present in the unit cell. We also note
that A and B could, in principle, correspond to two ions of the same atomic species but
with different properties (e.g. because sitting on distinct crystallographic sites); in this
case, the definition in Equation 2.33 is still valid and represents the relative contribution
of the two ions to the selected frequency band.

We emphasize that the cophonicity is a characteristic of a specific atomic pair of
a system. Note that the comparison between two cophonicity values obtained from
structures with different connectivity will likely be unable to provide meaningful infor-
mation. For example, Cph(Mo-S) in MoS2 bulk and nanoclusters would have distinct
sets of vibrational modes due to the distinct topologies that, in turn, determine different
electronic environments: any change of the cophonicity by means of substitutional
defects could lead to non-correlated changes of the vibrational frequencies. However, if
two structures with distinct topologies are connected by continuous geometric trans-
formations, also the electronic environment of the atomic pairs, thus the vibrational
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Figure 2.7: Model geometry of the hexagonal P63/mmc structure of the MX2 2H
polymorph (M = transition metal, X = chalcogen atom). M–X bonds are arranged in a
trigonal prismatic coordination forming MX2 layers that can slide thanks to weak van
der Waals interactions. The black thin lines indicate the unit cell.

frequencies and the associated modes, are related by such continuous transformations;
in this case, the cophonicity of a specific atomic pair in one structure can be mapped
into the cophonicity of the second one, granting the transferability of the definition,
hence the reliability of the cophonicity comparision.

We will use the cophonicity as a lattice dynamics descriptor to understand the
atomic type dependence of phonon frequencies related to the sliding motion. Used
in combination with other electronic and geometric descriptors, it is able to provide
guidelines on how to tune the system feature in order to obtain target friction properties
or to design new tribological materials, as we will see in the next chapters.

2.6 Case study: MX2 Transition Metal Dichalcogenides

As a case study for nanofriction, I mainly considered the prototypical MX2 transition
metal dichalcogenides (TMDs)44,45 class of materials, which have been one of the
main subjects of my scientific research since I started to work at the Czech Technical
University in Prague. In the next chapters, we will briefly review such study, where I
applied the phonon-based friction theory that we discussed so far at varying chemical
composition and load, also considering the presence of charge accumulation, external
electrostatic fields and contaminants. Only the main results will be reported; for a
complete discussion, the reader is referred to the respective published articles cited at
the beginning of each chapter.

MX2 transition metal dichalcogenides are layered structures, each layer made by
hexagonally packed metal atoms (M) forming covalent bonds with six chalcogen anions
(X) in a trigonal prismatic cordination (Figure 2.7); adjacent layers are coupled by weak
van der Waals forces that allow relative sliding under tribological conditions. Several
stable TMDs polymorphs and polytypes are found,44 some transforming into each other
by sliding of subsequent layers; such sliding motions include also rotations (reorientations)
of one layer with respect to its two adjacent ones about an orthogonal axis. The complex
atomic displacements that result into layer sliding, either commensurate or not, can be
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represented as linear combinations like Equation 2.19. Our reference geometry is the
2H polymorph crystalline MX2 structure, with M = Mo, W and X = S, Se, Te, and
hexagonal P63/mmc symmetry (SG 194);139 for simplicity, in general, we will refer to
the model systems as “MX” by dropping the stoichiometric coefficients. The chosen 2H
configuration is that in which two adjacent layers are oriented in such a way that an
M atom of one layer is aligned with two X atoms of the other one along the direction
orthogonal to each layer (c-axis in our setting — see Figure 2.7).



Chapter 3

Design of new tribological
materials

The first work in which I applied the phonon-based friction description focuses on how to
relate the phonon modes with the atomic types forming the structure and the electronic
properties of the environment that they determine.41

The work considers the MX2 hexagonal 2H polytype, with M = Mo, W and X = S, Se,
Te (Figure 2.7). In order to disentangle the electronic from the structural contributions
to determining the phonon frequencies, we first quantify the geometric distortions δ of
the system by performing a group-theoretical analysis with the aid of the isodistort
software;140 we thus decompose the MX geometries in terms of distortions of a parent
phase, that we choose to be the relaxeda MoS model (Table 3.1). We then evaluate the
M–X bond covalency CM,X at different structural distortions, by applying the covalency
metric defined in terms of atom-projected density of states.134 We observe that the
covalency is strictly decreasing with increasing distortions in MoX systems, while it
has a minimum for the WTe compounds among the WX compositions [Table 3.1 and
Figure 3.1(a)]. We now need to relate this electronic and structural information to the
dynamical features of the system. From the analysis of the phonon eigendisplacements,
we recognize that the sliding related modes are those in the six Γ–A branches with the
lowest eigenfrequencies, falling in the frequency range [0, 2] THz. We analyzed the trend
of all the frequencies associated to the sliding-related modes against the cophonicity
(section 2.5) of the system, and we find that they all have the same trend against the
cophonicity metric. For simplicity, in the present analysis, we will discuss only the
trend of the degenerate ωΓ4-5 and ωA1-4 frequencies, as our conclusions also apply to the
other frequencies that we considered in our study: i) the degenerate (Γ,4)-(Γ,5) modes
correspond to rigid layer sliding in the ab-plane (Figure 2.2a), ii) (Γ,6) represents a
rigid layer shift along the c-axis that changes the interlayer distance (Figure 2.2b), iii)
the degenerate (A,1)-(A,4) modes produce layer sliding in the ab-plane accompanied
by asymmetric stretching of the X–M–X bond, maintaining constant the interlayer
distance (Figure 2.2c), iv) the degenerate (A,5)-(A,6) modes correspond to a change of
the interlayer distance and a flattening of the MX6 polyhedra (Figure 2.2d).

Irrespective of the kind of phonon mode, we find that the frequency diminishes
when Cph(M-X) approaches zero [Table 3.1 and Figure 3.1(b)]. In order to capture

aThe expressions “relaxed structure” or “optimized structure” indicate the geometric configuration
which realizes a minimum of the system energy.

37
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Table 3.1: Structural distortion δ (Å), M–X bond covalency CM,X (eV), cophonicity
Cph(M-X) (THz) of the M-X pair, sliding ωΓ4-5 and breathing ωA1-4 frequencies (THz),
and formation energy ∆Hf (eV) of the MX2 model systems. MoS is the reference for
calculating the δ and ∆Hf values.

System δ CM,X Cph(M-X) ωΓ4-5 ωA1-4 ∆Hf

MoS 0.00 -0.44 0.25 0.90 0.63 0.00
MoSe 0.06 -0.58 -1.37 0.84 0.60 2.79
MoTe 0.10 -0.75 -0.93 0.90 0.63 5.94
WS 0.02 -0.51 0.30 0.78 0.54 1.23
WSe 0.06 -0.66 0.12 0.72 0.51 4.27
WTe 0.03 -0.80 0.03 0.66 0.45 7.63

Ti:MoS 0.17 -0.76a 0.14b ωΓ4 0.66c ωZ1-2 0.45c 0.04
ωΓ5 0.69c ωZ3-4 0.48c

a Ti–S bond covalency value to be compared with CMo,S in MoS system.
b Global cophonicity of Ti:MoS system calculated as weighted average of the Cph(Mo-S)
and Cph(Ti-S) cophonicities, with weights corresponding to the M stoichiometric
coefficients.
c Degeneracy of vibrational modes in MoS system is partially lifted in Ti:MoS model,
having the latter a lower number of symmetries. According to the displacement
patterns, the (A,1-4) modes of the MX systems correspond to the (Z,1-4) modes of
Ti:MoS model.

Figure 3.1: (a) M–X bond covalency as a function of structural distortions δ. Covalency
can be tuned by changing the amplitude of the structural distortions. (b) Frequency of
the (Γ,4) and (A,1) modes as a function of M-X pair cophonicity. Irrespective of the
vibrational mode, the lowest frequency is realized for Cph(M-X)' 0. (c) Covalency of
the M–X bond as a function of Cph(M-X). The lowest CM,X covalency value corresponds
to a cophonicity close to zero. Adapted from Ref. 41.

the entangled electronic and structural features, we relate the change of the phonon
frequency to the geometry and the atomic types forming the system by connecting
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Figure 3.2: (a) Lateral and (b) c-axis view of the geometry of the orthorhombic Cmcm
Ti:MoS2 model system. Within each layer, one Ti atom is surrounded by only Mo atoms
in the first neighbouring cation shell. The unit cell is indicated by a thin black line.

the M-X cophonicity with the M–X bond covalency. The cophonicity is found to be
minimum when the bond covalency is about -0.80 eV, that is realized in the WTe
compound [Table 3.1 and Figure 3.1(c)]; on the other hand, Cph(M-X) shows similar
trends for the MoX and WX compounds with respect to the structural distortions.
According to these results, the cophonicity, hence the vibrational frequencies, can be
adjusted by tuning the distortions and the covalency of the system by a proper selection
of the M and X ions.

We now want to exploit the knowledge acquired so far to design a new TMD with
enhanced tribological properties. In particular, according to the results discussed above,
we want to find an M-X pair that realizes a low covalency value in order to minimize
the M-X cophonicity, so as to lower the phonon frequencies that govern the layer drift.
We focus on the MoS2 compound, because the synthesis routes have been extensively
studied and, therefore, constitutes a good candidate to easily grow derived materials.
Starting from the MoS model system, we will now design a new compound by partial
ion substitution. Among the chosen MoX stoichiometries, MoTe realizes the lowest
covalency value; to further lower the Mo-X covalency we must increase the structural
distortions [Figure 3.1(c)]. Following the series of chalcogenides, a natural choice would
be polonium as X ion; since we want to avoid to use unstable elements, an other
possibility is to partially substitute for the Mo cation. The substituent atom must be
chosen such as to induce structural distortions that lower the covalency of the M–X
bond, in order to lower the corresponding cophonicity hence the vibrational frequencies.
We are thus oriented towards cations with ionic radii smaller than that of the Mo atom.
Moreover, we want to choose a proper dopant concentration and geometric arrangement
of the dopant to preserve the stability of the final system. To this aim, we consider
the MoS optimized structure and we substitute a Mo atom with one Ti atom in such
a way that, within a single layer, its first neighbouring cation shell is formed only by
Mo atoms, building the Mo3Ti1S8 (Ti:MoS) system with orthorhombic Cmcm (SG 63)
symmetry (Figure 3.2).

The calculated formation energies ∆Hf (Table 3.1), relative to the MoS system,
indicate that MoS and Ti:MoS are the most stable compounds among those considered;
in particular, the small difference between the MoS and Ti:MoS ∆Hf values (0.04 eV)
suggests that both compounds have the same probability to be produced, especially in
self-assembling tribological mixtures where both MoS2 and TiS2 chemical precursors are
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present. The analysis on the optimized structure shows that the Mo→Ti substitution
produces a significant distortion (δ = 0.17 Å), due to a local reduction of the M–S bond
covalency that decreases from -0.44 to -0.76 eV. Such reduction produces a global lowering
of the cophonicity of the system from 0.25 to 0.14 THz. The cation substitution also
reduces the symmetries of the system, producing the splitting of those vibrational modes
that were degenerate in the parent MoS structure. However, the displacement pattern
of the modes is unvaried, and a direct comparison of the corresponding frequencies can
be done without ambiguities. In the Ti:MoS system, the vibrational frequencies are
found to be lower than those of the undoped counterpart, as expected according to the
lower M-S cophonicity (Table 3.1); in particular, we note that the frequency values are
close to those found in the WSe and WTe systems. According to the present results,
the bulk contribution to the friction coefficient of the Ti:MoS, WSe and WTe systems
are expected to be similar and the lowest ones among those of the TMDs compounds
considered in this work.



Chapter 4

Effect of load on the
sliding-related modes

In the present work,127 we are interested into the dynamic response of the bulk in
the presence of external load in the selected prototypical MX2 TMD structures (see
section 2.6) and the proposed Ti:MoS2 phase (chapter 3). In order to identify which
phonon modes are mostly affected by the application of an external load, we start by
computing the mode Grüneisen parameters γqj for each (q, j) mode sampled in the
reciprocal space. γqj is defined as

γqj = − V

ωqj

∂ωqj

∂V
(4.1)

and it is a measure of how the frequency ω of the j-th mode at wave vector q changes by
varying the volume V of the unit cell. We find that the γqj amplitudes are the highest for
the ωΓ4-6 and ωA1-6 modes, that is, the sliding-related modes that we saw in chapter 3.
We then focus our discussion only on these modes, since all the remaining ones are
less affected by a change in the unit cell volume, hence preserving the characteristic
frequencies in the presence of external load.

We now want to relate the stability of the mode frequency to the chemical composition.
We consider the phonon density of states of the relaxed systems and evaluate the
cophonicity (section 2.5) of the M-X atomic pair in the frequency range [0,2] THz;
we choose such range to be the same for all the systems because the frequencies of
the modes we are focusing on fall within such integration range, irrespective of the
considered chemical composition. We then relate the M-X pair cophonicity to the
mode Grüneisen parameters. We find that, for rigid layer sliding (Γ,4-5) or for those
modes involving interlayer distance variation ((Γ,6), (A,5-6)), γqj is the lowest when
the lowest cophonicity is realized (MoTe system); this tells us that such modes are less
affected by a change in the unit cell volume if the M and X atoms contributions show
the lowest mixing. The (A,1-4) modes, instead, turn out to be more stable against
volume variations when the M and X atoms equally contribute to the corresponding
frequency, hence realizing Cph(M-X) ' 0 (MoS system). Based on these results, among
the explored chemistries, the dynamic bulk features of the MoTe system are the most
stable ones against unit cell volume variations.

In tribological conditions, external load applied along the c-axis affects mainly the
interlayer distances, hence producing a non-isotropic change in the unit cell volume.
We therefore choose to extend our mode Grüneisen analysis to specific anisotropic
variations of the volume, in order to focus on the structural response in the presence

41
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Figure 4.1: (a) The presence of external load is modeled starting from the relaxed
structure and changing the optimized interlayer distance d0 to a new value d by shifting
one layer of a quantity equal to δIL along the c-axis. Purple and yellow spheres represent
M and X atoms, respectively. (b) On a larger scale, positive and negative δIL values
represent deviations from the parallel layer ideal configuration, due to the presence of
topographic defects.

of external load. To this aim, we build new model systems by rigidly shifting two
subsequent MX2 layers to vary the interlayer distance d0; calling δIL the difference
d− d0, where d is the distance after the rigid shift, we build 6 model geometries for each
of the considered system by setting δIL = ±0.5,±1.0 and ±1.5 Å, respectively. With
this choice, a negative value of δIL represents a compression along the c-axis, which is
typical for sliding of perfect crystal or TMD 2D sheets. However, topographic features
can locally cause decrease in contact pressure to zero (i.e. δIL = 0) or even separate two
layers at the sliding interface (Figure 4.1a). Such scenario occurs when TMD sheets are
bended during sliding, as illustrated in Figure 4.1b. It is worthy to note here that, in
our simulations, δIL = −1.5 Å correspond to an external pressure greater than 80 GPa
for all the considered chemistries. We then analyze the variation of ωΓ4−Γ6 and ωA4−A6
with δIL. We find that decreasing the interlayer distance d reduces the frequency of:
i) the sliding modes (Γ,4-5) and (A,1-4), reducing the bulk contribution to the layer
sliding; ii) the breathing modes changing the interlayer distance d, making the bulk less
prone to a further compression along the c-axis.

To understand how the vibrational frequencies variation is coupled to the electronic
structure, we need to analyse the electronic density distribution in detail. The analysis
of the Bader charges141–145 show no charge varation for Ti atom in the entire δIL range;
indeed, irrespective of the composition, at decreasing δIL, we observe an increase of the
Mo or W atomic charge at the expenses of the X anion, indicative of charge transfer
from X to M ion. To better understand how the electronic charge is rearranged after
variations of the interlayer distance, we measure the orbital polarization 146,147 of the X
and M atomic species as a function of δIL. Let’s recall here that the orbital polarization
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P of the ml1 orbital relative to the ml2 orbital is defined as

Pl1ml1,l2ml2 = nl1ml1 − nl2ml2
nl1ml1 + nl2ml2

, (4.2)

where nl1ml1 and nl2ml2 are the occupancies of |l1ml1〉 and |l2ml2〉 orbitals, with orbital
quantum number li and magnetic quantum number mli, respectively. It is an effective
measure of the charge excess in the former orbital with respect to the latter: positive
values indicate that ml1 is more populated than ml2, while the opposite holds for
negative values. Using real-space atomic orbital projections, it is possible to partition
the electronic density into distinct atomic and interatomic regions, so as to isolate
the single contributions hence identifying the electron transfer path. In detail, for
each studied system, we calculate Ppx−py, Ppx−pz and Ppy−pz of the X atom, Pt2g−eg
and Pdx2−y2−dz2 of Mo and W cations, Pd−s and Pd−p of the Ti atom in the Ti:MoS
model. Irrespective of the chemical composition, positive values of δIL do not affect any
orbital population in a significant way; moreover, orbital polarization of the Ti atom
are nearly constant within the considered δIL range, their average values Pd−s = 85.1%
and Pd−p = 77.2% changing about 1%. At increasing load (δIL < 0), we observe that:
i) X px and py population are almost unvaried while pz orbital population decreases, ii)
M eg orbital population increases, and iii) M dz2 population increases at the expenses
of dx2−z2 . This indicates that reducing the interlayer distance induces a flow of charge
from the interlayer region, described by the pz orbitals, towards the intralayer region.
Charge tends to accumulate on each M atom, in particular along an axis orthogonal
to the plane containing the M atoms belonging to the same MX2 layer (Figure 4.2).
We can then conclude that interactions among layers are mediated by the pz orbitals
of X anions belonging to two adjacent layers and facing the same interlayer region.
Finally, we can argue that the charge distribution in the inner part of each layer can be
controlled by proper perturbations of the electronic density at the surface of the layer.

Orbital polarization is a fine partition of the electronic density, providing a real-
space picture of the charge redistribution after alteration of the system geometry in
the presence of external load. However, to understand how the redistribution of the
electronic charge affects the atomic motions (electro-vibrational coupling), we need to
recollect the fragmented information provided by the orbital polarization into a simple
electronic descriptor. To this aim, we now analyse the CM,X M–X bond covalency at
each of the considered δIL values, defined in terms of atomic orbital contributions to
the electronic density of states.134 In the first instance, for δ ≥ 0.0 Å we note that the
M–X bond covalency can be considered as constant; this result is difficult to extrapolate
from the orbital polarizations due to the fluctuations found in the same δIL range, and
shows how the covalency metric CM,X acts as a collective descriptor of the details of the
electronic structure. As we already oberved about the mode frequencies, the constant
trend of CM,X for δ > 0 can be explained considering that, at large interlayer distances,
only intralayer interactions are relevant, and they are the only ones that determine the
electronic distribution. On the other hand, irrespective of the chemical composition, we
find that the covalency is monotonically decreasing with increasing load. We understand
this in this way: the charge accumulation in the intralayer region increases the electronic
repulsion due to the Pauli’s exclusion principle, inducing a localization of the electronic
charge onto the M cation, making the M–X bond more ionic. Such charge localization,
and the consequent reduction of the covalency, is responsible of the hardening of the
(Γ4-6) and (A,1-6) modes; this means that the less covalent the M–X bond, the less
favorable the bulk contribution to the layer shift along the c-axis ((Γ,6) and (A,5-6)
modes) and to the layer sliding ((Γ,4-5) and (A,1-4) modes). This last aspect suggests
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Figure 4.2: Schematic representations of the charge density and the inter-to-intralayer
charge flow mechanism: RGB gradient indicates decreasing charge density (red=highest,
blue=lowest) while shaded atoms and bonds are out of the sections showing the charge
distribution. Color code for atoms is the same as in Figure 4.1; the generic M cation here
represents Mo or W atom, since no variation of the orbital polarization of Ti atom has
been observed in the Ti:MoS system. (a) Electronic density on a plane parallel to the
c-axis and containing two X–M–X bonds, each belonging to two subsequent MX2 layers.
Upon interlayer distance reduction, charge flows from the inter- to the intralayer region,
thanks to electron transfer from X pz to M eg orbitals via an intermediate step involving
the px and py orbitals of the X atom; charge thus accumulates onto an axis containing
the M cation and orthogonal to the layers. (b) Electronic charge distribution on a plane
orthogonal to the c-axis and containing the X anions facing the same interlayer region.
The hybridization of the dz2 orbital of the M cation with the px and py orbitals of the
X atom allows the X→M charge transfer. Adapted from Ref. 127.

that, at increasing load, the macroscopic friction coefficient is expected to increase;
exceptions are found for those systems with instabilities at δIL = −1.5 Å, which, at
very high loads, are expected to show improved frictional properties.

To further disentangle the atomic contributions to the vibrational response, we now
calculate the M-X pair cophonicity at the considered δIL values, in order to understand
how the relative M/X atomic composition of the vibrational bands is affected by the
interlayer distance (Figure 4.3b). Interestingly, we find an abrupt variation of Cph(M-X)
at δIL = −1.5 Å, supporting the idea that significant electro-structural coupling effects
arise at high load; on the other hand, irrespective of the atomic types, Cph(M-X) can
be considered constant for δIL ≥ −1.0 Å. This last result tells us that once the chemical
composition and the M-X connnectivity are fixed, the M-X pair cophonicity is a feature
of the systems, which is preserved if the external load is not extremely high.

The variability of the structural response can be quantified in terms of the amplitude
of the interval within which each mode frequency variates: the higher such amplitude,
the higher the variation of a specific frequency with the external load. We define the
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Figure 4.3: (a) M–X bond covalency and (b) M-X pair cophonicity as a function of the
interlayer distance variation δIL; covalency is found to be a monotonic function of δIL
while cophonicity is nearly constant for δIL ≥ −1.0 Å. (c) Amplitude of the variation
interval of Γ(4-6) and A(1-6) mode frequencies as a function of Cph(M-X); Cph(M-X)
values here used are those calculated at δIL = 0.0 Å. The smallest variation interval of
the considered frequencies is realized at Cph(M-X) ≈ −0.01 THz, corresponding to the
WTe system. Adapted from Ref. 127.

variation amplitude ∆ωqj of the frequency ω associated to the q reciprocal vector as

∆ωqj = max
ωqj

[ω]−min
ωqj

[ω] (4.3)

evaluated among all the calculated ωqj frequencies at varying load. The smaller ∆ω,
the smaller the change of the vibrational frequency; a system with small ∆ω shows bulk
properties that are less affected by the external load. We find that, irrespective of the
mode, the minimum ∆ω is realized at Cph(M-X) ≈ −0.01 THz, corresponding to the
WTe system (Figure 4.3b). Moreover, concerning the (Γ,4-5) and (A,1-4) sliding modes,
the Ti:MoS system shows a small ∆ω value similarly to WTe. These outcomes suggest
that, in the presence of external load, the Ti:MoS and WTe bulk contributions to the
sliding are expected to be the least affected among the studied systems.





Chapter 5

The role of charge accumulation
in the nanofriction response

In tribological conditions, non-null net charges can arise148–151 and redistribute in the
neighbourood of the volume where they originated; this corresponds to a charge injection
across several layers, and to a perturbation of their charge neutrality. Such perturbation
influences the intrinsic frictional properties, the latter being highly relevant in the
micromanupulation of free-standing atomic layers,152 hence in the final design of TMD-
based nanostructured materials. Charges may be free to move through the material
or may localize in the local environment of specific atomic sites. As a consequence,
attractive or repulsive Coulombic forces may arise, either hindering or facilitating
relative layer gliding, depending on several factors such as sliding velocity, temperature
and atomic types forming the structure. In the light of such observations, in the work
reported in Ref. 153 and summarised in this chapter, we focus on how the presence of
non-null charge affects the sliding-related modes in the prototypical MX2 TMDs.

We consider neutral as well as charged systems, with charge q = 0,±0.01,±0.03±
0.05,±0.1,±0.2,±0.3,±0.5,±0.7,±1.0 |e|/cell. We do not find unstable displacements,
with the exception of the MoS systems with q = −0.5,−0.7,−1.0 |e|/cell; the careful
search of the stable states we performed on the latter cases, indeed, suggests that
such instabilities cannot be removed unless the charge content is variated. For this
reason, we will exclude these cases from our present analysis. Perturbation of the
charge neutrality induces a reduction of the system symmetries, from hexagonal to
orthorhombic, monoclinic or triclinic; among the charged systems, we notice that the
MoTe, WSe and WTe models maintain the geometry with the highest symmetry (Cmcm)
at very different charge amounts. This can be qualitatively ascribed to the fact that
larger ions can accomodate charge variations better than smaller ones, limiting possible
symmetry reductions. At q = ±0.05 |e|/cell, the symmetry is lowered from hexagonal
to orthorhombic, monoclinic (WS at q = −0.05 |e|/cell), or triclinic (MoS at q = 0.05
|e|/cell), with space group number ranging between 194 and 1; correspondingly, a
variation of the c-axis is observed. In all the charged systems, at fixed X anion the c-axis
is found longer when M = Mo. Considering that the c-axis variation range is wider than
that of the a-axis, we can infer that the charge alteration is mostly accomodated along
the direction orthogonal to the layer planes, producing a volume increase at increasing
charge content.

We then proceed with the phonon analysis. At q = 0, the sliding modes are (Γ,4-7),
(Γ,8-9), (A,1-4), (A,7-10), while the compressive (breathing) modes are (Γ,10-11), (Γ,12),
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Figure 5.1: Overall structural distortion δ as a function of the charge content q. Lines
are a guide for the eye. Adapted from Ref. 153.

(A,5-6), (A,11-12), where we grouped the modes with degenerate frequencies.a We
want here to notice that, according to the usual convention, the A point relative to the
hexagonal space group 194 corresponds to the Z point relative to the space groups 63,
40, 15, 8, 5, 2 and 1, and to the Y point relative to the space groups 12 and 6; all the
three A, Y and Z high symmetry points correspond to the direction (0, 0, 1/2) of the
respective reciprocal lattices. However, the displacement pattern of the (A,1-12) modes
is equivalent to that of the (Z,1-12) and (Y,1-12) modes; for this reason, we will simplify
the notation by referring to the (Z,1-12) and (Y,1-12) modes as (A,1-12) modes without
any ambiguities. As expected, the loss of charge neutrality and the consequent symmetry
reduction produce, in general, the split of some degenerate modes. Irrespective of the
chemical composition, the frequencies of the considered modes are globally increasing
at increasing q. However, the frequency-charge relation is not symmetric about q = 0:
while for q < 0 the trend is smooth, for q > 0 sudden jumps are observed. Some of the
jumps are expected due to a change in the space group; in other cases, frequency jumps
are observed despite no variation of the system symmetries occurs. In this respect, the
frequency-charge-stucture relation is not trivial and other descriptors must be considered
to harness the frequency change at variable charge content.

Interplay between charges and structural distortions have already been observed in
several classes of materials.44,154,155 To analyse the details of the symmetry reduction
upon removal of charge neutrality, we perform a group theoretical analysis by decom-
posing the ground state geometries into irreducible representations of the corresponding
high symmetry hexagonal P63/mmc phase, aided by the isodistort software.140 Strain
distortions are mainly accounted by the variation of the c-axis length discussed above;
thus, from now on, we will only consider the overall structural distortion δ generated
by pure atomic displacement (Figure 5.1). The main kind of distortion is Γ1+, corre-
sponding to the bending of the X-M-X intralayer angle (Figure 5.2a); other distortions
have negligible values, being 3 order of magnitude smaller. In few particular cases, the
latter are not negligible and contribute to the overall atomic displacements in such a
way to produce sudden variations of the atomic displacements (Figure 5.1). Such cases
are: i) Γ5+, relative rigid sliding of adjacent MX2 layers in MoSe at q = 0.1, WSe
at q = 0.2, 0.5, 0.7, MoTe and WTe at q = 1.0 (Figure 5.2b); ii) Γ6+, intralayer rigid

aUnlike the models considered in the other chapters, the geometries used for the present study are
obtained as supercells of the respective primitive ones; accordingly, the mode labels are different.



49

Figure 5.2: Schematics of (a) Γ1+, (b) Γ5+ and (c) Γ6+ distortion modes corresponding
to the bending of the X-M-X intralayer angle, rigid interlayer sliding, and intralayer
rigid sliding of X planes relative M planes, respectively; positive distortion δΓ1+, δΓ5+
and δΓ6+ amplitudes indicate displacements along the directions shown by the arrows.
Γ1+ distortion is dominant in all the examined cases. Atom color legend is the same as
in Figure 2.7; grey spheres represent undistorted atomic positions. Displacements are
magnified for clarity. Adapted from Ref. 153.

sliding of S planes with respect to W planes in WS system at q = 0.7 (Figure 5.2c).
At fixed X anion, δ is larger in WX than in MoX compounds, with some exceptions

at specific q values of the MSe models. This means that MoX systems are able to
accomodate charge variations better than WX systems, limiting the atomic displacements
to the minimum. Similarly to what observed in the frequency-charge relation, δ values
are not symmetric about q = 0. Distortions at −|q| are lower than the corresponding
ones at +|q|, and increase for q > 0; for q < 0, the distortions decrease at increasing
charge content in WX systems, while they increase at a lower rate in MoX systems.
This outcome is a further example of the non-trivial charge-structure relation, and point
out that multiple descriptors must be used to control the electro-structural coupling
and its effect on the sliding-related vibrational modes of the system.

We now proceed with the study of the details of the electronic distribution. To
this aim, we first perform a Bader charge analysis and consider the difference qB =
qM − qX , where qM and qX are the Bader charges of the X and M atomic species,
respectively (Figure 5.3a); we then calculate the CM,X bond covalency134 and the
Cph(M-X) cophonicity (section 2.5) of the M-X pair, in the range [−10, 0] eV and
[0, 2.25] THz, respectively (Figure 5.3b-c). We observe that the variation range of qB is
wider in WX systems, and can be put in correspondence with a larger variation of the
structural distortions with the charge content (Figure 5.1). Bond covalency is slightly
decreasing upon charge injection, displaying a general linear trend with the system
charge; however, by comparing Figure 5.3b) and c), it is immediately apparent that the
covalent character of the bond is not strictly related to qB, nor directly connected with
δ (Figure 5.1). Similar observation can be applied to the cophonicity data: in a good
approximation, Cph(M-X) is linear with the charge content, after neglecting few local
minima/maxima due to more subtle electronic features which we will discuss later on.
We also compute the electron localization function156,157 (ELF) of all the considered
systems: irrespective of the chemistry and the charge content, no localization of the
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Figure 5.3: (a) qB Bader charge difference (|e|/atom), (b) CM,X M-X bond covalency
(eV) and (c) Cph(M-X) cophonicity (THz) of the M-X pair as a function of the system
charge q. Lines are a guide for the eye. Adapted from Ref. 153.

extra charge q occurs in any specific volume of the system cell. These last outcomes
suggest that the electronic and dynamic features of the ionic environment are the result
of a delicate balance between local rearrangements of the electron density, structural
distortions and overall charge neutrality perturbation. For this reason, we now focus on
the subtle details of the electronic density spatial distribution by analysing the orbital
polarization.

The charge density can be partitioned in atom-centered hydrogen-like orbitals, so
as to uncover the features of electronic flows through the structure at variable charge
content q.158 We then measure the orbital polarization (Equation 4.2) of the X and
M atomic species in each of the relaxed systems. In all the charged systems, X px
and py orbitals are almost equally populated, with an exception at q = ±0.03 for all
the systems and at q = 0.01 for the MoSe system, where px orbital is more populated
than the py one. On the other hand, pz orbital displays an excess of population with
respect to both px and py orbitals. At fixed M cation, Ppx,pz and Ppy ,pz polarizations
increase as MTe < MS < MSe, assuming higher values if M = W. The t2g orbitals are
more populated than the eg ones, with d3z2−r2 orbital bearing an excess of charge with
respect to the dx2−y2 orbital. In general, at fixed M cation and charge content q, the
d3z2−r2 population decreases with the X species as S>Se>Te, whereas higher population
is found in WX systems. The amount with which the d3z2−r2 orbital can accommodate
a specific amount of charge is therefore determined by both the M and X atomic types.
We can then state that, upon charge injection, a flow of charge occurs from the t2g to
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Figure 5.4: Linear interpolation of the average frequency ω as a function of the
Pt2g,eg orbital polarization of the considered (a) Γ(4-12) and (b) A(1-12) phonon modes,
respectively. Irrespective of the chemical composition, mode frequencies are overall
increasing with increasing Pt2g,eg orbital polarization. Adapted from Ref. 153.

the eg orbitals, in particular towards the d3z2−r2 one, which results to be more prone to
accomodate the incoming electrons. This mechanism accounts for the c-axis variation
with the system charge q, as the d3z2−r2 orbital extends along the ĉ direction. In fact,
ion substitution regulates the charge transfer from the planes parallel to the xy-plane
and containing the X anions towards an axis parallel to ĉ, with the Pt2g,eg orbital
polarization being the quantity controlling such transfer. Moreover, Pt2g,eg regulates
the M-X interaction, hence the lattice dynamics. Following these results, we first focus
on the (Γ,4-12) modes and calculate the average frequency ω at fixed Pt2g,eg value,
thus obtaining a {ω,Pt2g,eg} data set for each MX system; we then evaluate the linear
interpolation of such data sets and report the results in Figure 5.4a. We repeat the
same procedure on the (A,1-12) modes and show the interpolated data in Figure 5.4b.
An inspection of the figures clearly show that the mode frequencies overall increase with
the Pt2g,eg orbital polarization. By controlling the Pt2g,eg orbital polarization, it is then
possible to finely tune the phonon modes relative to layer sliding; to this aim, we will
exploit the connection between Pt2g,eg with the M–X bond covalency and cophonicity.
Irrespective of the chemical composition, at a fixed charge, Pt2g,eg is decreasing with
increasing CM,X and Cph(M-X), the latter two descriptors being connected with the
atomic type, the structural distortions and the electronic density distribution, as we
have already shown in previous studies.41,127,158

Chemical composition and stoichiometry can be chosen in such a way that they
induce specific structural distortions that alter the electronic distribution and are more
suitable to accomodate a specific amount of charge in the structure; at the same time,
they alter the interatomic interactions that determine the vibrational motions of the
system. We can thus conclude that covalency and cophonicity can be used as a knob to
control the Pt2g,eg orbital polarization, and hence low-frequency phonons contributing
to the intrisic friction in charged MX2 systems.





Chapter 6

The electrostatic field as an
external knob to tune nanoscale
friction

Previous studies already pointed out that load can be used as an external knob to
control the nanoscale friction,52,159,160 although it may induce unwanted permanent
changes to the atomic geometry.161–164 On the other hand, electrical fields induce charge
movements which may alter the frictional properties temporarily, while allowing to
revert to the original structure once the field is suppressed.21,22,153 Some theoretical
studies have already dealt with the effect of electric fields on the coupling between
the electronic and dynamic (i.e. phonon) features in low-dimensional materials;165,166

interestingly, such coupling has been found to be effective in altering the lateral frictional
force in MoS2 and graphene bilayer systems.167,168 Recent experimental studies showed
how to manipulate free-standing atomic layers by in-plane potential gradients with an
Atomic Force Microscopy tip,152,169 while the friction between the tip and the layer
decreases with the field.21 Motivated by this findings, in the work reported in Ref. 170
we study the microscopic mechanisms governing the intrinsic friction at the nanoscale
in the presence of electrostatic fields. We here summarise the main results of that work,
together with the methodology to obtain them.

As a case study, we consider the six prototypical van der Waals transition metal
dichalcogenides that we already analysed in the previous chapters. Following the
formulation of Nunes and Gonze,171,172 we apply an external electrostatic field E along
a direction parallel to the c lattice vector (perpendicular to the sliding plane), the
magnitude of which varies in the range [0, 2.5]× 10−3 a.u.a Apart the largest values of
2.0 and 2.5× 10−3 a.u. which we consider as extreme cases, the remaining values are
representative of the electric fields typically used in MEMS/NEMS devices.173–177

According to the classical picture (chapter 2), at a constant system energy, the lower
the frequency of the sliding modes, the larger the amplitude of the corresponding atomic
displacements, this corresponding to facilitated sliding. If the frequency of a sliding
mode becomes negativeb due to external stimuli, the geometry becomes unstable against
the distortion represented by the eigendisplacement of such mode, and the atomic

a1 a.u. of electric field corresponds to 514220624373.482 V/m, as 1 a.u. = e/(4πε0a
2
0), where e is

the electron charge, ε0 is the vacuum permittivity and a0 is the Bohr radius.
bWhen the eigendisplacement of a phonon mode is unstable, the corresponding eigenfrequency is an

imaginary number; however, it is instead usually indicated by a negative real number for convenience of
representation.
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Figure 6.1: Average frequency as a function of the applied electric field. Instabilities
arise when the field magnitude is above a critical value depending on the chemical
composition. Lines are a guide for the eye. Adapted from Ref. 170.

configuration does not realize a minimum of the energy any more. This means that a
very small perturbation of the geometry is enough to activate the sliding motion along
the direction of the mode eigenvector; as a consequence, a new minimum of the energy
is realized. The latter corresponds to a new geometric configuration with new sliding
mode frequencies which, in principle, can be larger than the initial ones. To obtain easy
sliding over long distances, it is then necessary to lower the frequencies of the sliding
modes at each local minimum of the energy landscape; indeed, it has been found that
layered compounds display several energy minima with different curvatures.90,178–181

Nevertheless, the present discussion is general and does not depend on the specific atomic
topology. For this reason, we here focus on the structural configurations corresponding
to one of the possible energy local minima of the considered compounds; the same
analysis can then be repeated on the geometries corresponding to any other minimum.
If an approximate evaluation of the frequencies is required, it is possible to reduce
the computational load by exploiting the normal-modes transition approximation 42

(section 2.4).
We want to avoid the fragmentation of information into several parameters; instead,

we use global quantities in order to obtain a unified description of the physics of the
system. To this aim, we consider the mean frequency ω which is calculated as

ω = 1
N

N∑
j

ωj (6.1)

where N is the number of the considered sliding and breathing modes and ωj is the
frequency of the j-th mode. It is worthy to note here that ω can assume positive values
despite the fact that some of the ωj can be negative, that is, also in the presence of
unstable modes. In this respect, a positive value of ω indicates that the amount of
instabilities, that is the number of unstable modes and the magnitude of the relative
frequencies, is null of negligible; in the latter case, the structure can be considered
“globally” stable. The phonons relevant to our discussion are mainly located at the Γ
and A points of the irreducible Brillouin zone; we will then focus on this portion of the
reciprocal space in our phonon analysis.

We start our investigation from the effect of the electric field on the geometry.
At non-null fields, we observe the largest volume variation in the MoSe2, MoTe2
and WSe2 systems, mainly due to the change in the length of the c lattice vector;
this is expected, since such crystallographic axis is parallel to the direction of the
applied field E. Some structure becomes unstable for field values beyond a certain
threshold which depends on the atomic types; for those values, the lattice parameters
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correspond to a transient configuration which belongs to a geometric path connecting
two stable states. Such transient configuration can be detected by time-resolved
crystallography techniques, capable to monitor structural changes occurring in very
short time scales.182–184 Concerning the phonon structure, we observe that an increase
of the field produces a general hardening of the Γ–A modes together with a softnening
of some sliding branches, which may become unstable beyond some critical E (E = |E|)
value specific of the system. This is apparent when we consider the average frequency ω
as a function of E (Figure 6.1): the MoS2, WS2 and WTe2 systems appear to be the
most stable against large field perturbations while, in the remaining compounds, some
of the sliding modes become unstable already at E = 0.5× 10−3 a.u. This suggests that
the sliding can already be facilitated in MoSe2, MoTe2 and WSe2 pristine TMDs by
means of the application of small electric fields.

To quantify how the electronic charge redistributes across the structure under the
effect of the field we make use of the orbital polarization analysis (Equation 4.2). We
consider the px, py and pz orbitals centered at the anion sites, and the t2g and the eg
orbitals centered at the cation sites, in order to calculate the following polarizations:
Ppx,py , Ppx,pz , Ppy ,pz , Pt2g ,eg , Pdx2−y2 ,dz2 . We notice that the presence of the field does
not induce any significant change in the relative occupation of the px with respect to
the py orbital; the fluctuation around zero of Ppx,py indicates that the electrons are
equally distributed between the two orbitals. This is an expected behaviour thanks to
the symmetries present in the a, b plane; for the same reason, both Ppx,pz and Ppy ,pz
orbital polarizations show the same trend. The negative values of Ppx,pz and Ppy ,pz
indicate an excess of electrons along an axis orthogonal to the layers at the anion site,
such excess remaining nearly constant irrespective of the applied field. Concerning
the relative occupation of the t2g and eg orbitals, in the MoSe2, MoTe2 and WSe2
systems we notice that an increase of the field induces a transfer of electrons towards
the eg orbitals and, correspondingly, an electron flow from the dx2−y2 to the dz2 orbital.
This points at a charge transfer along an axis orthogonal to the a, b plane and passing
through the cation sites. Differently, in the MoS2, WS2 and WTe2 systems the variation
of the field leaves almost unaltered both the Pt2g ,eg and Pdx2−y2 ,dz2 polarizations. This
analysis then suggests that the applied field induces an accumulation of charge along
the ĉ direction in the MoSe2, MoTe2 and WSe2 systems, which accounts for a significant
variation of the c lattice constant and the consequent instability of the sliding modes
(Figure 6.1).

In order to connect the charge redistribution to the dynamic response (i.e. phonons),
we calculate the cophonicity (section 2.5) Cph(M-X) of the M-X pairs. We observe
that the cophonicity is nearly constant for low values of the electric field (Figure 6.2);
in this respect, it can be regarded as an intrinsic characteristic of the stable system.
For each system, there is a critical electric field beyond which the cophonicity deviates
significatively from the value at zero field. Correspondingly, the structure becomes
highly unstable against the sliding and breathing distortions, that is, the relative layer
motion is promoted in a more significant amount than what is observed for the cases at
low field. Interestingly, in general, the sliding and breathing displacements are stable
when perfect cophoniciy is realized (Cph(M-X) ≈ 0), while become prevalently unstable
when Cph(M-X) significantly deviates from zero; how far from zero it must be to have
unstable modes depends on the system. This means that if the overall layer displacement
is formed by atomic motions in which the M and X atoms move in average at the same
velocity, the sliding is favoured at low electric field values; on the countrary, larger field
values require that cations and anions move at a very different velocity in order to
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Figure 6.2: (a) Cophonicity of the M-X pair as a function of the electric field. (b)
Average frequency as a function of the cophonicity. Legend is common to both subfigures;
lines are a guide for the eye. Adapted from Ref. 170.

produce easy gliding of the layers. In passing, we notice that the cophonicity values
here reported are similar to those realized in finite n-layered TMDs, where the orbital
polarization and the consequent interlayer charge distribution play a relevant role in
the determination of the sliding-related frequencies.158

The presented case study can be extended by considering geometric configurations
corresponding to local energy minima other than those considered in the present
work; in this way, it is possible to obtain a more complete overview of the set of
electric field values suitable for the selected atomic types. Moreover, atomic species
and geometries other than those pertaining the here examined TMD prototypes can
be the subject of future studies. To this aim, it is possible to use the cophonicity
to parameterize the nanoscale frictional response to external electric fields in large
databases of chemical moieties and atomic topologies. Such parametrization can be used
in machine learning engines185 for automated research of proper combination of atomic
species and geometries, to ultimately design novel tribological materials with targeted
frictional response under electric field stimuli. Finally, the observed relation between the
charge flow and the electric field may guide the probe and control of metal-to-insulator
transition in nanomechanical motions,186,187 since the transition is generally determined
by subtle anisotropic rearrangements of the electronic density.146,188,189



Chapter 7

Inert intercalant as friction
modifier

The fundamental starting point to build 2D TMD-based systems is to obtain mono or
few-layered TMD films. The crucial aspect involved in harnessing layer exfoliation is
understanding the interlayer environment. In bulk TMD structures, the weak van der
Waals forces allow relative sliding of adjacent layers and ease layer separation under
external solicitations. Individual layers of TMDs can be isolated from the bulk parent
via mechanical cleavage,190–192 liquid exfoliation,193,194 or ion intercalation.195–198 The
most promising method would seem to be the intercalation of inert rather than ionic
species in order to prevent unwanted interactions.

Computational investigations on exfoliation of layered materials have mainly fo-
cused on interlayer adhesion energies also in the presence of exfoliation assisting
molecules,199–203 and very few of them dealt with TMD compounds.204 Adhesion
indeed is the main force resisting the layer peeling and is then one of the main structural
responses to harness in order to facilitate the exfoliation process. However, adhesion
is inevitably accompanied by the resistance that adjacent atomic layers develop to
prevent the relative parallel shift, this occurring because the exfoliation is initiated and
carried out by mechanical stress tangent to the layer surface:205–208 layer sliding and
separation are the two main phenomena that must be controlled in order to obtain a
facile exfoliation of the lamellar structure. Nanotribological properties of TMD layers
play therefore a fundamental role in the exfoliation process. Following the perspective
outlined above, we here review our work209 focusing on how inert molecules change the
tribological properties of TMD layers when intercalated in the interlayer gap.

The exfoliation process occurs thanks to the combined action of external forces
acting along the shear and vertical directions with respect to the layer plane;205–208

such forces are capable to overcome the internal forces which bind the layers together.
This can be visualized in the following way. If an external macroscopic force acts on the
system with a non-null component tangent to the material surface, the atomic layers
slide upon shearing. As a response, internal forces opposing the shift develop, and the
relative motion is realized as long as the external tangent force is active and larger than
these internal ones; such internal forces manifest as friction. Both sliding and breathing
modes are then active whenever two subsequent layers are laterally displaced to be
separated (section 2.2); if the separation occurs thanks to only vertical forces, then solely
the breathing modes are active and are hindering the exfoliation. The control of both
sliding and breathing frequencies is then desirable to optimize the exfoliation process.
To this aim, we will focus on the frequencies of both the sliding and the breathing
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Figure 7.1: Average frequency of (a) sliding and (b) breathing modes at the considered
molecular moieties; Z=0 indicates the pristine compounds. Legend is common to all the
subfigures. Adapted from Ref. 209.

modes. In order to reduce the number of parameters and facilitate the analysis, we
consider the mean sliding frequency ωsl which reads

ωsl = 1
N

N∑
j

ωj (7.1)

where ωj is the frequency of the j-th sliding mode and N is the total number of the
considered sliding modes; the mean breathing frequency ωbr is defined in an analogous
way. Let us here recall that, in the practice, the distinction into breathing and sliding
modes is done by considering reference vectors parallel and perpendicular to the layer
surface. The modes with large scalar projections along the parallel or perpendicular
reference vectors are labeled as sliding and breathing modes, respectively (section 2.2).

We consider the six prototypical MX2 TMDs, with M = Mo, W and X = S, Se, Te;
we select Z = N2, CO2 as inert intercalant molecules, whereas Z = 0 indicates the pristine
structure. In general, the presence of a molecule induces a lowering of ωsl and ωbr with
respect to the pristine case (Z = 0), irrespective of the chemical composition of the layers;
this is expected, because the presence of the molecule increases the separation between
the layers and screens the interaction between them, making the sliding (friction) and
breathing (adhesion) restoring forces weaker. However, although the steric hindrance
of the CO2 molecule is larger than the N2 one, the effect on the mean sliding and
breathing frequencies is peculiar of the system (Figure 7.1): while the mean sliding
frequency decreases as in the sequence 0 > N2 > CO2, the mean breathing frequency
increases in Z-MoS, Z-MoSe and Z-WTe systems when Z changes from N2 to CO2.
There is no direct relation between the cell volume and the frequency shift: ωsl and ωbr
increase or decrease with the volume according to the specific chemical composition.
The frequency shift is not then a mere result of the change in the geometry of the system
but arises from the subtle interplay between the electronic and the dynamic features.
In fact, the phonon frequencies are obtained from the diagonalization of the dynamical
matrix which, in turn, is the normalized Fourier transform of the interatomic force
constants (section 2.1);98,99 these latter depend on the atomic types forming the system
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Figure 7.2: Density of states of the (a) 0-MoS, (b) N2-MoS and (c) CO2-MoS systems.
The DOS values are normalized by a factor chosen to optimize the visualization. In
each plot, the Fermi level has been set to 0 eV and is marked by a vertical dashed line,
while the blue arrow indicates the position of the bottom of the valence band with
the corresponding value reported right above. Legend is common to all the subfigures.
Adapted from Ref. 209.

and determining the electronic environment in which they are embedded. Any change
induced in the electronic distribution of the pristine material is therefore reflected into
a change of the atomic interactions and the corresponding phonon frequencies. For this
reason, we continue our analysis by focusing on the electronic density of states (DOS).

A typical profile of Z-MX electronic DOS is reported in Figure 7.2, where we show
the case of the Z-MoS systems. The valence band of the pristine material covers the
energy range [−6.92, 0] eV (Figure 7.2a); once a molecule is inserted into the interlayer
gap, the width of the valence band is narrowed by an amount that depends on the
kind of molecule (Figure 7.2b-c). The atom-projected DOS reveals that the molecule
contributes with its own states to the valence band; however, no hybridization occurs
between the atomic-like wavefunctions centered on the molecule and those centered on
each surrounding X anions. This is an expected behavior because N2 and CO2 are known
to be inert gases and any non-null wavefunction overlap would indicate an interaction
between the molecule and the layers. This is apparent from the analysis of the partial
electronic density generated by considering the energy range which includes the Z-states
in the valence band (Figure 7.3): the partial electronic distribution is localized on the
molecule and around the cation within the layer, while no density shared between the
layers and the molecule is found. The effect of the molecule orbitals is then to change
the width of the valence band by contributing to the whole system wavefunction without
interacting with the MX2 layer orbitals, but yet determining the relative position of the
latter within the valence band. We find that the valence-band width does not correlate
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Figure 7.3: Isosurface (blue) and plane projection of the partial charge density
in (a) N2-MoS and (b) CO2-MoS, obtained by selecting the electronic bands in the
range [−6.5,−6.0] ∪ [−5.0,−4.5] and [−4.0,−3.2] eV, respectively, each including the
corresponding Z-states (see Figure 7.2). No significant charge is found in the region
between the molecule and the sulphur atoms, this showing that no hybridization occurs
between the S-centered and molecule-centered atomic orbitals. The Red-Green-Blue
color gradient indicates decreasing charge density values. Adapted from Ref. 209.

with the lattice vectors length nor with the system volume; interestingly, the width
decreases as in the sequence 0 > N2 > CO2 irrespective of the chemical composition
of the layers (Figure 7.4a). Such behavior is similar to that found for the sliding and
breathing frequencies (Figure 7.1); in fact, ωsl and ωbr seem to correlate with the width
of the valence band (Figure 7.4b-c). In general, we observe that an increase of the
valence-band width favor higher sliding and breathing frequencies; this result suggests
that it is beneficial to narrow the valence band in order to reduce the lateral friction
and the layer adhesion, hence in order to promote the layer exfoliation. In passing,
we note that the variation range of the valence-band width depends on the specific
atomic type forming the layers; for practical applications, it can be pre-evaluated in
high-throughput calculations preliminary to the experimental validation of the selected
exfoliation-assisting species.

The covalency and orbital polarization analysis show no clear connection between
the Z species and the charge arrangement within the layer; accordingly, no clear relation
is found between the charge distribution and the sliding and breathing frequencies. This
result is different than what we found in the pristine MX2 systems under different stimuli,
in which the orbital polarization plays instead a fundamendal role in determining the
nanoscale frictional behavior.127,153,170 We then conclude that the molecule suppresses
the effect of the details of the electronic distribution inside the layer on the sliding-related
modes.

In our analysis so far, we used the properties of the equilibrium geometry to estimate
the response of the system during the layer sliding and separation, that is, to predict
the system behavior far from the equilibrium. We now want to check the reliability of
such prediction. As a first step, for each of the considered systems, we create a sliding
path along the M–X bond (Figure 7.5a). A sliding path is a sequence of configurations
(atom positions and lattice parameters) which represent the relative parallel shift of two
subsequent MX2 layers. The initial guess of the paths have been obtained by considering
linear combinations of eigenvectors corresponding to the sliding modes, according to the
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Figure 7.4: (a) Width of the valence band as a function of the intercalated moiety.
Average frequency of (b) sliding and (c) breathing modes as a function of the width of
the valence band. Legend is common to all the subfigures. Adapted from Ref. 209.

prescription of the normal-modes transition approximation;42 in this way, we created a
total of 11 configurations for each sliding path. We then performed a Climbing-Image
Nudged Elastic Band (CI-NEB)133,210 full relaxation (atom positions and lattice vectors)
of the paths. As a results of the CI-NEB calculations, we obtain the potential energy
barrier ∆Ebar associated to the relative layer sliding. We can then define the average
friction force ffr as

ffr = ∆Ebar
∆RNEB

; (7.2)

∆Ebar is the difference between the energy of the ground state and the maximum energy
value realized along the path while

∆RNEB =

√√√√ N∑
i=1

∣∣Ri
bar −Ri

0
∣∣, (7.3)

with Ri
bar being the position of the i-th atom in the configuration realizing the energy

maximum and Ri
0 the position of the same atom in the equilibrium geometry. With

this definition, ∆RNEB is a measure of the displacement covered by the atoms during
the sliding. As a second step, we estimate the adhesion force. Starting from the
equilibrium geometry, we consider 11 geometric configurations in which the two layers
are progressively shifted along the c-axis direction until the interlayer distance is 15 Å
(Figure 7.5b). For each configuration, we fix the lattice parameters and the positions of
the M cations, and finally optimize the coordinates of the remaining atoms. By tracking
the evolution of the system energy as a function of the interlayer distance, we observe
an asymptotic behaviour; this assures us that the last configuration corresponds to
non-interacting (separated) layers. Analogously to the definition of the average friction
force ffr (Equation 7.2), we then define the average adhesion force fad as

fad = ∆Esep
∆Rsep

(7.4)

where ∆Esep is the difference between the energy of the ground state and the last
configuration, while ∆Rsep is the layer-layer distance. Similarly to what we observed for
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Figure 7.5: Example of (a) sliding path and (b) layer separation. Along the configura-
tional coordinate ζ, the initial, an intermediate and the final states are indicated with
ζ0, ζi and ζ1, respectively. Adapted from Ref. 209.

the sliding and breathing mode frequencies, the frictional and adhesion forces display
large values in correspondence with large values of the band width (Figure 7.6). Moreover,
we notice that the adhesion forces are larger than the frictional ones, as the breathing
frequencies are larger than the sliding ones; this supports the harmonic representation
of the two forces discussed in section 2.2. In the same section, we examined how both
lateral friction and adhesion forces appear during the exfoliation process. This suggests
us to consider an average force fave = (ffr + fad)/2 arising during the exfoliation;
analogously, we consider the average frequency ωave = (ωsl + ωbr)/2. In general, we
notice that both quantities increase with increasing values of the valence-band width
(Figure 7.7). These results suggest us that from the analysis of the equilibrium geometry
(electronic structure, phonon spectrum) we may infer the response of the system far
from the equilibrium (layer sliding and separation); in this respect, the width of the
valence band seems to be a useful descriptor to parametrize the forces opposing the
layer exfoliation in the presence of inert intercalated molecules.
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Figure 7.6: (a) Lateral frictional force and (b) adhesion force as a function of the width
of the valence band. Legend is common to all the subfigures. Adapted from Ref. 209.

Figure 7.7: (a) Average force and (b) average mode frequency as a function of the
width of the valence band. Legend is common to all the subfigures. Adapted from Ref.
209.





Chapter 8

Nanofriction in thin films

Moving parts during nanodevices fabrication and operation are subject to non-conserva-
tive forces active during the relative motion of the involved surfaces; those forces
limit the output efficiency by producing heat, fatigue and wear up until compromising
the correct construction or functioning of the device. Indeed, the comprehension of
mechanisms governing friction in thin films is a forefront challenge to save energy and
increase the lifetime and sustainability of miniaturised devices, besides improving their
performance.8 To this aim, we applied the phonon-based description of the nanoscale
friction to few-layer prototypical TMDs,158,211 in order to study the sliding-related
modes and the relative dissipative processes generated by frictional forces occurring
during relative motions of few atomic layers. In what follows, we briefly review the
results of that work.

We already saw (section 2.2) that the decomposition of sliding trajectories into
phonon modes allows one to distinguish between sliding and dissipative modes: the
former are those who have an effective geometric contribution to the layer drift, while
the latter reduce the population of the sliding ones via phonon-phonon recombination
processes. Layer sliding is active as long as the sliding modes own enough energy. The
frictional forces are then all those forces which activate recombination processes involving
sliding and dissipative modes, producing a depopulation of the former. By indicating
with λ = (q, j) a phonon mode with wave vector q and band index j, the decrease of
the population of the sliding mode λ occurs at a transition rate Pλ′′λ,λ′ involving the λ′
and λ′′ dissipative modes, and is proportional to the square of the interaction strength
Φλλ′λ′′

99 (Equation 2.21):

Pλ′′λ,λ′ ∝ nn′(n′′ + 1)|Φλλ′λ′′ |2 (8.1)

where n, n′ and n′′ are the phonon populations depending on the environment (e.g.
presence of thermal bath, irradiation, external forces), while Φλλ′λ′′ is a characteristic
of the system. A fine tune of the interaction strength tensor Φλλ′λ′′ then allows to
design tribological materials with controlled frictional response: as |Φλλ′λ′′ |2 becomes
smaller and smaller, the λ+ λ′ = λ′′ scattering becomes less probable and the lifetime
of the sliding phonon λ increases. This implies that the magnitude of an external
drift force needed to keep the sliding active is small when low values of |Φλλ′λ′′ |2 are
realized. The interaction strength tensor Φλλ′λ′′ is an intrinsic property of the material:
it is determined by the atomic kinds and geometry forming the system which, in turn,
determine the eigenvectors, eigenfrequencies and interatomic force constants. We already
observed131 (section 2.3) that it is possible to switch off or on any λ+λ′ = λ′′ scattering
process by controlling the symmetries of the system; in what follows, we show that an
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Figure 8.1: (a) Sum of the square modulus of the interaction strengths involving both
sliding and dissipative modes against the number of layers: the number of dissipation
channels increases with n, producing an increase of the dissipated energy. (b) Average
frequency of the sliding-related modes against the number of layers: at fixed composition
the trend is not monotonic with n, showing the non-trivial relation between electronic
and dynamic features of the systems; symbols are the same as in (a). (c-d) |Φ|2 values
of MoX-nL and WX-nL systems against eigenfrequency average comprising both sliding
and dissipative modes; the value of n is indicated by the different symbols as shown in
the legend. Lines are a guide for the eye. Adapted from Ref. 211.

other way to control the value of Φλλ′λ′′ is to act on the subtle relation between the
electronic density and the dynamic properties of the system.

Starting from the six prototypical TMDs, we truncate the periodic image repetition
along the c axis by setting the c lattice parameter at 65 Å, and consider only 2, 3, 4,
5 and 6 MX2 subsequent layers. In this way, for each considered compound, we build
5 model systems that we name MX-nL, where M and X specify the kind of transition
metal and chalcogen atom, respectively, while n corresponds to the number of MX2
layers forming the unit cell. The number of sliding modes depends on the number
of layers: the higher n, the higher the number of modes effectively contributing to
the sliding, the higher the number of dissipative modes and corresponding dissipation
channels. To track all the dissipative processes, we then consider the quantity |Φ|2,
which we define as the sum of the squared modulus of all the Φλλ′λ′′ elements involving
both λ sliding and λ′, λ′′ dissipative modes. By controlling |Φ|2, we can then control
the energy dissipation in tribological conditions at the nanoscale. A quick inspection
of Equation 2.22 shows that Φλλ′λ′′ can be decreased by simply choosing atoms with
higher atomic masses mk via isotope substitution: however, this would cause a decrease
of the eigenfrequencies ωλ, the two quantities being related by a relation of the kind
ω ∝ 1/

√
m. Instead, we will focus on the choice of the atomic type, which is the most

adopted solution in practical applications. The crucial quantity that determines Φλλ′λ′′

is the third order tensor of the anharmonic force constants; therefore, the geometry and
the consequent electronic distribution determine concurrently the final Φλλ′λ′′ values
in a non trivial way. Since it is not simple to map the behaviour of Φλλ′λ′′ against the
atomic kind, we need to identify proper collective descriptors to guide us through the
complex interplay between the electronic structure and the dynamic features of the
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Figure 8.2: Average frequency values of (a) MoX-nL and (b) WX-nL systems against
the M–X bond covalency: higher frequencies are realized at increased values of the bond
covalency. Lines are a guide for the eye. Adapted from Ref. 211.

system. To this aim, we will investigate the relations among phononic states, electronic
density, and phonon-phonon interactions. We observe that, irrespective of the atomic
type of the M and X ions, |Φ|2 monotonically increases with increasing n (Figure 8.1a),
in correspondence with the increase of the number of active dissipation channels. We
then define ω as the average frequency of the sliding-related modes, with the aim to
capture how the eigenfrequencies determine the value of |Φ|2 at different number of
layers. We observe that ω is globally decreasing with n but the trend is not monotonic
(Figure 8.1b); indeed, at a fixed number of layers, higher |Φ|2 is realized at higher
frequencies (Figure 8.1c-d), against the intuitive trend suggested by Equation 2.22,
where the eigenfrequencies appear at the denominator of the expression of Φλλ′λ′′ . Since
by fixing n we are making a comparison at a fixed topology, the eλ vectors do not
change significantly; the anharmonic force constants have then a key role in governing
Φλλ′λ′′ , since in this case they depend only on the atomic kinds and how these determine
the electronic density. In order to get more insight on how to control |Φ|2, we then need
to analyse in detail the subtleties of the electronic distribution.

We first calculate the M–X bond covalency. We observe that the covalency can be
considered constant with the number of layers; the same result is obtained when we
consider the difference among the atomic charges obtained either by integration of the
atom-projected density of states or by performing a Bader analysis.141–145 Irrespective of
chemical composition and number of layers, we find that the more covalent the M–X bond,
the higher the |Φ|2 values hence the higher is the energy dissipation during layer sliding.
Concerning the dynamic aspect, at fixed n the highest M–X bond covalency realizes the
highest average frequencies ω (Figure 8.2); however, as we already observed, an increase
of the M–X bond covalency produces an increase of the dissipation (Figure 8.1b-c),
against the fact that the eigenfrequencies ωλ appear at the denominator of the expression
of Φλλ′λ′′ (Equation 2.22). This then confirms that the dominant contributions to the
Φλλ′λ′′ values are represented by the third-order force constants. Analysis of the electron
localization functions156,157 does not show any strong evidence of charge redistribution
along the M–X bond at varying chemical composition. This is the result of the subtle
interplay between geometry, atomic kind and electronic distribution, which can be
uncovered by a deeper investigation. To this aim, we consider the orbital polarization
(Equation 4.2) of the d and p orbital projections of the M and X ions, respectively.
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Figure 8.3: Schematic of the electronic density projected on t2g and p orbitals, depicted
as red and blue lobes and centered on the M and X atoms respectively; the plane
containing the M cations is represented as a section of the electronic density, with RGB
gradient showing density isovalues (red = highest, blue = lowest). The t2g and p overlap
is small, since the most of the t2g orbitals extend into the region outside the M–X bond
axis; a charge shift towards the t2g orbitals then makes the M–X bond character more
ionic. (a) Overlap among dxz (and dyz not shown for clarity), px and py is realized
only by partial interpenetration of the orbital boundaries; (b) the same holds for the
dxy and p orbitals. The dx2−y2 and py overlap is more effective and an increase of
their population makes the bond character more covalent. The dz2 orbital does not
participate to the bond formation. Adapted from Ref. 211.

Figure 8.4: (a-b) Cophonicity of the M-X pair of the MoX-nL and WX-nL systems
as a function of the M-X bond covalency: more covalent bond characters favour an
increase of the M-X cophonicity. (c-d) Cophonicity of the M-X pair as a function of the
Pt2g ,eg orbital polarization: an excess of electrons in the t2g orbitals favour a decrease
of the cophonicity values. Lines are a guide for the eye. Adapted from Ref. 211.

We already observed that the relative occupation of t2g and eg orbitals plays an
important role in the determination of the sliding dynamics in TMDs127,153 (chapter 4
and chapter 5); indeed, we find that an excess of electrons in the t2g orbitals reduces the
|Φ|2 values hence the energy dissipation during layer sliding. The delicate balance among
the orbital populations determine the value of the covalency: we find that high values of
Ppx,py and Pt2g ,eg determine the formation of more ionic M–X bonds (Figure 8.3) which
lower the energy dissipation during sliding.

We now want to characterize the atomic types and their contribution to the sliding
dynamics of the system; to this aim, we use the cophonicity metric (section 2.5). We
observe that, at a fixed number of layers, low cophonicity realises low |Φ|2 values
at fixed cation type, suggesting that when anions displace faster than cations, the
frictional force and the corresponding energy dissipation is lower. This dynamical effect
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is connected to the spatial extent and directionality of the electronic distribution. In
fact, at fixed n, Cph(M-X) is monotonically increasing with CM,X (Figure 8.4a-b); at
the same time, Cph(M-X) decreases with Pt2g ,eg becoming negative, indicating that a
charge transfer towards t2g orbitals favours a faster motion of the X ions with respect to
the M cations when forming the global sliding motion (Figure 8.4c-d). In other words, a
higher t2g population changes the character of the sliding motion from M-dominant to
X-dominant contributions to the overall layer shift. In our previous works41,153,158 we
already used the cophonicity descriptor to parameterize the atomic type and relate it to
local harmonic forces which might contribute to the frictional response; here we can
instead recognize that cophonicity can also be used to tune the anharmonic interactions
which produce energy dissipation due to friction, hence going beyond the harmonic
description.





Conclusions

In this thesis, I summarise my work at the Czech Technical University in Prague on
the nanoscale friction. The goal was to answer to the following questions: What is
the origin of friction? Is it possible to obtain a model of the nanofriction response
without using long demanding dynamics simulations? Can we formulate a universal
system-independent framework applicable to any tribological system, and capable to
guide the design of new tribological materials with on-demand response?

In order to develop an experimental model of the nanoscale friction, it is common
practice to obtain the relevant parameters from a trial and error approach at varying tri-
bological conditions (e.g. pressure, load, temperature and sliding velocity among others);
similarly, conventional atomistic simulations usually describe the friction response in
terms of sequences of model geometries aimed to represent the sliding events in working
regime. As we saw, in both cases, the attempt to distinguish the frictional forces from
the remaining ones responsible for the integrity of the material is not general and is
system-dependent. We then understood that the nanoscale friction is the response of
the system as a whole and the proper description of it requires a holistic approach; to
this aim, we exploited the phonon theory and the quantum mechanics, which provide a
universal system-independent framework.

The phonon eigendisplacements are a complete basis set for the geometric represen-
tation of the whole system, then capable to carry the structural information representing
the sliding; the related eigenfrequencies are instead a measure of the forces generating
the eigendisplacements, therefore containing the information on the dynamics of the
system. The atomic motions determining the relative slide of facing surfaces can then
be decomposed as linear combinations of suitable phonon displacement patterns; we
named the latter as sliding modes. In terms of the classical picture, the frequency of the
sliding modes is a measure of the restoring force hindering the sliding: the lower the
frequency, the weaker the restoring force, and the larger the amplitude of the relative
displacement at a fixed system energy.

The layer sliding is active as long as the sliding modes own enough energy to
overcome the sliding energy barriers. In fact, the interaction with other modes (i.e.
phonon scattering) causes a decrease of the sliding mode population and a deceleration
of the relative shift of the surfaces, hence manifesting as friction force; accordingly, we
named these other modes as dissipative modes. We then understood that the frictional
forces are all those forces which activate dissipative processes producing a depopulation
of the sliding modes. The variation of the energy of the sliding modes can then be
considered equal to the work done by the frictional forces: while the sliding modes
produce an ordered motion of the system, the dissipative modes downgrade it into
thermal vibrations thanks to the phonon-phonon coupling.

We therefore recast the control of the friction response in terms of phonon frequencies
and scattering tensor elements. We saw that, in the first place, the sliding-related
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frequencies can be adjusted by choosing suitable atomic types or inert intercalant
species, in order to obtain a target response against external stimuli like shear forces or
applied load. We also learned that the sliding frequencies can be tuned on-demand by
means of external electric fields. Moreover, the atomic species and geometric arrangement
determine the anharmonic force constants and the activation/deactivation of specific
dissipation channels thanks to the scattering selection rules: with a suitable choice, we
can then control the energy dissipation during the sliding.

The phonon-based description of friction that I propose in my work then appears
to be capable to predict the system response in tribological conditions (i.e. far from
the equilibrium) thanks to the information extracted from a reference configuration
(i.e. equilibrium geometry). This avoids the use of demanding dynamics simulations,
while providing guidelines on how to design tribological materials with targeted friction
response. I am confident that this work opens the way towards a phonon friction
theory which can tackle one of the biggest challenges in the field of nanotribology:
the calculation of the friction coefficient of two surfaces in contact based on the sole
knowledge of the atom types and their geometric arrangement. Indeed, this will be one
of my research topics in the next future.
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[18] V. Hayward, Phil. Trans. R. Soc. B 366, 3115 (2011).
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[117] A. Glensk, B. Grabowski, T. Hickel, and J. Neugebauer, Phys. Rev. X 4, 011018
(2014).

[118] A. Glensk, B. Grabowski, T. Hickel, and J. Neugebauer, Phys. Rev. Lett. 114,
195901 (2015).

[119] A. I. Duff, T. Davey, D. Korbmacher, A. Glensk, B. Grabowski, J. Neugebauer,
and M. W. Finnis, Phys. Rev. B 91, 214311 (2015).

[120] K. Esfarjani and H. T. Stokes, Phys. Rev. B 77, 144112 (2008).

[121] K. Esfarjani, G. Chen, and H. T. Stokes, Phys. Rev. B 84, 085204 (2011).

[122] J. Shiomi, K. Esfarjani, and G. Chen, Phys. Rev. B 84, 104302 (2011).

[123] F. Eriksson, E. Fransson, and P. Erhart, Advanced Theory and Simulations 2,
1800184 (2019).

[124] W. Setyawan and S. Curtarolo, Comput. Mater. Sci. 49, 299 (2010).

[125] S. Lipschutz and M. Lipson, Schaum’s Outline of Linear Algebra, 4th ed., Schaums’
Outline Series (Schaum Outline Series, New York, NY, 2008).

[126] S. K. Berberian, Linear Algebra, Dover Books on Mathematics (Dover Publications,
Mineola, NY, 2014).

[127] A. Cammarata and T. Polcar, RSC Adv. 5, 106809 (2015).
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ABSTRACT: Lattice dynamics of MX2 transition metal dichalcogenides (M =
Mo, W; X = S, Se, Te) have been studied with density functional theory
techniques to control the macroscopic tribological behavior. Long-range van der
Waals forces have been modeled with Grimme correction to capture the
interlayer interactions. A new lattice dynamic metric, named cophonicity, is
proposed and used in combination with electronic and geometric descriptors to
relate the stability of the lattice distortions with the electro-structural features of
the system. The cophonicity analysis shows that the distortion modes relevant to
the microscopic friction can be controlled by tuning the relative M/X atomic
contributions to the phonon density of states. Guidelines on how to engineer
macroscopic friction at nanoscale are formulated, and finally applied to design a
new Ti-doped MoS2 phase with enhanced tribologic properties.

■ INTRODUCTION

The control of friction by lubricants is a great issue in
automotive or aerospace industrial applications, that strongly
addresses research efforts toward the comprehension of the
mechanisms underlying friction, wear, and lubrication.1,2 Great
attention has been directed to transition metal dichalcogenides
(TMDs) because of their close features with graphene and their
highly versatile chemical composition.3 They find tribologic
applications in all those situations in which liquid lubricants
cannot be used, such as in a vacuum, in extreme-temperature
conditions, or for facile expulsion from the gaps between
moving parts in a device.
Numerous studies have been devoted mainly to the

electronic properties,4−6 while only a few theoretical papers
have dealt with the tribologic aspects;7−11 most of them have
been devoted solely to the study of the MoS2 compound. The
atomic description of friction is usually provided in terms of the
atom arrangement forming the sliding surfaces and the
lubricant in between them; Newtonian (or Langevin) equations
of motion are solved in the presence of an external load and a
drift force pulling the sliding surfaces. In this way, it is possible
to sample the evolution of the geometry of the system in order
to obtain information on friction, adhesion, and wear.2 This
represents a standard example of how MD simulations are used
to model the tribological properties at the atomic scale; despite
their capability to simulate thousand-atom systems, their results
can hardly be transferred across the stoichiometries, since they
rely on force fields designed ad hoc for the studied system.
Moreover, a deeper insight of the local electronic and geometric
characteristics is required to capture subtleties that a molecular
mechanic description cannot represent; indeed, quantum
mechanical approaches have been used to this aim,12 focusing

on the theoretical modeling of a specific stoichiometry and
chemical composition.
The selection of the proper chemical composition,

stoichiometry, and geometry to obtain a TMD compound
with reduced friction coefficient has been, so far, based mainly
on experimental data, while theoretical works have had the role
to model the selected material to uncover peculiar properties. A
broader theoretical framework encompassing all the com-
pounds of the TMD family would help researchers to focus the
experimental exploration on only those materials that are
promising candidates with enhanced frictional properties.
However, to the best of our knowledge, a unified description
of the electronic and structural features common to all the MX2
compounds and relevant to the tribological properties is
missing at the quantum mechanical level. In the present work,
our goal is to identify how the electronic and structural features
of MX2 TMDs determine the macroscopic friction, in order to
engineer the tribological properties at the atomic scale. Using
density functional theory based techniques, we formulate a new
lattice dynamics descriptor, that we denote as cophonicity, based
on the dynamic properties of the M and X atomic species; with
such a descriptor, we are able to disentangle the atomic electro-
structural contributions to the lattice vibrations affecting the
layer sliding. Our approach enables us to capture the electronic
and geometric features that are common to the MX2 TMDs
systems and responsible for the frictional properties; in this
way, we formulate a protocol to properly choose and modify
the MX2 stoichiometry, geometry, and chemical composition to
obtain TMD compounds with improved frictional response.
Finally, we apply such a protocol to suggest a particular Ti-
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doped MoS2 phase as new material with enhanced tribologic
characteristics.

■ COMPUTATIONAL DETAILS
MX2 transition metal dichalcogenides are layered structures, with each
layer formed by hexagonally packed metal atoms (M) forming
covalent bonds with six chalcogen anions (X) in a trigonal prismatic
cordination (Figure 1); adjacent layers are coupled by weak van der

Waals forces that allow relative sliding under tribological conditions.
Several stable TMD polymorphs and polytypes are found,3 with some
transforming into each other by sliding of subsequent layers; such
sliding motions include also rotations (reorientations) of one layer
with respect to its two adjacent ones about an orthogonal axis. The
complex atomic displacements that result into layer sliding, either
commensurate or not, can be represented as linear combinations of
collective atomic motions, e.g., phonon or vibrational modes, of two
adjacent layers of the most stable configuration. We will thus focus on
model systems with two layers in the unit cell, and we choose 2H
polymorph crystalline MX2 structures as model geometries, with M =
Mo, W and X = S, Se, Te, and hexagonal P63/mmc symmetry (SG
194); for simplicity, we will refer to them as MX by dropping the
stoichiometric coefficients. We choose the 2H configuration in which
two adjacent layers are oriented in such a way that an M atom of one
layer is aligned with two X atoms of the other one along the direction
orthogonal to each layer (c-axis in our setting, see Figure 1); this
choice is motivated by a recent ab initio study on the MoS2
compound,12 where it has been shown that this configuration
corresponds to the lowest energy value found for several arrangements
of two subsequent MoS2 layers.
Our density functional theory (DFT) calculations are performed

using the projector-augmented wave (PAW) formalism and the
Perdew−Burke−Ernzerhof (PBE) energy functional13 with van der
Waals correction as implemented in the most recent version of
VASP14 package. Particular attention has been paid to the choice of
the description of the van der Waals interactions, that are known to
play an important role in determining the static and dynamic
properties of TMDs;15 after preliminary benchmarks, we chose the
Grimme correction,16 that is able to capture the structural features.
The Brillouin zone is sampled with a minimum of a 5 × 5 × 3 k-point
mesh and plane wave cutoff of 550 eV. Full structural (atoms and
lattice) relaxations are initiated from diffraction data17−22 and the
forces minimized to a 0.5 meV Å−1 tolerance. We computed the
phonon band structure of each considered system using the fully
relaxed geometries, aided by the PHONOPY software.23

■ RESULTS AND DISCUSSION
The goal of our study is to identify and control the bulk
features that contribute to the macroscopic friction. To this
aim, we start with the characterization of the atomic motions

that produce a global slide of adjacent layers. All the possible
sliding directions can be represented as suitable linear
combinations of vibrational modes; for this reason, no
assumption is done on the layer drift, and our conclusions
will be valid irrespective of the sliding direction. To investigate
the electron−lattice effect on the macroscopic tribological
properties, we need first to identify the phonon modes directly
related to the sliding of adjacent layers. We thus compute each
phonon band structure (Figure 2) along a linear path joining
the high-symmetry points of the irreducible Brillouin zone
(IBZ); we do not find any unstable displacements, confirming
that the considered geometries represent stable configurations.
We then characterize each vibrational mode at a fixed k-point
by analyzing the corresponding atomic displacements. Since all
six compounds have the same geometry and the same set of
structural symmetries, they share the same set of vibrational
modes, with frequencies depending only on the atomic types.
We observe that a variation of the atomic species produces a
shift of the vibrational frequencies and a variation of the M/X
relative contribution (pDOS in Figure 2) to the vibrational
bands.
Only a few modes are related to sliding motion,

corresponding to pure rigid layer translations or to layer shifts
combined with intralayer motions, like stretching and/or
bending of atomic bonds or flattening of coordination
polyhedra (top of Figure 2). Our goal is to lower the frequency
of those vibrational modes that are relevant to the layer sliding,
in order to facilitate those kinds of atomic displacements that
correspond to a global shift of one layer with respect to its two
adjacent ones. This can be understood in terms of the classical
picture, where the frequency represents the curvature of the
system energy hypersurface as a function of the atomic
coordinates. In modeling tribological conditions, at the working
regime of the tribological material, the system energy can be
considered as constant; at fixed system energy, the lower the
frequency of a mode is, the higher the amplitude of the
corresponding atomic displacement is. Concerning the phonon
modes that are associated with the layer sliding, a higher
amplitude of the atomic displacements corresponds to an
enhanced shift of one layer with respect to its adjacent ones,
hence favoring the sliding of the layers.
The frequencies of the sliding-related modes are found to be

highest for MoS2 and lowest for WTe2, following the ordering
MoS2 > MoTe2 > MoSe2 > WS2 > WSe2 > WTe2; such
ordering is expected to be the same for the bulk contribution to
the macroscopic friction coefficients of the corresponding
materials. It is worth noting here that a direct comparison with
available experimental data is not straightforward, since this is
not fully comparable due to the different experimental
conditions.24−30 Moreover, our models are aimed at studying
the resistance of layer shearing in the bulk of the structure,
while experimentally measured macroscopic friction is almost
inevitably related also to wear and surface effects due to
exfoliation, absorption of small molecules, presence of oxidizing
agents, and elastic effects related to the number of layers.24

In order to quantify how the chemical composition
determines the mode frequency, we need to relate the
electronic and geometric properties of the structure to the
frequency shift. We recall that the vibrational frequencies of the
lattice are determined by the atomic types involved in the
formation of the structure, their geometric arrangement, and
the symmetries that the latter determines. Once the atomic
topology (atom coordination shells) is fixed, the kinds of

Figure 1. Hexagonal P63/mmc structure of 2H polymorph MX2 model
geometries (M = transition metal, X = chalcogen atom). M−X bonds
are arranged in a trigonal prismatic coordination forming MX2 layers
that can slide thanks to weak van der Waals interactions.
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atomic displacements, that is, the vibrational modes, and hence
the corresponding phonon band structure, are determined. A
specific vibrational mode is the result of the colletive motion of
ions of distinct atomic type; each ion contributes to the
collective motion in an amount that depends on the electronic
structure of the environment where it is embedded that, in turn,
depends on the electronic characteristics of the nearest

neighboring atoms. For this reason, at a fixed topology, the
atomic type determines the vibrational frequency of the modes.
To disentangle the electronic from the structural contribu-

tions to the determination of the phonon frequencies, we first
quantify the geometric distortions δ31 of the system by
performing a group-theoretical analysis with the aid of the
ISODISTORT software;32 we thus decompose the MX
geometries in terms of distortions of a parent phase, that we
choose to be the relaxed MoS structure (Table 1). We then
evaluate the M−X bond covalency CM,X at different structural
distortions, applying the covalency metric (see Supporting
Information), designed for crystalline materials,33 in the energy
range of the valence band. The CM,X bond covalency is a
measure of the electronic density distributed along the M−X
bond; it is determined by the cooperative effect of the
electronic structure of the M and X atoms and the structural
distortions of the system, as has been already observed in a
theoretical study on perovskite oxides.33 We observe that
covalency is strictly decreasing with distortions in MoX
systems, while it has a minimum for the WTe compounds
among the WX compositions (Table 1 and Figure 3a).
We now need a metric to quantify how changing the atomic

type affects specific vibration frequencies. Each phonon mode is
a complex function of all the components of the force constant
tensors of all the atomic pairs present in the system;34 a
particular displacement pattern, including those representing
the layer sliding, cannot be related to single components of the
force constant tensors in a unique way. Therefore, the force
constants alone do not represent a manageable descriptor to
parametrize the interactions responsible of specific atomic
displacements, the layer sliding among them. To obtain a
simple metric, we focus on the smallest unit that produces the
dynamical interactions, that is, the M−X atomic pair. We call
this metric cophonicity of the M-X atomic pair Cph(M−X), and
we use it as a lattice dynamics descriptor to understand the
atomic type dependence of phonon frequencies. The complete
mathematical implementation is described in the Supporting
Information together with a discussion on its validity and
limitations.
We thus use the cophonicity metric to relate the vibrational

frequency to the atomic types that generate the corresponding
distortion mode. All the computed pDOSs show two distinct
energy bands, corresponding to low- and high-frenquency
ranges, respectively, sparated by a gap. Following the usual
convention, we label phonon bands with progressive integer
numbers, starting from the lowest associated frequency. With
this convention, Γ(1) represents the vibrational mode
associated with band number 1, that is, the displacive mode
associated with the lowest frequency ω(Γ)1 at the Γ point of
the IBZ; analogously, Γ(2) is associated with the vibrational
mode with frequency ω(Γ)2 such that ω(Γ)3 ≥ ω(Γ)2 ≥ ω(Γ)1
and so on. We analyzed the trend of all the frequencies
associated with the sliding-related modes against the
cophonicity of the system, and we find that they all have the
same trend against the cophonicity metric. For simplicity, in the
present analysis, we will discuss only the trend of the
degenerate ω(Γ)4−5 and ω(A)1−4 frequencies, as our
conclusions also apply to the other frequencies that we
considered in our study. Irrespective of the kind of phonon
mode, we find that the frequency diminishes when Cph(M−X)
approaches zero (Table 1 and Figure 3b). If Cph (M−X) = 0,
we will say that perfect cophonicity is realized (see Supporting
Information).

Figure 2. Computed phonon band structures (left panels) and
phonon-DOS (right panels) of MX2 compounds; the gray area in each
plot indicates the energy gap separating the low- from the high-
frequency band. In the inset, examples of vibrational modes relevant to
the macroscopic friction are shown: pure layer sliding (top left) and
layer sliding combined with intralayer asymmetric M−X−M bond
stretching (top right).
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As we discussed above, the CM,X covalency metric captures
the entangled electronic and structural features into a single
descriptor; thanks to this characteristic, we can relate the
change of the phonon frequency to the geometry and the
atomic types forming the system by connecting cophonicity
with M−X bond covalency. Cophonicity is found to be minimal
when CM,X bond covalency is about −0.80 eV, that is realized in
the WTe compound (Table 1 and Figure 3c); on the other
hand, Cph(M−X) shows similar trends for the MoX and WX
compounds with respect to the structural distortions. According
to these results, cophonicity, and hence vibrational frequencies,
can be adjusted by tuning the distortions and the covalency of
the system by a proper selection of the M and X ions.

We now want to exploit the knowledge acquired so far to
design a new TMD with enhanced tribological properties. In
particular, according to the results discussed above, we want to
find an M−X pair that realizes a low covalency value in order to
minimize the M−X cophonicity, so as to lower the phonon
frequencies that govern the layer drift. We focus on the MoS2
compound, because the synthesis routes have been extensively
studied, and therefore, it constitutes a good candidate to easily
grow derived materials. Starting from the MoS model system,
we will now design a new compound by partial ion substitution.
Among the chosen MoX stoichiometries, MoTe realizes the
lowest covalency value; to further lower the Mo−X covalency
we must increase the structural distortions (Figure 3c).
Following the series of chalcogenides, a natural choice would
be polonium as X ion; since we want to avoid to use unstable
elements, another possibility is to partially substitute for the Mo
cation. The substituent atom must be chosen so as to induce
structural distortions that lower the covalency of the cation
structural site, in order to lower the corresponding cophonicity
and hence the vibrational frequencies. We are thus oriented
toward cations with ionic radii smaller than that of the Mo
atom. Moreover, we want to choose a proper dopant
concentration and geometric arrangement of the dopant to
preserve the stability of the final system. To this aim, we
consider the MoS optimized structure, and we substitute a Mo
atom with one Ti atom in such a way that, within a single layer,
its first neighboring cation shell is formed only by Mo atoms,
building the Mo3Ti1S8 (Ti:MoS) system with orthorhombic
Cmcm (SG 63) symmetry (Figure 4). We then fully optimize
the geometry35 and compare the relative properties with those
of the unsubstituted MoS system.
The calculated formation energies ΔHf (Table 1), relative to

those of the MoS system, indicate that MoS and Ti:MoS are
the most stable compounds among those considered; in
particular, the small difference between MoS and Ti:MoS ΔHf
values (0.04 eV) suggests that both compounds have the same
probability to be produced, especially in self-assembling
tribological mixtures where both MoS2 and TiS2 chemical
precursors are present. The Mo→Ti substitution produces a
significant distortion of the structure (δ = 0.17 Å), due to a
local reduction of the M−S bond covalency that decreases from
−0.44 to −0.76 eV. Such a local decrease of the covalency
produces a global lowering of the cophonicity of the system,
that decreases from 8.3 to 5.9 cm−1. The cation substitution
also reduces the symmetries of the system, producing the

Table 1. Structural Distortion δ (Å), M−X Bond Covalency CM,X (eV), Cophonicity Cph(M−X) (cm−1) of the M−X Pair,
Selected Vibrational Frequencies ω(k)i (cm

−1), and Formation Energy ΔHf (eV) of the MX2 Model Systems with MoS System
as Reference for Calculating δ and ΔHf Values

system δ CM,X Cph(M−X) ω(Γ)4−5 ω(A)1−4 ΔHf

MoS 0.00 −0.44 8.3 30 21 0.00
MoSe 0.06 −0.58 −45.7 28 20 2.79
MoTe 0.10 −0.75 −31.0 30 21 5.94
WS 0.02 −0.51 10.0 26 18 1.23
WSe 0.06 −0.66 4.1 24 17 4.27
WTe 0.03 −0.80 0.9 22 15 7.63
Ti:MoS 0.17 −0.76a 4.6b ω(Γ)4 22c ω(Z)1−2 15

c 0.04
ω(Γ)5 23c ω(Z)3−4 16

c

aTi−S bond covalency value to be compared with CMo,S in the MoS system. bGlobal cophonicity of Ti:MoS system calculated as weighted average of
the Cph(Mo−S) and Cph(Ti−S) cophonicities, with weights corresponding to the M stoichiometric coefficients. cDegeneracy of vibrational modes in
MoS system is partially lifted in Ti:MoS model, having the latter a lower number of symmetries. According to the displacement patterns, A(1−4)
modes of MoS system correspond to Z(1−4) modes of Ti:MoS model.

Figure 3. (a) M−X bond covalency as a function of structural
distortions δ. Covalency can be tuned by changing the amplitude of
the structural distortions. (b) Frequency of the Γ(4) and A(1) modes
as a function of M−X pair cophonicity. Irrespective of the vibrational
mode, the lowest frequency is realized for Cph(M−X) ≃ 0. (c)
Covalency of the M−X bond as a function of Cph(M−X). The lowest
CM,X covalency value corresponds to a cophonicity close to zero.
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splitting of those vibrational modes that were degenerate in the
parent MoS structure. However, the displacement pattern of
those modes that are relevant to the tribological properties is
unvaried, and a direct comparison of the corresponding
frequencies can be done without ambiguities. In the Ti:MoS
system, the vibrational frequencies are found to be lower than
those of the undoped counterpart, as expected according to the
lower M−S cophonicity (Table 1); in particular, we note that
the frequency values are close to those found in the WSe and
WTe systems. According to the present results, the bulk
contribution to the friction coefficient of the Ti:MoS, WSe, and
WTe systems are expected to be similar and the lowest among
those of the TMDs compounds considered in this work.

■ CONCLUSIONS
Six transition metal dichalcogenides with general stoichiometry
MX2 have been studied by means of ab initio techniques. The
frequency analysis suggests that the WSe and WTe compounds
are expected to display the lowest bulk contribution to the
friction coefficient among those of the considered systems. A
new lattice dynamic metric, named cophonicity, has been
proposed, to capture the effect of the electronic features of the
ion environment on the stability of the lattice distortions. We
find that cophonicity of the M−X pair in MX2 TMDs is related
to the vibrational frequencies of the distortion modes relevant
to the microscopic friction. In particular, we find that, as
cophonicity tends to zero, the stability of layer sliding modes is
lowered, favoring the relative shift of two subsequent MX2
layers; in correspondence, a lower macroscopic friction
coefficient is expected.
Cophonicity in the studied TMDs is found to be related to

the covalency of the M−X bond. Increasing structural
distortions in MoX systems induces a lowering of the Mo−X
bond covalency, and the Mo−X pair approaches the perfect
cophonicity. Following these outcomes, we design the Ti:MoS
compound, a new material derived from the MoS2 TMD by
partial Mo→Ti substitution. The analysis of the vibrational
frequencies suggests that the Ti:MoS system is expected to
have a bulk contribution to the friction coefficient comparable
to that of the WSe and WTe compounds.
The cophonicity metric here proposed, combined with

electro-structural analyses, constitutes a new tool to finely tune
the dynamic properties of a system at the atomic scale; thanks
to the generality of its definition, this new lattice dynamic

descriptor can be universally applied to any A−B atomic pair,
irrespective of the geometric environment in which the pair is
embedded.
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Electro-vibrational coupling effects on “intrinsic
friction” in transition metal dichalcogenides†

Antonio Cammarata*a and Tomas Polcarab

We propose a protocol to disentangle the electro-vibrational structural coupling contributing to the

intrinsic tribologic properties of layered MX2 transition metal dichalcogenides (M ¼ Mo, W; X ¼ S, Se, Te)

under load. We employ ab initio techniques to model how changing the interlayer distance affects the

electronic distribution and the vibrational properties of the system. We analyze the electro-vibrational

coupling features by combining orbital polarization and mode Grüneisen parameters analyses with the

recently developed bond covalency descriptor and the lattice dynamic metric named cophonicity. We

find that intralayer charge distribution depends on the interlayer distance, determining, in turn, a shift of

specific vibrational frequencies. We finally suggest a route to control the frequency shift, thus the bulk

response to the load, in transition metal dichalcogenides through a proper selection of the atomic type.

1 Introduction

Transition metal dichalcogenides (TMDs) are van der Waals
structures with general MX2 stoichiometry (M ¼ transition
metal cation, X ¼ chalcogen anion); they have attracted great
interests because of their close features with graphene and their
highly versatile stoichiometry.1 They nd tribologic applications
whereas liquid lubricants cannot be used, such as in extreme
temperature-pressure conditions or possibility to be expelled
from the gaps separating moving parts in a device. Numerous
studies have dealt mainly with the electronic properties;2–4

indeed, only few theoretical works investigated on the tribologic
aspects,5–9 and, to the best of our knowledge, there are no
theoretical studies about the electron–phonon coupling effects
on the frictional properties. Tribological properties are usually
modeled at the atomic scale by molecular dynamics simula-
tions, the results of which, unfortunately, can hardly be trans-
fered across the chemical compositions, since they rely on
mathematical expressions of atomic interactions calibrated ad
hoc on the studied system. Quantum mechanical approaches
have also been used to this aim,10 focusing on a specic stoi-
chiometry and chemical composition.

Theoretical works have had the role to model specic tri-
bologic materials, while experimental data has been so far the
guide to select the proper stoichiometry, chemical composition
and geometry of the system to design a TMD compound with
improved frictional properties. A broader theoretical approach

encompassing all the compositions of the TMDs family would
help to narrow the experimental exploration to only those
materials that are promising candidates. In this perspective, we
now want to go beyond the construction of models that explain
the experimental data, and will thus formulate new guidelines
to design novel tribologic materials.

In a previous computational investigation,11 we understood
that the dynamic properties of the MX2 compounds can be
tuned by proper adjustment of M–X bond covalency, structural
distortions, and M/X atomic participation to the vibrational
properties of the system with no applied load. We then found
a route to select the proper atomic species and geometry; we
thus individuated Ti as optimal substituent for Mo in MoS2 and
suggested a new Ti-doped MoS2 phase as promising tribological
material.

Indeed, substitution of Mo in MoS2 with Nb,12 Cr,13 Mn14 and
Ti15 have been recently reported, showing that transition metal
doping in the Mo crystallographic site is quite common practice
and is experimentally feasible. We now study the coupling of the
electronic and dynamic properties in the presence of external
load; in particular, we want to understand how to control the
dynamic features of the system via a ne control of the elec-
tronic structure. The mechanism governing such coupling
would also contribute to the comprehension of the strain-
induced shis of the Raman-active modes observed in TMDs
under uniaxial strain.16–18

In the present work, we study the intrinsic friction in MX2

TMDs in the presence of external load. The term microscopic
friction refers to the friction generated by the relative motion of
few adjacent atom layers; it is the result of the local electronic
and structural features of the material at the atomic level,
originating from the atomic type and the geometric arrange-
ment of the atoms. When microscopic friction involves only
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atomic layers of the bulk structure with no structural irregu-
larities (dislocations, layer truncations etc.), we can name it as
intrinsic friction, since it can be considered as a property pecu-
liar of the pure compound without imperfections. In conse-
quence, all tribological properties originating from intrinsic
friction, will be referred as intrinsic of the considered system.
The knowledge of the intrinsic tribological properties is nowa-
days becoming mandatory with the advance of the experimental
techniques, now capable to micromanipulate free-standing
atomic layers.19

We here propose a protocol to disentangle the electro-
vibrational coupling contributions to the atomic motions that
may facilitate interlayer slip, hence affecting intrinsic friction.
Thanks to its universal applicability, our approach can be
promptly exploited to engineer the lattice dynamic properties
and the electronic distribution in materials for diverse appli-
cations other than tribology, like in optical or electronic devices.
We also extend the present analysis to the specic Ti-doped
MoS2 phase that we already identied as promising TMD-
based candidate. To this aim, we will disentangle the elec-
tronic from the structural features of MX2 TMDs that determine
the bulk contribution to intrinsic friction at the quantum
mechanical level, using density functional theory based tech-
niques. We will exploit the recently developed lattice dynamics
descriptor, named cophonicity,11 to capture how each atomic
species contributes to a specic vibrational band (see ESI†).
With such descriptor, we are able to disentangle the atomic
electro-structural contributions to the lattice vibrations
affecting the layer sliding. Our approach enables us to capture
the electronic and geometric features that are common to the
MX2 systems and responsible of the intrinsic frictional prop-
erties under external load. Finally, we suggest a route to select
and modify the MX2 stoichiometry and geometry to obtain TMD
compounds with improved intrinsic tribological response
under load.

2 Methods

MX2 transition metal dichalcogenides are formed by layers
coupled by weak van der Waals forces that allow relative sliding
under tribological conditions. Each layer is formed by hexago-
nally packed metal atoms (M) forming covalent bonds with six
chalcogen anions (X) in a trigonal prismatic coordination
(Fig. 1). Several stable TMDs polymorphs and polytypes are
found,1 some transforming into each other by sliding of
subsequent layers. Sliding motions include reorientations of
one layer with respect to its two adjacent ones by means of
rotations about an orthogonal axis. The complex atomic
displacements that result into layer sliding, either commensu-
rate or not, can be represented as linear combinations of
displacement patterns, e.g. vibrational modes, of two adjacent
layers of the most stable conguration. We focus on model
systems with two layers in the unit cell and we choose 2H
polymorph crystalline MX2 structures as model geometries,
with M ¼ Mo, W and X ¼ S, Se, Te, and hexagonal P63/mmc
symmetry (SG 194); for simplicity, we will refer to them asMX by
dropping the stoichiometric coefficients. We choose the 2H

conguration in which two adjacent layers are oriented in such
a way that an M atom of one layer is aligned with two X atoms of
the other one along the direction orthogonal to each layer (c-axis
in our setting—see Fig. 1a); we make this choice following the
outcomes of a recent ab initio study on theMoS2 compound:10 in
this, authors show that this conguration is the most stable one
among those considering several arrangements of two subse-
quent MoS2 layers. We also consider the MoS optimized struc-
ture and we substitute a Mo atom with one Ti atom in such
a way that, within a single layer, its rst neighbouring cation
shell is formed only by Mo atoms, building the Mo3Ti1S8
(Ti:MoS) system with orthorhombic Cmcm (SG 63) symmetry
(Fig. 1b).

Our calculations are performed on 2 � 2 � 2 supercells of
the MX2 and Mo3Ti1S8 unit cells, within the framework of the
density functional theory (DFT), using the projector-augmented
wave (PAW) formalism and the Perdew–Burke–Ernzerhof (PBE)
energy functional20 with van der Waals correction as imple-
mented in VASP.21 We paid particular attention to the choice of
the description of the van der Waals interactions, since it is
recognized they play an important role in determining the static
and dynamic properties of TMDs;22 aer preliminary bench-
marks, we chose the Grimme correction,23 that is able to capture
the structural features. The Brillouin zone is sampled with
a minimum of a 5 � 5 � 3 k-point mesh and plane wave cutoff
of 550 eV. Full structural (atoms and lattice) relaxations are
initiated from diffraction data24–29 and the forces minimized to
a 0.5 meV Å�1 tolerance. We computed the phonon band
structure and the mode Grüneisen parameters of each consid-
ered system with the aid of the phonopy soware.30

3 Results and discussion

We are here interested into the dynamic response of the bulk in
the presence of external load. We are going to focus on the
atomic motions that affect a global slide of adjacent layers, in
order to study the intrinsic friction of the systems. Such
motions can be represented by means of linear combinations of
vibrational modes, each having an associated vibrational
frequency that depends on the atomic species; the lower is the
frequency, the easier the sliding motion can be promoted. In
terms of the classical picture, we understand this by recalling
that the frequency represents the curvature of the system energy
hypersurface as a function of the atomic coordinates. At
a constant energy of the system, the lower is the frequency of
a mode, the higher is the amplitude of the corresponding
atomic displacements; if such displacements are associated to
layer sliding, higher amplitudes correspond to enhanced shi
of one layer with respect to its adjacent ones, hence promoting
the sliding of the layers. The study of how the mode frequencies
change at different external load and what is the role of electro-
vibrational coupling tells us how the bulk contributions to the
macroscopic frictional properties are affected; at the same time,
we will learn how to tune such contributions, in order to design
new TMDs with enhanced frictional response.

We rst relax the system geometries and compute the cor-
responding phonon band structure along a standard31 linear
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path joining the high-symmetry points of the irreducible Bril-
louin zone (IBZ); we do not nd unstable displacements, con-
rming that atomic positions are in a stable conguration. We
label phonon bands with progressive integer numbers accord-
ing to standard convention, starting from the lowest associated
frequency. In such description, G(1) represents the vibrational
mode relative to the band number 1, that is the displacive mode
associated to the lowest frequency u(G)1 at the G point of the
IBZ; analogously, G(2) is associated to the vibrational mode with
frequency u(G)2 such that u(G)3 $ u(G)2 $ u(G)1 and so on. We
here recall that degeneracy of vibrational modes in MoS system
is partially lied in Ti:MoS model, having the latter a lower
number of symmetries. According to the displacement patterns,
A(1–4) degenerate modes of MX systems correspond to Z(1–2)
and Z(3–4) degenerate modes of Ti:MoS model, respectively,
while A(5–6) degenerate modes correspond to Z(5–6) degenerate
modes, respectively; however, for brevity, we will still call the
Z(1–6) modes as A(1–6), without affecting the clarity of our
discussion.

The presence of external load determines a change in the
volume of the unit cell. To study how the load affects the mode
frequency, we start by computing the mode Grüneisen param-
eters gi(~q) for each i-th mode at each point~q of the selected IBZ
path; gi(~q) is dened as

gi

�
~q
�
¼ � V

ui

�
~q
�

vui

�
~q
�

vV
(1)

and it is a measure of how the frequency u of the i-th mode at
wave vector~q changes with the volume V of the unit cell. We nd
that the gi(~q) amplitudes are highest for u(G)4–6 and u(A)1–6
(Table 1), while all the remaining mode frequencies show |gi(~q)|
x 1. This means that the modes that are mostly affected by
a change of the unit cell volumes are: (i) the degenerate G(4–5)
modes, corresponding to rigid layer sliding in the ab-plane
(Fig. 2a), (ii) G(6), representing a rigid layer shi along the c-axis
that changes the interlayer distance (Fig. 2b), (iii) the

degenerate A(1–4) modes, producing layer sliding in the ab-
plane accompanied by asymmetric stretching of the X–M–X
bond, maintaining constant the interlayer distance (Fig. 2c), (iv)
the degenerate A(5–6) modes, corresponding to a change of the
interlayer distance and a attening of the MX6 polyhedra
(Fig. 2d). We will focus our discussion only on the modes that
we just described since all the remaining modes are less
affected by a change in the unit cell volume, hence preserving
the characteristic frequencies in the presence of external
load.

We now want to relate the stability of the mode frequency to
the chemical composition. We consider the phonon density of
states of the relaxed systems and evaluate the cophonicity of the
M–X atomic pair (Table 1) in the frequency range [0, 70] cm�1;
we choose such range to be the same for all the systems because
the frequencies of themodes we are focusing on fall within such
integration range, irrespective of the considered chemical
composition. We then relate the M–X pair cophonicity to the
mode Grüneisen parameters. We nd that, for rigid layer
sliding (G(4–5)) or for those modes involving interlayer distance

Fig. 1 (a) Hexagonal P63/mmc structure of 2H polymorph MX2 model geometries (M ¼ transition metal, X ¼ chalcogen atom); M–X bonds are
arranged in a trigonal prismatic coordination forming MX2 layers that can slide thanks to weak van der Waals interactions. (b) Orthorhombic
Cmcm Ti:MoS2 model system: within each layer, one Ti atom is surrounded by only Mo atoms in the first neighbouring cation shell.

Table 1 Mode Grüneisen parameters gi(q⃑) of the u4–5(G), u6(G),
u1–4(A) and u5–6(A) mode frequencies, and Cph(M–X) cophonicity
(cm�1) of the M–X atomic pair of the MX and Ti:MoS systems

System g4–5(G) g6(G) g1–4(A) g5–6(A) Cph(M–X)

MoS 3.7 5.3 2.6 4.9 0.00
MoSe 4.1 5.1 4.4 4.9 �0.39
MoTe 3.0 3.9 3.4 3.7 �0.75
WS 3.9 5.7 3.0 5.6 0.26
WSe 4.1 5.3 3.7 5.2 0.10
WTe 4.9 9.3 4.9 9.2 �0.36
Ti:MoS 5.5 8.7 5.9a 8.3a �0.17b

a Z(1–6) modes of Ti:MoS model correspond to A(1–6) modes of MX
systems. b Global cophonicity of Ti:MoS system calculated as weighted
average of the Cph(Mo–S) and Cph(Ti–S) cophonicities, with weights
corresponding to the M stoichiometric coefficients.
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variation (G(6), A(5–6)), gi(~q) is the lowest when the lowest
cophonicity is realized (MoTe system); this tells us that such
modes are less affected by a change in the unit cell volume if the
M and X atoms contributions to the corresponding energy band
show the lowest mixing. The A(1–4) modes, instead, turn out to
be more stable against volume variations when the M and X
atoms equally contribute to the corresponding frequency, hence
realizing Cph(M–X) z 0 (MoS system). Based on these results,
among the explored chemistries, the dynamic bulk features of
the MoTe system are the most stable ones against unit cell
volume variations.

The evaluation of the mode Grüneisen parameters is done
within the approximation of isotropic variations of the relaxed
volume. However, thanks to the presence of interlayer gaps
determining the layered structure of the studied TMDs, the X–X
distances across the gap can be affected more easily than the
intralayer atomic spacing, where stronger atomic bonds make
the M–X coordination more rigid. For this reason, in tribolog-
ical conditions, external load applied along the c-axis affects
mainly the interlayer distances, hence producing a non-
isotropic change in the unit cell volume. We therefore choose
to extend our mode Grüneisen analysis to specic anisotropic
variations of the volume, in order to focus on the structural
response in the presence of external load. We want to compare
the results at particular structure congurations; for this

reason, instead of xing the value of the load along the c-axis, we
will model the presence of load in this way: starting from the
relaxed structures, we will build new model systems by rigidly
shiing two subsequent MX2 layers to vary the interlayer
distance d0; calling dIL the difference d � d0, where d is the
distance aer the rigid shi, we build 6 model geometries for
each of the considered system by setting dIL ¼ �0.5, �1.0 and
�1.5 Å, respectively. With this choice, a negative value of dIL
represents a compression along the c-axis, which is typical for
sliding of perfect crystal or TMD 2D sheets. However, topo-
graphic features can locally cause decrease in contact pressure
to zero (i.e. dIL ¼ 0) or even separate two layers at the sliding
interface (Fig. 3a). Such scenario occurs when TMD sheets are
bended during sliding, as illustrated in Fig. 3b. It is worthy to
note here that, in our simulations, dIL ¼ �1.5 Å correspond to
an external pressure greater than 80 GPa for all the considered
chemistries. We are aware that an isostructural phase transition
from 2Hc to 2Ha polytype is observed for MoS2 between 20 and
29 GPa;32–34 on the other hand, experiments performed in the
presence of high pressure have been reported only for few of the
considered systems other than MoS2, and no phase transitions
have been found for them nor are expected.35,36 For this reason,
to make a complete comparison at different dIL among the
calculated quantities of all the systems, we do not consider the
MoS2 phase transition at high pressure.

Fig. 2 Schematics of themodes with the highest associatedmodeGrüneisen parameters: (a) rigid layer sliding in the ab-plane; (b) rigid layer shift
along the c-axis producing a variable interlayer distance; (c) layer sliding in the ab-plane and asymmetric stretching of the X–M–X bond; (d)
variable interlayer distance accompanied by a flattening of the MX6 polyhedra. Color code for atoms is the same as in Fig. 1.

106812 | RSC Adv., 2015, 5, 106809–106818 This journal is © The Royal Society of Chemistry 2015

RSC Advances Paper



We then analyze the variation of u(G)4–6 and u(A)1–6 with dIL

(Fig. 4). Irrespective of the atomic types, increasing the inter-
layer distance (dIL > 0) reduces the vibrational frequencies,
tending to similar asymptotic values. This is an expected result
because the displacement patterns of the considered modes
involve interlayer interactions that depend on the specic
atomic type; at high dIL values, such interactions tend to vanish
and the relative position of the layers does not affect the
intralayer atomic motions. On the other hand, negative dIL

values increase u, reducing the population of the corresponding
modes at xed system energy, hence disfavoring the corre-
sponding displacement patterns, with exceptions at dIL ¼ �1.5
Å, where some instabilities arise. The origin of such exceptions
could be sought in the peculiar accommodation of the elec-
tronic cloud due to the highly reduced interlayer distance; this
requires a more detailed study of the electro-structural
coupling, but is out of the scope of the present work. Speci-
cally, we nd that decreasing the interlayer distance d reduces
the population of: (i) the sliding modes G(4–5) and A(1–4),
reducing the bulk contribution to the layer sliding; (ii) the
modes that change the interlayer distance d, making the bulk
less prone to a further compression along the c-axis.

To understand how the vibrational frequencies variation is
coupled to the electronic structure, we now focus on the elec-
tronic density distribution. We start by evaluating the evolution
of the atomic charge with dIL using two approaches: Bader
analysis,37 based on zero ux surfaces, and integration of the
atom-site projected electronic density of states up to the Fermi
level. Comparing the two methods helps us to address the
ambiguity in assigning charges to atoms. Interestingly, both
methods point at same conclusions. No charge variation is

found for Ti atom in the entire dIL range; indeed, irrespective of
the composition, at decreasing dIL, we observe an increase of the
Mo or W atomic charge at the expenses of the X anion, indica-
tive of charge transfer from X to M ion. To better understand
how the electronic charge is rearranged aer variations of the
interlayer distance, we measure the orbital polarization38,39 of
the X and M atomic species as a function of dIL. Let's recall here
that the orbital polarization P of ml1 orbital relative to ml2

orbital is dened as

P l1ml1
;l2ml2

¼ nl1ml1
� nl2ml2

nl1ml1
þ nl2ml2

; (2)

where nl1ml1 and nl2ml2 are the occupancies of |l1ml1i and |l2ml2i
orbitals, with orbital quantum number li and magnetic
quantum number mli, respectively. It is an effective measure of
the charge excess in the former orbital with respect to the latter:
positive values indicate that ml1 orbital is more populated than
ml2, while opposite holds for negative values. Using real-space
atomic orbital projections, it is possible to partition the elec-
tronic density into distinct atomic and interatomic regions, so
as to isolate the single contributions hence identifying the
electron transfer path. In detail, for each studied system, we
calculate P px–py

, P px–pz
and P py–pz

of the X atom, P t2g–eg and
P dx2�y2�dz2

of Mo andW cations, P d–s and P d–p of the Ti atom in
the Ti:MoS model. Irrespective of the chemical composition,
positive values of dIL do not affect any orbital population in
a signicant way; moreover, orbital polarization of the Ti atom
are nearly constant within the considered dIL range, their
average values P d–s ¼ 85.1% and P d–p ¼ 77.2% changing about
1%. Increasing the load (dIL < 0), we observe that: (i) X px and py
population are almost unvaried while pz orbital population

Fig. 3 (a) The presence of external load is modeled starting from the relaxed structure and changing the optimized interlayer distance d0 to
a new value d by shifting one layer of a quantity equal to dIL along the c-axis. (b) On a larger scale, positive and negative dIL values represent
deviations from the parallel layer ideal configuration, due to the presence of topographic defects.
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decreases (Fig. 5a–c), (ii) M eg orbital population increases
(Fig. 5d) and (iii) M dz2 population increases at the expenses of
dx2�z2 (Fig. 5e). This indicates that reducing the interlayer
distance induces ow of charge from the interlayer region,
described by the pz orbitals, towards the intralayer region.
Charge tends to accumulate on eachM atom, in particular along
an axis orthogonal to the plane containing the M atoms
belonging to the same MX2 layer (Fig. 6). We can then conclude
that interactions among layers are mediated by the pz orbitals of
X anions belonging to two adjacent layers and facing the same
interlayer region. Finally, we can argue that the charge distri-
bution in the inner part of each layer can be controlled by
proper perturbations of the electronic density at the surface of
the layer.

Orbital polarization is a ne partition of the electronic
density, providing a real-space picture of the charge

redistribution aer alteration of the system geometry in the
presence of external load. However, to understand how the
redistribution of the electronic charge affects the atomic
motions (electro-vibrational coupling), we need to recollect the
fragmented information provided by the orbital polarization
into a simple electronic descriptor. To this aim, we now analyse
the CM,X M–X bond covalency at each of the considered dIL

values, making use of the bond covalency metric that has
already been dened by means of atomic orbital contributions
to the electronic density of states.40 M–X bond covalency is
determined by the cooperative effect of the electronic structure
of the M and X atoms and the structural distortions of the
system, as it has already been observed in a theoretical study on
perovskite oxides,40 optically active telluro-molybdates41 and

Fig. 4 Frequencies of G(4–6) and A(1–6) modes as a function of the
interlayer distance variation dIL. Irrespective of the M and X atomic
types, increasing the interlayer distance lowers the vibrational
frequencies, while increasing the load is expected to disfavor sliding,
with exceptions at dIL ¼ �1.5 Å.

Fig. 5 Orbital polarization of MX and Ti:MoS systems as a function of
dIL: (a) XP px–py

, (b) X P px–pz
, (c) XP py–pz

, (d) MP t2g–eg
, (e) MP dx2�y2�dz2

; M
¼ Mo for the data relative to the Ti:MoS system in panels (d) and (e).
Reducing the interlayer distance induces charge accumulation
towards the intralayer region, along an axis orthogonal to the plain
containing the M atoms belonging to the same MX2 layer.
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tribologic TMDmaterials.11 We evaluate CM,X as a function of dIL
by considering the energy range [�10.0, 0.0] eV, corresponding
to the electronic valence band, where the Fermi level has been

set to 0.0 eV (Fig. 7a). In the rst instance, we note that, for d $
0.0 Å, M–X bond covalency can be considered as constant; this
result is difficult to extrapolate from the orbital polarizations
due to the uctuations found in the same dIL range (Fig. 5), and
shows how the covalency metric CM,X acts as a collective
descriptor of the details of the electronic structure. As we
already observed about the mode frequencies, the constant
trend of CM,X for d > 0 can be explained considering that at high
interlayer distances only intralayer interactions are relevant,
and they are the only ones that determine the electronic
distribution. On the other hand, irrespective of the chemical
composition, we nd that M–X covalency is monotonically
decreasing with increasing load. We understand this in this
way: the charge accumulation in the intralayer region increases
the electronic repulsion due to the Pauli's exclusion principle,
inducing a localization of the electronic charge onto the M
cation, making the M–X bond more ionic. Such charge locali-
zation, and the consequent reduction of M–X bond covalency, is
responsible of the hardening of the G(4–6) and A(1–6) modes;
this means that the less covalent the M–X bond is, the less
favorable the bulk contribution is to the layer shi along the c-
axis (G(6) and A(5–6) modes) and to the layer sliding (G(4–5) and
A(1–4) modes). This last aspect suggests that, at increasing load,

Fig. 6 Schematic representations of the charge density and the inter-
to-intralayer charge flow mechanism: RGB gradient indicates
decreasing charge density (red ¼ highest, blue ¼ lowest) while shaded
atoms and bonds are out of the sections showing the charge distri-
bution. Color code for atoms is the same as in Fig. 1; the generic M
cation here represents Mo or W atom, since no variation of the orbital
polarization of Ti atom has been observed in the Ti:MoS system. (a)
Electronic density on a plane parallel to the c-axis and containing two
X–M–X bonds, each belonging to two subsequent MX2 layers. Upon
interlayer distance reduction, charge flows from the inter- to the
intralayer region, thanks to electron transfer from X pz orbital to M eg
orbital via an intermediate step involving the px and py orbitals of the X
atom; charge thus accumulates onto an axis containing the M cation
and orthogonal to the layers. (b) Electronic charge distribution on
a plane orthogonal to the c axis and containing the X anions facing the
same interlayer region. The hybridization of the dz2 orbital of the M
cation with the px and py orbitals of the X atom allows the X / M
charge transfer.

Fig. 7 (a) M–X bond covalency and (b) M–X pair cophonicity as
a function of the interlayer distance variation dIL; covalency is found to
be a monotonic function of dIL while cophonicity is nearly constant for
dIL$�1.0 Å. (c) Amplitude of the variation interval ofG(4–6) and A(1–6)
mode frequencies as a function of Cph(M–X); Cph(M–X) values here
used are those calculated at dIL ¼ 0.0 Å. The smallest variation interval
of the considered frequencies is realized at Cph(M–X) ¼ �0.36 cm�1,
corresponding to the WTe system.
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the macroscopic friction coefficient is expected to increase;
exceptions are found for those systems with instabilities at dIL ¼
�1.5 Å, which, at very high loads, are expected to show
improved frictional properties.

So far we have shown that the frequencies of those modes
that are mainly affected by a change in the unit cell volume, e.g.
G(4–6) and A(1–6) modes, generally increase at increasing
external load (dIL < 0); we found some exceptions that are ex-
pected to have bulk contributions favoring the layer sliding at
high load (dIL ¼ �1.5 Å). We explained the hardening of the
modes in terms of localization of the electronic density on theM
cation and a consequent reduced M–X bond covalency; the
latter turned out to be a convenient descriptor to understand
the origin of the vibrational behavior of the system in the
presence of external load. To further disentangle the atomic
contributions to the vibrational response, we now calculate the
M–X pair cophonicity at the considered dIL values, in order to
understand how the relative M/X atomic contribution to the
vibrational bands is affected by the interlayer distance (Fig. 7b).
Interestingly, we nd an abrupt variation of Cph(M–X) at dIL ¼
�1.5 Å, supporting the idea that signicant electro-structural
coupling effects arise at high load; on the other hand, irre-
spective of the atomic types, Cph(M–X) can be considered
constant for dIL $ �1.0 Å. This last result tells us that once the
chemical composition and the M–X connectivity are xed, M–X
pair cophonicity is a feature of the MX and Ti:MoS systems, that
is preserved if the external load is not extremely high. We can
therefore use the M–X cophonicity calculated at zero load to
characterize the system and its response under load.

The variability of the structural response can be quantied in
terms of the amplitude of the interval within which each mode
frequency changes: the higher is such amplitude, the higher is
the variation of a specic frequency with the external load. We
dene the variation amplitude Du(~q) of the frequency u asso-
ciated to the~q point of the IBZ as

Du

�
~q
�
¼ max

u

h
u
�
~q
�i

�min
u

h
u
�
~q
�i

(3)

where max
u

½uð~qÞ� and min
u

½uð~qÞ� are the highest and the lowest
frequency u at xed~q point of the IBZ. The smaller Du(~q) is, the
smaller the variation amplitude of the vibrational frequency is;
a system with small Du(~q) shows bulk properties that are less
affected by the external load. We calculate Du for the G(4–5),
G(6), A(1–4) and A(5–6) modes, respectively. The variability of
the structural response is strictly connected to the chemical
composition; we then connect the frequency variation ampli-
tude to the M–X cophonicity by evaluating Du for d ˛ [�1.0, 1.5]
Å, where Cph(M–X) can be considered constant. We nd that,
irrespective of the mode, the minimum Du is realized at Cph(M–

X) ¼ �0.36 cm�1, corresponding to the WTe system (Fig. 7b).
Moreover, concerning the G(4–5) and A(1–4) sliding modes,
Ti:MoS system shows a small Du value similarly to WTe. These
outcomes suggest that, in the presence of external load, the
Ti:MoS and WTe bulk contributions to the sliding are expected
to be the least affected among the studied systems. We here
note that in our previous study on MX2 TMDs,11 we already
discussed how, in absence of load, the Ti:MoS bulk contribution

to the macroscopic friction is expected to be the same as that of
WTe compound.

We want to know how to tune Du in order to determine how
prone the material is to change its response under load; to this
aim, we prefer to rely on properties that are characteristic of the
system with no load, in order to reduce the number of param-
eters to consider to build our models. We showed how the
variation of the frequencies, those associated to the modes
mostly affected by unit cell volume changes, is due to charge
ow between the interlayer and intralayer region, induced by
variations of the interlayer distance; such charge redistribution
affects the M–X bond covalency, being thus a function variable
with the load. On the other hand, we observed that Cph(M–X)
can be considered as constant in almost all the explored dIL

Fig. 8 Schematic diagram showing the investigation protocol applied
in this work. Ab initio simulations are employed to calculate the
electronic and dynamic properties of the selected system; cophonicity
and covalency determine the vibrational frequencies and their varia-
tion against variable load. By proper cation substitutions and/or
induced structural distortions it is possible to tune the electro-dynamic
coupling, producing a new material with enhanced tribologic
properties.
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range; we can thus exploit this fact to use the cophonicity of the
system to control the phonon frequencies variation amplitude
Du. M–X pair cophonicity is a measure of the M/X relative
contribution to a selected frequency interval; it depends on the
M and X atomic masses, the geometry of the system and the
electronic density distribution, thus the M–X bond covalency,
this latter determined in turn by both atomic types and the
geometry of the system. This easily shows how cophonicity
captures several entangled properties into one unique
descriptor and what are the parameters that can be adjusted to
nely tune the cophonicity value. For example, structural
distortions can be induced by selective cation substitution,
inducing in turn variations to covalency, hence to cophonicity
(for a complete discussion see ref. 11). Moreover, the electronic
distribution, hence the cophonicity, can be tuned by external
electric elds, as is the case of particular applications of TMDs
in which they are used to reduce friction between electrically
conducting contacts in motion. In this last respect, the protocol
detailed in this work will be benecial for future studies on how
to engineer the electronic distribution so as to tune the elec-
tronic gap in TMDs to favor the electric conductivity. In future
works, we will discuss how to selectively tune the charge
transfer for optimal frictional properties; nevertheless, the
related outcomes will outline a general approach that can be
promptly extended to broad classes of materials with diverse
applications other than tribology.

4 Conclusions

In the present work, we study the electronic and vibrational
contributions to the intrinsic friction of MX2 transition metal
dichalcogenides by applying the investigation protocol outlined
in Fig. 8.

We rst analyze the distortion patterns to characterize the
phonon modes calculated in the IBZ; we then compute the
mode Grüneisen parameters to isolate those modes that are
mainly affected by a change in the unit cell volume and studied
how the associated vibrational frequencies change by changing
the interlayer distance.

We individuate the electronic origin of the frequency shi by
analyzing the electronic charge distribution about the atomic
species at different interlayer distances. We nd that com-
pressing the system along an axis orthogonal to parallel layers
induce charge ow from the interlayer to the intralayer region.
Specically, we observe that the M cation accommodates the
excess of electronic charge via a change in the eg orbital pop-
ulation; this corresponds to charge accumulation along an axis
orthogonal to the layer and containing the M cation.

The fragmented information provided by the orbital polari-
zation analysis is recollected by means of the covalency
descriptor. The M–X bond becomes more ionic aer charge
accumulation on the M cation, while it preserves its covalent
character at increased interlayer distance. Covalency is thus
varying with variable load; on the other hand, we nd that the
M–X pair cophonicity can be considered constant in a wide load
range. We therefore choose the cophonicity, calculated at null
load, to characterize the system and its response.

We then parameterize the variability of the structural
response by quantifying the variation amplitude of the
frequency modes and we relate it to the cophonicity. We nd
that, irrespective of the mode, small variation amplitude values
associated to the sliding modes are realized for WTe and Ti:MoS
systems, that are thus expected to be the least affected systems
among those here studied.

The variation amplitude can be adjusted by controlling the
M–X pair cophonicity; the latter, in turn, can be tuned by
selective cation substitution inducing variations of the cova-
lency and the structural distortions, or by external applied
elds.

The investigation protocol used in the present work can also
be applied to the study of the electron–vibrational coupling
effects in electronic materials, as alternative to standard
methodologies.42–45
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S. Gaemers and P. OâĂŹBrien, Chem. Mater., 2015, 27,
1367–1374.

14 K. Zhang, S. Feng, J. Wang, A. Azcatl, N. Lu, R. Addou,
N. Wang, C. Zhou, J. Lerach, V. Bojan, M. J. Kim,
L.-Q. Chen, R. M. Wallace, M. Terrones, J. Zhu and
J. A. Robinson, Nano Lett., 2015, 15(10), 6586–6591.

15 (a) D. Teer, Wear, 2001, 251, 1068–1074; (b) N. Renevier,
V. Fox, D. Teer and J. Hampshire, Surf. Coat. Technol.,
2000, 127, 24–37; (c) N. Renevier, J. Hamphire, V. Fox,
J. Witts, T. Allen and D. Teer, Surf. Coat. Technol., 2001,
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Vibrational contributions to intrinsic friction in
charged transition metal dichalcogenides

Antonio Cammarata * and Tomas Polcar

Vibrational contributions to intrinsic friction in layered transition metal dichalcogenides (TMDs) have been

studied at different charge contents. We find that any deviation from charge neutrality produces complex

rearrangements of atomic positions and electronic distributions, and consequent phase transitions. Upon

charge injection, cell volume expansion is observed, due to charge accumulation along an axis ortho-

gonal to the layer planes. Such accumulation is accounted for by the d3z2−r2 orbital of the transition metal

and it is regulated by the Pt2g,eg orbital polarization. The latter, in turn, determines the frequency of the

phonon modes related to the intrinsic friction through non-trivial electro-vibrational coupling. The bond

covalency and atom pair cophonicity can be exploited as a knob to control such coupling, ruling subtle

charge flows through atomic orbitals hence determining vibrational frequencies at a specific charge

content. The results can be exploited to finely tune vibrational contributions to intrinsic friction in TMD

structures, in order to facilitate assembly and operation of nanoelectromechanical systems and, ultimately,

to govern electronic charge distribution in TMD-based devices for applications beyond nanoscale

tribology.

Introduction

Layered transition metal dichalcogenides (TMDs) attract great
technological attention owing to their highly versatile stoichio-
metry and their close features to graphene. Production of
advanced TMD-based nanostructured materials mainly relies
on the comprehension of local frictional forces. Lubricants are
able to reduce friction at the macroscopic scale, but assembly
and functionality of micro- or nanoelectromechanical systems
(NEMSs) require a deep knowledge of the mechanisms govern-
ing friction at the atomic scale. The fundamental processes at
the basis of macroscopic friction have been a subject of theore-
tical and experimental interest in tribology for a long time.1,2

Several attempts to model friction have been made so far,3 and
only a few theoretical studies took into account the explicit
atomic structure of the tribological contacts;4–10 a deep investi-
gation of the electron–phonon coupling effects on the intrinsic
frictional properties is, however, still required. We call intrinsic
friction the friction generated by the relative motion of a few
subsequent atom layers in the absence of structural imperfec-
tions (dislocations, layer truncations etc.); it then originates
from the atomic type and the geometric arrangement of the
atoms forming a pristine compound, together with the result-

ing electronic features. Under tribological conditions, non-null
net charges can arise11–14 and redistribute in the neighbour-
hood of the volume where they originated; this corresponds to
a charge injection across several layers, and to a perturbation
of their charge neutrality. Such perturbation influences the
intrinsic frictional properties, the latter being highly relevant
in the micromanipulation of free-standing atomic layers,15

hence in the final design of TMD-based nanostructured
materials. Charges may be free to move through the material
or may localize in the local environment of specific atomic
sites. As a consequence, attractive or repulsive Coulombic
forces may arise, either hindering or facilitating relative layer
gliding, depending on several factors such as sliding velocity,
temperature and atomic types forming the structure. However,
these latter aspects are out of the scope of the present study
and will be investigated in future studies.

In the present manuscript, we will focus on how the pres-
ence of non-null charge affects the frequency of the phonon
modes which are relevant to the layer sliding phenomenon.
The lower the frequency of such modes, the easier the sliding
motion, the lower their contribution to the intrinsic friction.
This can be understood in terms of the classical picture. At a
constant energy of the system, the lower the frequency of a
mode, the higher the amplitude of the corresponding atomic
displacements; ample displacements, corresponding to relative
layer shifts, promote layer sliding. Our goal is to understand
which electronic and structural features determine the fre-
quency of such modes and how the presence of non-null
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charge influences them; at the same time, we want to learn
how to tune such features, in order to find guidance to design
new TMDs with an enhanced intrinsic frictional response.

We will show that there is no trivial relationship between
the net charge of the system and the mode frequencies of the
latter; however, by exploiting electronic and structural descrip-
tors, we are able to identify guidelines to control subtle fea-
tures of the electronic density, hence the frequency of the
sliding-related phonon modes.

Computational details

Transition metal dichalcogenides have a layered structure with
the general stoichiometry MX2, where M is a transition metal
and X is a chalcogen. Each MX2 layer is formed by hexagonally
packed metal atoms coordinating six chalcogen anions in a tri-
gonal prismatic fashion (Fig. 1); adjacent layers are bound by
weak van der Waals forces which allow relative sliding under
tribological conditions. Among the several stable TMD poly-
morphs and polytypes that are found,16 we consider 2 × 2 × 2
supercells of the 2H polymorph crystalline MX2 compounds as
reference structures, with M = Mo, W and X = S, Se, Te, and
hexagonal P63/mmc symmetry (SG 194); for simplicity, we will
refer to them as MX by dropping the stoichiometric coeffi-
cients. The 2H configuration consists of two adjacent layers
arranged in such a way that a metal atom of one layer is
aligned with two anions of the other one along the direction
orthogonal to each layer (c-axis in our setting—see Fig. 1).

We perform density functional theory (DFT) calculations
using the projector-augmented wave (PAW) formalism and the
Perdew–Burke–Ernzerhof (PBE) energy functional17 as
implemented in VASP.18 We also take into account van der
Waals interactions using the Grimme correction,19 which is
able to reproduce the structural features, as we reported in pre-
vious studies and references therein.20–22 The Brillouin zone is

sampled with a minimum of a 5 × 5 × 3 k-point mesh and a
plane wave cutoff of 550 eV. We consider neutral as well as
charged systems, with charges q = 0, ±0.01, ±0.03, ±0.05, ±0.1,
±0.2, ±0.3, ±0.5, ±0.7, ±1.0|e| per cell, where one “cell” is a
2 × 2 × 2 supercell of the reference unit cell. Full structural
(atoms and lattice) relaxations are initiated from diffraction
data23–28 and the forces are minimized to a 0.5 meV Å−1

tolerance. We computed phonon band structures with the aid
of the PHONOPY software.29

Results and discussion

In our previous studies,20–22 we already pointed out how few
low-frequency phonon modes are directly connected with the
relative sliding of the adjacent layers. These consist of relative
layer glides and out-of-phase vertical (parallel to ĉ) shifts of
subsequent layers, eventually combined with intralayer
motions (Fig. 2); we will refer to such modes as sliding and
compressive modes. Following the standard convention, we
label them with increasing integers corresponding to dis-
persion branches with relatively increasing frequency; for
example, the Γ(5) mode is the mode corresponding to the fifth
branch at the Γ point of the reciprocal lattice, the frequency of
which is higher (or equal in the case of degeneracy) than that
associated with the Γ(4) mode, and lower (or equal) than that
relative to the Γ(6) mode.

Lattice parameters

We first relax the model geometries and compute the corres-
ponding phonon band structure along a standard30 path
joining the high-symmetry points of the irreducible Brillouin
zone (IBZ). We do not find unstable displacements, with the
exception of the MoS systems with q = −0.5, −0.7, −1.0|e| per
cell; the careful search for the stable states we performed in
the latter cases, indeed, suggests that such instabilities cannot
be removed unless the charge content is varied. For this
reason, we will exclude these cases from our present analysis.

Perturbation of the charge neutrality induces reduction of
system symmetries, from hexagonal to orthorhombic, mono-
clinic or triclinic (Table 1); among the charged systems, we

Fig. 1 Model structure of the hexagonal P63/mmc 2H polymorph of
the MX2 TMD crystal. M–X bonds form trigonal prisms arranged in paral-
lel layers which can reciprocally slide due to weak van der Waals
interactions.

Fig. 2 Schematics of (a) relative layer sliding and (b) out-of-phase verti-
cal shifts. Red arrows indicate eventual intralayer motions which overlap
with interlayer displacements (blue arrows). The atom color legend is
the same as in Fig. 1.
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notice that MoTe, WSe and WTe models maintain the geo-
metry with the highest symmetry (Cmcm) at very different
charge contents. This can be qualitatively ascribed to the fact
that larger ions can accommodate charge variations better
than the smaller ones, limiting eventual symmetry reduction.

Concerning the lattice vectors, at each MX composition, a = b
irrespective of the charge content (Fig. 3a); a (b) globally
increases with increasing q, the variation range being about
0.1 Å. At q = 0, the a-axis has a local maximum for the MoX
compounds, while it has a local minimum for the WX com-
pounds; on the other hand, the c-axis has a local maximum at
q = 0 irrespective of the composition although more pro-
nounced in WX compounds, and its variation range is about
1.5 Å throughout the entire charge range (Fig. 3b). The behav-
iour of crystallographic axes about q = 0 indicates that a small
perturbation of the charge neutrality is enough to induce
structural transitions: at q = ±0.05|e| per cell, the symmetry is
lowered from hexagonal to orthorhombic, monoclinic (WS at
q = −0.05|e| per cell), or triclinic (MoS at q = 0.05|e| per cell).
In all the charged systems, with a fixed X anion, the c-axis is
longer when M = Mo. Considering that the c-axis variation
range is wider than that of the a-axis, we can infer that the
charge variation is mostly accommodated along the direction
orthogonal to the layer planes, producing a volume increase at
increasing charge content (Fig. 3c).

Mode frequencies

We now analyse how the frequencies associated with the
sliding and compressive modes vary with different charge con-
tents (Fig. 4 and 5). At q = 0, the sliding modes are Γ(4–7),
Γ(8–9), A(1–4), and A(7–10), while the compressive modes are
Γ(10–11), Γ(12), A(5–6), and A(11–12), where we grouped theT
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Fig. 3 Lattice parameters (a, b) and volume (c) of the considered MX
models as a function of the system charge q. Lines are a guide to the
eye.
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modes with degenerate frequencies. We want here to note that,
according to the usual convention, the IBZ A point relative to
the hexagonal space group 194 corresponds to the Z point of
the IBZ relative to the space groups 63, 40, 15, 8, 5, 2 and 1,
and to the Y point of the IBZ relative to the space groups 12
and 6; all the three A, Y and Z high symmetry points corres-
pond to the direction (0,0,1/2) of the respective reciprocal
lattice. However, the displacement pattern of the A(1–12)
modes is equivalent to that of the Z(1–12) and Y(1–12) modes;
for this reason, we will simplify the notation by referring to the
Z(1–12) and Y(1–12) modes as A(1–12) modes without any
ambiguities. As expected, the loss of charge neutrality and the
consequent symmetry reduction cause, in general, the split of
some degenerate modes. Irrespective of the chemical compo-
sition, the frequencies of the considered modes are globally
increasing with increasing q. However, the frequency–charge
relationship is not symmetric about q = 0: while for q < 0 the
trend is smooth, for q > 0 sudden jumps are observed. Some of
the jumps are expected due to a change in the space group; in

other cases, frequency jumps are observed even if no variation
in the system symmetries occurs. In this respect, the fre-
quency–charge–structure relationship is not trivial and other
descriptors must be considered to harness the frequency
change at a variable charge content.

Distortion mode analysis

Interplay between charges and structural distortions has
already been observed in several classes of materials.16,31,32 To
analyse the details of symmetry reduction upon removal of
charge neutrality, we perform a group theoretical analysis of
the charged structures by decomposing the ground state geo-
metries into irreducible representations of the corresponding
high symmetry hexagonal P63mmc phase, aided by the
ISODISTORT software.33 Strain distortions are mainly due to
the variation of the c axis length, which we discussed above;
thus, from now on, we will discuss only the overall structural
distortion δ generated by pure atomic displacement (Fig. 6).
The main kind of distortion is Γ1+, corresponding to the

Fig. 4 Frequency of the phonon modes in branches 4–12 at the IBZ Γ point as a function of the system charge: (a) MoS, (b) MoSe, (c) MoTe, (d) WS,
(e) WSe and (f ) WTe systems. For clarity, we only show the lines connecting the data points, and omit the corresponding symbols.

Fig. 5 Frequency of the phonon modes in branches 1–12 at the IBZ A point as a function of the system charge: (a) MoS, (b) MoSe, (c) MoTe, (d) WS,
(e) WSe and (f ) WTe systems. For clarity, we only show the lines connecting the data points, and omit the corresponding symbols.
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bending of the X–M–X intralayer angle (Fig. 7a); other distor-
tions have negligible values, being 3 orders of magnitude
smaller. In few particular cases, such smaller distortions are
not negligible and contribute to the overall atomic displace-
ments in such a way to produce sudden variations of the
atomic displacements (Fig. 6). Such cases are: (i) Γ5+, relative
rigid sliding of adjacent MX2 layers in MoSe at q = 0.1, WSe at
q = 0.2, 0.5, 0.7, MoTe and WTe at q = 1.0 (Fig. 7b); (ii) Γ6+,
intralayer rigid sliding of S planes with respect to W planes in
the WS system at q = 0.7 (Fig. 7c).

Comparing Fig. 6 with Fig. 3c, it is possible to note that
such smaller distortions produce local minima in the volume–
charge relationship. Interestingly, the appearance of such extra
distortions, then of sudden jumps in the δ(q) trend, does not
induce a change in the crystallographic space group (see
Table 1). For this reason, the analysis of the electronic struc-
ture is needed in order to clarify the relationship between the
charge content and the structural distortions, hence the fre-
quency of the modes.

In a fixed X anion, structural distortions are larger in WX
than in MoX compounds, with some exceptions at specific

q values of the MSe systems. This means that MoX systems are
able to accommodate charge variations better than WX
systems, limiting atomic displacements at the minimum.
Similarly to what was observed in the frequency–charge
relationship, δ values are not symmetric about q = 0.
Distortions at −|q| are lower than the corresponding ones at
+|q|, and they increase for q > 0; for q < 0, structural distortions
decrease with an increasing charge content in WX systems,
while they increase at a lower rate in MoX systems. This
outcome is a further example of the non-trivial charge–struc-
ture relationship, and it points out that multiple descriptors
must be used to control the electro-structural coupling and its
effect on the sliding-related vibrational modes of the system.

Electro-structural coupling

We now proceed with the study of the details of the electronic
distribution. To this aim, we first perform a charge Bader ana-
lysis in all the considered systems, and consider the difference
qB = qM − qX, where qM and qX are the Bader charges of the
X and M atomic species, respectively (Fig. 8a); we then calculate
the CM,X M–X bond covalency34 and the Cph(M–X) cophoni-
city20 of the M–X pair, in the range [−10,0] eV and [0,75] cm−1,
respectively (Fig. 8b and c). The M–X pair cophonicity is a

Fig. 8 (a) qB Bader charge difference (|e| per atom), (b) CM,X M–X bond
covalency (eV) and (c) Cph(M–X) cophonicity (cm−1) of the M–X pair as a
function of the system charge q. For clarity, in plot (c) we do not show
the Cph(W–Se) = 3.28 cm−1 value at q = −1.0. Lines are a guide to the
eye.

Fig. 6 Overall structural distortion δ as a function of the charge
content q. Lines are a guide to the eye.

Fig. 7 Schematics of (a) Γ1+, (b) Γ5+ and (c) Γ6+ distortion modes
corresponding to the bending of the X–M–X intralayer angle, rigid inter-
layer sliding, and intralayer rigid sliding of X planes relative to M planes,
respectively; positive distortion δΓ1+, δΓ5+ and δΓ6+ amplitudes indicate
displacements along the directions shown by the arrows. Γ1+ distortion
is dominant in all the examined cases. The atom color legend is the
same as in Fig. 1; grey spheres represent undistorted atomic positions.
Displacements are magnified for clarity.
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measure of how the M and X atomic species contribute to
form the phonon states in the considered range, and has been
applied to the study of the electro-structural coupling in dis-
tinct classes of materials.35–37 We observe that the variation
range of qB is wider in WX systems, and can be put into corres-
pondence with a larger variation of the structural distortions
with the charge content (Fig. 6). Bond covalency slightly
decreases upon charge injection, displaying a general linear
trend with the system charge; however, by comparing Fig. 8(b)
and (c), it is immediately apparent that the covalent character
of the bond is not strictly related to the qB charge difference,
nor directly connected with the structural distortions δ (Fig. 6).
A similar observation can be applied to the cophonicity data:
in a good approximation, Cph(M–X) is linear with the charge
content, after neglecting few local minima/maxima due to
more subtle electronic features we will discuss later on. We
also compute the electron localization function38,39 (ELF) of all
the considered systems. Irrespective of the chemistry and the
charge content, no localization of the extra charge q occurs in
any specific volume of the cell system; this can be immediately
appreciated by inspecting Fig. 9, where we report the ELFs of
the selected WTe systems, as an example. These last outcomes
suggest that the electronic and dynamic features of the ionic
environment are the result of a delicate balance between the
local rearrangements of the electron density, structural distor-
tions and overall charge neutrality perturbation. In this
respect, we now focus on the subtle details of the electronic
density spatial distribution by analysing the atomic orbital
polarization.

Orbital polarization

The charge density can be partitioned in atom-centered hydro-
gen-like orbitals, so as to uncover the features of electronic
flows through the structure at a variable charge content q.22

We then measure the orbital polarization40,41 of the X and M
atomic species in each of the relaxed systems. Orbital polari-
zation Pl1ml1,l2ml2

of the |l1ml1〉 orbital relative to the |l2ml2〉
orbital is defined as

Pl1ml1;l2ml2 ¼
nl1ml1 � nl2ml2

nl1ml1 þ nl2ml2

; ð1Þ

where nl1ml1 and nl2ml2 are the occupancies of |l1ml1〉 and
|l2ml2〉 orbitals, with the orbital quantum number li and the
magnetic quantum number mli, respectively. It measures the
charge excess of the former orbital with respect to the latter:
positive (negative) values indicate that the ml1 orbital is more
(less) populated than the ml2 orbital. In the considered cases,
the observed local maxima and minima of P(q) do not appear
to be related to a change in the space group, the latter,
instead, determining the frequency split/degeneracy (Fig. 10).

In all charged systems, X px and py orbitals are almost
equally populated (Fig. 10a), with an exception at q = ±0.03 for
all the systems and at q = 0.01 for the MoSe system, where the
px orbital is more populated than the py one. On the other
hand, the pz orbital displays an excess of population with
respect to both px and py orbitals (Fig. 10b and c). In a fixed
M cation, Ppx,pz and Ppy,pz polarizations increase as MTe < MS <
MSe, assuming higher values if M = W. The t2g orbitals are

Fig. 9 Electron localization function (ELF) surfaces of the WTe systems calculated at (a, f, k) q = −1.0, (b, g, l) q = −0.5, (c, h, m) q = 0.0, (d, i, n) q =
0.5, and (e, j, o) q = 1.0|e| per atom, respectively. Surfaces have been obtained by projecting the corresponding ELFs onto (a–e) the (100) plane con-
taining Te atoms, (f–j) the (001) plane containing Te atoms, and (k–o) the (001) plane containing W cations, respectively. The RGB gradient rep-
resents the charge localization, where red color corresponds to the highest ELF value. Orientation of the crystallographic axes, reported on the left-
side of the figure, is shared among the (a–e), (f–j) and (k–o) subfigures, respectively.
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more populated than the eg ones (Fig. 10d), with the d3z2−r2
orbital bearing an excess of charge with respect to the dx2−y2
orbital (Fig. 10e). In general, in the fixed M cation and charge
content q, the d3z2−r2 population decreases with the X species
as S > Se > Te, whereas higher population is found in WX
systems (Fig. 10e). The amount with which the d3z2−r2 orbital can
accommodate a specific amount of charge is therefore deter-
mined by both the M and X atomic types. By comparing
Fig. 10(d) and (e), it is possible to appreciate that, upon charge
injection, a flow of charge occurs from the t2g orbital to the eg
orbital, in particular towards the d3z2−r2 one, which results to be
more prone to accommodate the incoming electrons. We can
therefore infer that this mechanism accounts for the c-axis vari-
ation with the system charge q. In this respect, ion substitution
regulates the charge transfer from the planes parallel to the
xy-plane and containing the X anions towards an axis parallel to
the ĉ direction, with the Pt2g,eg orbital polarization being the
quantity controlling such transfer. Moreover, Pt2g,eg regulates the
M–X interaction, hence the lattice dynamics. Following these
results, we continue our analysis by relating the frequency of the
considered Γ and A modes to the Pt2g,eg orbital polarization
values calculated at the same system charge (Fig. 11 and 12).

In order to better understand what is the relationship
between the frequencies and the orbital polarization, we first
focus on the considered Γ(4–12) modes (Fig. 11) and calculate
the average frequency ω at a fixed Pt2g,eg value, thus obtaining
a {ω, Pt2g,eg} data set for each MX system; we then evaluate the
linear interpolation of such data sets and report the results in
Fig. 13a. We repeat the same procedure on the A(1–12) modes
and show the interpolated data in Fig. 13b. An inspection of
the aforementioned figures clearly shows that the mode fre-
quencies overall increase with the Pt2g,eg orbital polarization.
By controlling the Pt2g,eg orbital polarization, it is then possible
to finely tune the considered phonon modes relative to layer
sliding; to this aim, we will exploit the connection between
Pt2g,eg with the M–X bond covalency and cophonicity.
Irrespective of the chemical composition, at a fixed charge,
Pt2g,eg decreases with increasing CM,X and Cph(M–X) (Fig. 14),

Fig. 10 Orbital polarization as a function of the system charge q: (a)
X Ppx,py

, (b) X Ppx,pz
, (c) X Ppy,pz, (d) M Pt2g,eg, and (e) M Pdx�y ;dz�r

. Upon
charge injection, the population of the M d3z2−r2 orbital increases, account-
ing for the variation of the c lattice parameter. Lines are a guide to the eye.

Fig. 11 Frequency of the phonon modes in branches 4–12 at the IBZ Γ point as a function of M Pt2g,eg orbital polarization of (a) MoS, (b) MoSe,
(c) MoTe, (d) WS, (e) WSe and (f ) WTe systems. For clarity, we only show the lines connecting the data points, and omit the corresponding symbols.
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the latter two descriptors being connected with the atomic
type, the structural distortions and the electronic density dis-
tribution, as we have already shown in previous studies.21–23 In
this respect, such quantities capture several entangled pro-
perties that can be singularly adjusted to finely tune the
covalency and cophonicity values. The chemical composition
and stoichiometry can be chosen in such a way so as to induce
specific structural distortions that alter the electronic distri-
bution and are more suitable for accommodating a specific
amount of charge in the structure; at the same time, they alter
the interatomic interactions that determine the vibrational
motions of the system. We can thus conclude that covalency
and cophonicity can be used as a knob to control the Pt2g,eg

orbital polarization, and hence low-frequency phonons contri-
buting to intrinsic friction in charged MX2 systems.

Conclusions

We studied how the presence of non-null electronic charge
affects the low-frequency modes influencing intrinsic friction
in layered transition metal dichalcogenides. We find that any
deviation from charge neutrality results in complex rearrange-

Fig. 12 Frequency of the phonon modes in branches 1–12 at the IBZ A point as a function of M Pt2g,eg orbital polarization of (a) MoS, (b) MoSe,
(c) MoTe, (d) WS, (e) WSe and (f ) WTe systems. For clarity, we only show the lines connecting the data points, and omit the corresponding symbols.

Fig. 13 Linear interpolation of the average frequency ω as a function of
the Pt2g,eg orbital polarization of the considered (a) Γ(4–12) and (b)
A(1–12) phonon modes, respectively. Irrespective of the chemical com-
position, mode frequencies increase overall with increasing Pt2g,eg orbital
polarization.

Fig. 14 M cation Pt2g,eg orbital polarization as a function of (a, c, e, g)
M–X bond covalency and (b, d, f, h) M–X pair cophonicity. Plots (a) and
(b), (c) and (d), (e) and (f ), and (g) and (h) share the same legend which
refers to the charge content of the system. In plot (b), values at Cph(M–X) >
0.5 cm−1 are not shown for clarity. Lines are a guide to the eye.
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ments of the electronic density and atomic positions, inducing
electronic and structural transitions. Charge injection deter-
mines an expansion of the cell volume due to the accumu-
lation of charge along an axis orthogonal to the MX2 layers.
Such accumulation is accounted for by the d3z2−r2 orbital of the
transition metal and it is regulated by the Pt2g,eg orbital polariz-
ation; the latter also determines the M–X interactions, hence
the modes affecting the intrinsic friction. The frequencies of
such modes increase with the Pt2g,eg orbital polarization. In
turn, increasing bond covalency and cophonicity induce a
decrease of the Pt2g,eg orbital polarization at a fixed charge
content. With the proper choice of the atomic type, it is poss-
ible to control such electro-structural descriptors, then the
orbital polarization and the mode frequency. Such relation-
ships are the result of subtle electro-vibrational coupling.
Electron–phonon coupling can thus be exploited to control the
vibrational frequencies of the system: by tuning the cophonicity
and covalency values, we can finely control charge flow through
atomic orbitals hence the vibrational frequencies at a specific
charge content. This feature can be exploited to finely tune
intrinsic friction to facilitate assembly and operation of nano-
electromechanical systems and, ultimately, to control the elec-
tronic charge distribution in TMD-based devices for application
beyond nanoscale tribology. The information gained in the
present study will be extended in future studies, where we will
investigate the role of Coulombic forces arising from charge dis-
placement and localization under tribological conditions.
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Effect of electric fields in low-dimensional materials: Nanofrictional response as a case study
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A proper control of nanoscale friction is mandatory for the fabrication and operation of optimal nanoengi-
neered devices. In this respect, the use of electric fields looks to be promising, since they are able to alter the
frictional response without imprinting permanent deformations into the structure. To this aim, we perform ab
initio simulations to study the microscopic mechanisms governing friction in low-dimensional materials in the
presence of electrostatic fields. We consider MX2 transition metal dichalcogenides as a case study. By applying
an electric field along an axis orthogonal to the atom layers, we induce a transfer of charge along the same axis;
this transfer modifies the interatomic forces, leading, in general, to easier relative layer motion. The reported
outcomes constitute a starting point to study the effect of the field direction on the intrinsic friction in future
investigations. Finally, the present results can be used to predict the preferential electronic redistribution in
nanostructured devices where metal-to-insulator transitions may occur in working conditions.

DOI: 10.1103/PhysRevB.102.155433

I. INTRODUCTION

Low-dimensional materials have found vast use in na-
noengineered devices thanks to their properties with wide
applicability such as in photovoltaics, lithium ion batter-
ies, hydrogen evolution catalysis, transistors, photodetectors,
DNA detection, memory devices, and tribology [1–5]. Fab-
rication of such devices requires micromanipulation of free
standing atomic layers, and a thorough knowledge and con-
trol of the frictional properties at the nanoscale is then
mandatory [6,7]. Moreover, their frictional properties are of
particular interest in micro- and nanoelectromechanical de-
vices [8,9] (MEMS, NEMS) or in energy harversters, where
nanoscale layers are in relative motion [9,10]. Previous stud-
ies already pointed out that load can be used as an external
knob to control the nanoscale friction [11–13], although it
may induce unwanted permanent changes to the atomic ge-
ometry [14–17]. On the other hand, electrical fields induce
charge movements which may alter the frictional properties
temporarily, while allowing them to revert to the original
structure once the external field is suppressed [18–20]. Some
theoretical studies have already dealt with the effect of electric
fields on the coupling between the electronic and dynamic
(i.e., phonon) features in low-dimensional materials [21,22];
interestingly, such coupling has been found to be effective
in altering the lateral frictional force in MoS2 and graphene
bilayer systems [23,24]. Recent experimental studies showed
how to manipulate free-standing atomic layers by in-plane

*belviflo@fel.cvut.cz
†cammaant@fel.cvut.cz

potential gradients with an atomic force microscopy tip [6,25],
while the friction between the tip and the layer decreases with
the field [20].

Motivated by this findings, in the present work we study
the microscopic mechanisms governing the intrinsic friction
at the nanoscale in the presence of electrostatic fields. As
a case study, we consider van der Waals transition metal
dichalcogenides (TMDs), which are of great interest in diverse
fields where nanoengineering is the fundamental used tech-
nique [2]. We use quantum mechanical simulations to uncover
the electronic response to an external field; we then show
how this determines the atomic participation to the relative
motion of few TMD layers and hence the intrinsic friction.
The outcomes constitute a theoretical tool for future studies on
the effect of the field direction on the layer motions. Among
other applications, we finally discuss how the present results
can be exploited in machine learning engines aimed to design
nanotribological materials with targeted frictional response.

II. METHODS

A. Computational details

The bulk structure of MX2 transition metal dichalco-
genides consists of hexagonally-ordered planes of M cations,
inserted between two planes of X anions arranged in a similar
fashion. This layered motif produces X-M-X “sandwiches”
held together by van der Waals forces and yielding a lamellar
structure. Such forces are weak enough to allow easy relative
sliding of neighboring layers, manifesting as macroscopic
lubricating effect. Among the possible polymorphs [1], we
consider the 2H phase with space group symmetry P63/mmc,

2469-9950/2020/102(15)/155433(7) 155433-1 ©2020 American Physical Society
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FIG. 1. Model geometry of the hexagonal P63/mmc 2H poly-
morph of prototypical TMD compounds; the unit cell is indicated
by a fine-line box. The a, b, c vectors forming the reference frame at
the bottom left of each subfigure represent the crystallographic axes
in our settings and the orientation of the unit cell with respect to the
reader’s view. Adjacent MX2 layers are bound together by weak van
der Waals forces which allow relative gliding.

in which the anions are aligned with the cations along a
direction orthogonal to the layer surface (Fig. 1). We select
M = Mo, W and X = S, Se, Te; in our settings, the layers are
able to slide in parallel with the a, b plane.

We perform density functional theory calculations by
means of the ABINIT software [26–32]. The plane-wave energy
cutoff is set to a minimum of 18.4 Ha and the Brillouin zone is
sampled with a minimum of 7 × 7 × 5 k-mesh divisions; the
convergence of the electronic distribution is considered to be
achieved when the difference of the total energy calculated be-
tween two subsequent self-consistent field cycles occurs twice
in a row to be less than 10−12 Ha. Structural relaxations are
initiated from diffraction data [33–38]; the lattice parameters
and atomic positions are considered to be optimized when the
maximum component of the total force acting on each atom is
less than 10−7 Ha/Bohr.

After a preliminary benchmark, [39] we select the PBE
functional [40] together with the vdw-DFT-D3(BJ) correc-
tion [41] to account for the van der Waals interactions.
Following the formulation of Nunes and Gonze [42,43], we
apply an external electrostatic field E along a direction paral-
lel to the c lattice vector (perpendicular to the sliding plane),
the magnitude of which varies in the range [0, 2.5] × 10−3

a.u. Apart from the largest values of 2.0 and 2.5 × 10−3

a.u. which we consider as extreme cases, the remaining val-
ues are representative of the electric fields typically used in
MEMS/NEMS devices [44–48]. We observe the presence of
structural instabilities beyond certain field values depending
on the atomic types forming the structure; for this reason, the
maximum field value is chosen differently for each system in
order to minimize the number of unstable displacements. We
finally calculate eigendisplacements and eigenfrequencies of
the dynamical matrix of the structures by using the PHONOPY

software [49].

B. Sliding and breathing modes

Microscopic friction is defined as the friction appearing
due to the relative motion of adjacent atom layers in the
presence of structural irregularities (e.g., dislocations, layer
truncations, wrinkles). If such irregularities are absent, fric-
tion is still occurring due to the interatomic forces arising
from the electronic (type of atom) and structural arrangement

(geometry); in this case, we call it intrinsic friction as it is an
intrinsic characteristic of the system [50]. In the present work,
we focus on the latter by considering pristine compounds
lacking in irregularities or defects. We already observed that
relative atomic motions can be geometrically described by lin-
ear combination of phonon eigendisplacements [51,52]; those
with the largest coefficients in the combination are named
sliding modes and keep active the layer sliding as long as
they own enough energy [53,54]. The sliding modes can be
classically seen as restoring forces which prevent the layer
to displace from the equilibrium position, such forces being
proportional to the square of the mode frequency. Therefore,
at a constant system energy, the lower the frequency of the
sliding modes, the larger the amplitude of the corresponding
atomic displacements, this corresponding to facilitated slid-
ing. If the frequency of a sliding mode becomes negative
[55] due to external stimuli, the geometry becomes unstable
against the distortion represented by the eigendisplacement of
such a mode, and the atomic configuration does not realize a
minimum of the energy anymore. This means that a very small
perturbation of the geometry is enough to activate the sliding
motion along the direction of the mode eigenvector; as a con-
sequence, a new minimum of the energy is realized. The latter
corresponds to a new geometric configuration with new slid-
ing mode frequencies which, in principle, can be larger than
the initial ones. To obtain easy sliding over long distances, it
is then necessary to lower the frequencies of the sliding modes
at each local minimum of the energy landscape; indeed, it
has been found that layered compounds display several en-
ergy minima with different curvatures [56–60]. Nevertheless,
the present discussion is general and does not depend on the
specific atomic topology. For this reason, we here focus on the
structural configurations corresponding to one of the possible
energy local minima of the considered compounds; the same
analysis can then be repeated on the geometries corresponding
to any other local energy minimum. If an approximate evalu-
ation of the frequencies is required, it is possible to reduce
the computational load by exploiting the normal-modes tran-
sition approximation [52]: Starting from the knowledge of the
phonon modes of one of the stable structures, the approxima-
tion allows us to estimate the eigenfrequencies of neighboring
energy minima, thus avoiding the time-consuming diagonal-
ization of the corresponding dynamical matrices.

In tribological conditions, external intervention produces
displacements of a layer with respect to the adjacent ones;
such displacements generate an excessive overlap of the
electronic densities of the facing anions, and a consequent
repulsive force arising from both Coulombic interactions and
Pauli’s exclusion principle. Since the external forces drag the
layers along directions parallel to the a, b plane, the effect
of the repulsive forces is to push the layers away from each
other along the c direction orthogonal to the layer plane. In
the extreme case in which the orthogonal movement is not
allowed, the repulsive force would act only laterally pushing
the layer back, then increasing the sliding energy barrier. It is
then apparent that if the forces binding the layers together are
weak, the layer separation is facilitated and hence the sliding.
The latter forces mainly arise from the van der Waals inter-
actions and are represented by the breathing phonon modes.
The breathing modes are associated to a restoring force which
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regulates the interlayer distance: A small force corresponds to
a large allowed variation (compression/dilation) of the layer
separation and facilitates the lateral shift. Both sliding and
breathing motions then occur at the same time whenever two
layers are displaced, no matter if the displacement is done
slowly and in a reversible way (case of static friction) or
rapidly (case of dynamic friction); in terms of the phonon
description, this corresponds to the phonon coupling between
both kind of modes, leading to dissipative processes which are
active until the relative layer displacement occurs [53,54]. By
tuning the phonon frequency we can then control the intrinsic
frictional response; to this aim, in what follows, we will focus
on both the sliding and the breathing modes. A schematic
representation of the displacements associated to such modes
is reported, for example, in the freely available Supplemental
Material of Ref. [50] and in Ref. [19].

We want to avoid the fragmentation of information into
several parameters; instead, we use global quantities in order
to obtain a unified description of the physics of the system.
To this aim, we consider the mean frequency ω which is
calculated as

ω = 1

N

N∑

j

ω j, (1)

where N is the number of the considered sliding and breathing
modes and ω j is the frequency of the jth mode. It is worth
noting here that ω can assume positive values despite the
fact that some of the ω j can be negative, that is, also in the
presence of unstable modes. In this respect, a positive value of
ω indicates that the amount of instabilities, that is the number
of unstable modes and the magnitude of the relative frequen-
cies, is null of negligible; in the latter case, the structure can
be considered “globally” stable. The phonons relevant to our
discussion are mainly located at the � and A points of the
irreducible Brillouin zone; we will then focus on this portion
of the reciprocal space in our phonon analysis.

III. RESULTS AND DISCUSSION

We start our investigation from the effect of the electric
field on the geometry. At non-null fields, we observe the
largest volume variation in the MoSe2, MoTe2, and WSe2

systems, mainly due to the change in the length of the c lattice
vector (Fig. 2); this is expected, since such a crystallographic
axis is parallel to the direction of the applied field E. As we
discuss later on, some structure becomes unstable for field
values beyond a certain threshold which depends on the ma-
terial; for those values, the lattice parameters correspond to a
transient configuration which belongs to a geometric path con-
necting two stable states. Such transient configuration can be
detected by time-resolved crystallography techniques, capable
to monitor structural changes occurring in very short time
scales [61–63]. Concerning the phonon structure, we observe
that an increase of the field produces a general hardening of
the � − A modes together with a softening of some sliding
branches, which may become unstable beyond some critical
E (E = |E|) value specific of the system. This is apparent
when we consider the average frequency ω as a function of
E (Fig. 3): The MoS2, WS2, and WTe2 systems appear to

FIG. 2. Effect of the electric field on the lattice parameters of the
model systems: (a) lattice constants a and b, (b) lattice constant c,
(c) cell volume. Values relative to MoS2 and WS2 systems are close.
Lines are a guide for the eye.

be the most stable against large field perturbations while, in
the remaining compounds, some of the sliding modes become
unstable already at E = 0.5 × 10−3 a.u. (the dependency of
each sliding and breathing mode frequency as a function of
the field is reported in the Supplemental Material [39]). This
suggests that the sliding can already be facilitated in MoSe2,
MoTe2, and WSe2 pristine TMDs by means of the application
of small electric fields; however, the critical electric fields to
obtain easy sliding are the lowest required to realize negative
average frequencies and depend on the chemical composition.
To estimate the effect of the field on the nanoscale friction,
we recall that we are here describing friction as a harmonic
restoring force

f = −kx = mω2ẍ, (2)

FIG. 3. Average frequency as a function of the applied electric
field. Instabilities arise when the field magnitude is above a critical
value depending on the chemical composition. Lines are a guide for
the eye.
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where x is the relative layer displacement, m is the mass of the
system, and k (ω) is an effective force constant (frequency)
resulting from the sliding and breathing modes. From Eq. (2)
we can infer that, if the effect of the electric field is to halve the
frequency, the resulting frictional force is four times smaller
than the initial one. We are aware that this is an approxima-
tion because phonon coupling should be taken into account
explicitly [52–54,64]. A rigorous derivation of the frictional
force in terms of phonon contributions requires the explicit
expression of the energy in terms of single phonons and the
relative coupling, also including the effect of the temperature;
however, this falls out of the scope of the present discussion
and we plan to investigate it in a future work. By inspecting
Fig. 3, it is apparent that there is no clear relation between the
magnitude of the field, the phonon frequency, and the atomic
types. This relation is the result of the coupling between the
electronic structure and the dynamical response of the system;
understanding and controlling such coupling is indeed the
goal of the present work. To this aim, we proceed with the
analysis of the subtle features of the electronic density. To
quantify how the electronic charge redistributes across the
structure under the effect of the field we make use of the
orbital polarization [65] defined as

Pa,b = na − nb

na + nb
, (3)

where ni is the occupation of a given i orbital; in this way,
we measure the excess of population of the a with respect
to the b orbital. Since the atomic orbitals provide a partition
of the electronic density into regions with specific spatial
orientations, by comparing different kind of polarizations we
can determine the preferential distribution of the electrons at
specific field magnitudes. We consider the px, py, and pz or-
bitals centered at the anion sites, and the t2g and the eg orbitals
centered at the cation sites, in order to calculate the follow-
ing polarizations: Ppx,py , Ppx,pz , Ppy,pz , Pt2g,eg , Pdx2−y2 ,dz2 . We
notice that the presence of the field does not induce any
significant change in the relative occupation of the px with
respect to the py orbital [Fig. 4(a)]; the fluctuation around zero
of Ppx,py indicates that the electrons are equally distributed
between the two orbitals. This is an expected behavior thanks
to the symmetries present in the a, b plane; for the same
reason, both Ppx,pz and Ppy,pz orbital polarizations show the
same trend [Figs. 4(b) and 4(c)]. The negative values of Ppx,pz

and Ppy,pz indicate an excess of electrons along an axis or-
thogonal to the layers at the anion site, such excess remaining
nearly constant irrespective of the applied field. Concerning
the relative occupation of the t2g and eg orbitals, in the MoSe2,
MoTe2, and WSe2 systems we notice that an increase of the
field induces a transfer of electrons towards the eg orbitals
[Fig. 4(d)] and, correspondingly, an electron flow from the
dx2−y2 to the dz2 orbital [Fig. 4(e)]. This points at a charge
transfer along an axis orthogonal to the a, b plane and passing
through the cation sites. Differently, in the MoS2, WS2, and
WTe2 systems the variation of the field leaves almost unal-
tered both the Pt2g,eg and Pdx2−y2 ,dz2 polarizations. This analysis
then suggests that the applied field induces an accumulation
of charge along the c direction in the MoSe2, MoTe2, and
WSe2 systems, which accounts for a significant variation of
the c lattice constant (Fig. 2) and the consequent instability

FIG. 4. Orbital polarization of the MX2 systems as a function of
the electric field. An increase of the field magnitude induces a charge
transfer along the direction orthogonal to the lattice planes. Legend
is common to all the subplots; lines are a guide for the eye.

of the sliding modes (Fig. 3). For a convenient visualization
of this effect, we report the projections of selected charge
density differences in the Supplemental Material [39]. The
charge redistribution may affect the M-X bond covalency, as
it has already been observed in TMD-based systems [54]. In
order to quantify this effect, we calculate the bond covalency
CM,X in terms of atomic participation to the electronic density
of states [66]; we then consider the relation among CM,X and
the polarizations involving the d orbitals (Fig. 5). In MoS2,
MoSe2, and MoTe2 systems, the bond covalency is nearly
constant despite the large variation of the orbital polariza-
tions; on the contrary, the covalent character of the bond is
more sensitive to the charge rearrangement in WS2 and WSe2

systems. In the case of the WTe2 compound, the variation
of the orbital polarization is too small to induce significant
changes in the bond covalency. Correspondingly, no clear
trend is observed for ω as a function of CM,X (not shown). This
shows that the relation among the atomic motions (i.e., mode
eigendisplacements and their frequency), the covalency, the
orbital polarizations, and the atomic types forming the struc-
ture is not trivial. Indeed, the atomic types and the electronic
environment in which they are embedded rule the interatomic
forces which, in turn, dictate the dynamic response. In fact,
the interatomic force constant tensor enters in the definition
of the dynamical matrix and determines the values of the
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FIG. 5. M-X bond covalency as a function of the (a) Pt2g,eg and
(b) Pdx2−y2 ,dz2 orbital polarizations. Depending on the system, the
charge rearrangement does not affect the covalent character of the
bond. Legend is common to both subplots; lines are a guide for
the eye.

mode frequencies of the system [67,68]. This leads us to
consider the cophonicity [51] metric as a general descriptor
able to parametrize the effect of the atomic type on such
entangled electrodynamical coupling, as already observed for
other physical phenomena [69–73]. The cophonicity metric
Cph(M-X) is a measure of the relative atomic contributions to
a specific range of phonon eigenfrequencies, whereas the con-
tribution of a single atom is quantified by the atom-projected
phonon density of states. To calculate Cph(M-X) for each
compound, we select the frequency range corresponding to the
sliding and breathing modes [39]. According to the definition,
positive Cph(M-X) values indicate that the M and X ions con-
tribute more to higher- and lower-frequency displacements,
respectively; in this case, M cations displace faster than X
anions when forming the global layer sliding motion. The
opposite holds for negative values. A cophonicity value close
to zero (perfect cophonicity) corresponds to atomic displace-
ments in which both M and X atoms move on average at
the same velocity. We observe that the cophonicity is nearly
constant for low values of the electric field (Fig. 6); in this
respect, it can be regarded as an intrinsic characteristic of
the stable system. For each system, there is a critical electric
field beyond which the cophonicity deviates significatively
from the value at zero field. Correspondingly, the structure
becomes highly unstable against the sliding and breathing
distortions, that is, the relative layer motion is promoted in
a more significant amount than what is observed for the cases
at low field. Interestingly, in general, the sliding and breathing
displacements are stable when perfect cophoniciy is realized
(Cph(M-X) ≈0), while they become prevalently unstable when
Cph(M-X) significantly deviates from zero; how far from zero
it must be to have unstable modes depends on the system.
This means that if the overall layer displacement is formed
by atomic motions in which the M and X atoms move on

FIG. 6. (a) Cophonicity of the M-X pair as a function of the
electric field. (b) Average frequency as a function of the cophonicity.
Legend is common to both subplots; lines are a guide for the eye.

average at the same velocity, the sliding is favored at low
electric field values; on the contrary, larger field values require
that cations and anions move at a very different velocity in
order to produce easy gliding of the layers. In passing, we
notice that the cophonicity values here reported are similar
to those realized in finite n-layered TMDs, where the orbital
polarization and the consequent interlayer charge distribution
play a relevant role in the determination of the sliding-related
frequencies [50].

The presented case study can be extended by considering
geometric configurations corresponding to local energy min-
ima other than those considered in the present work; in this
way, it is possible to obtain a more complete overview of
the set of electric field values suitable for the selected atomic
types. Moreover, atomic species and geometries other than
those pertaining to the here examined TMD prototypes can
be the subject of future studies. To this aim, it is possible to
use the cophonicity to parametrize the nanoscale frictional re-
sponse to external electric fields in large databases of chemical
moieties and atomic topologies. Such parametrization can be
used in machine learning engines [9] for automated research
of proper combination of atomic species and geometries, to
ultimately design novel tribological materials with targeted
frictional response under electric field stimuli. Finally, the ob-
served relation between the charge flow and the electric field
may guide the probe and control of metal-to-insulator transi-
tion in nanomechanical motions [74,75], since the transition
is generally determined by subtle anisotropic rearrangements
of the electronic density [65,76,77].

IV. CONCLUSIONS

We studied the effect of an electrostatic field on the
nanoscale frictional properties of lamellar materials, by con-
sidering prototypical layered transition metal dichalcogenides
as a case study. By applying an electric field along an axis
orthogonal to the atom layers, we induce a transfer of charge
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along the same axis; this transfer does not affect significantly
the covalent character of the bond, while it modifies the
interatomic forces. Such modification determines the soften-
ing of the sliding modes until they become unstable above
a certain critical field specific of the system. This effect is
quantified by the cophonicity metric: The larger the module
of the cophonicity, the more different the cation and anion
velocity when forming the overall sliding motion, leading
to strongly unstable phonon modes and lower friction. The
present outcomes are therefore a theoretical tool for future in-
vestigations aimed to parametrize the triboresponse to electric
fields against the atomic types forming the compound. The re-
ported results also represent a starting point for further studies
where different directions of the field other than that orthog-
onal to atomic layers are considered, in order to elucidate the
effect of the field orientation on the intrinsic friction. Finally,
the present study can help to predict the preferential electronic

redistribution in nanomechanical devices, where local metal-
to-insulator transitions may occur in working conditions.
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The control of friction at the atomic scale is fundamental to optimize the exfoliation of layered materials.
To this aim, we report a density-functional investigation of how intercalated molecules affect the nanoscale
friction of van der Waals transition-metal dichalcogenides. We find that the molecule does not interact with
the electronic density of the layers directly; nonetheless it determines the features of the valence band of
the system. In particular, the valence-band width appears to be a promising parameter to correlate the
electronic properties with the nanofrictional response; it then constitutes a guide for the automatic search
of intercalation molecules suitable for layer exfoliation. The present outcomes also constitute a theoretical
tool for future investigations of the effect that intercalated species have on the nanoscale friction in layered
materials.

DOI: 10.1103/PhysRevApplied.15.064041

I. INTRODUCTION

The discovery of graphene [1] opened up a new area of
research into low-dimensional materials. Since then, many
inorganic graphene analogs, such as boron nitride, boro-
carbonitrides, metal oxides, metal-organic frameworks,
and transition-metal dichalcogenides (TMDs) [2,3] have
attracted great attention because of their wide appli-
cability in photovoltaic devices, lithium-ion batteries,
hydrogen-evolution catalysis, transistors, photodetectors,
DNA detection, memory devices, and tribological applica-
tions [4–7]. Among the compounds mentioned, we focus
here on TMDs, lamellar structures held together by weak
van der Waals forces.

Like graphene and other van der Waals solids, bulk
TMDs can be exfoliated into single-layer or few-layer
structures by physical or chemical routes, such as the adhe-
sive tape technique [8], solvent-assisted exfoliation [9],
and chemical exfoliation via ion intercalation [10–12].
Exfoliation of these materials into monolayer or few-layer
thin films leads to additional exciting properties due to
confinement effects, which are not seen in the bulk counter-
parts [13–18]. In this respect, great expectations are placed
on finite two-dimensional systems, where transition-metal
dichalcogenides play a fundamental role—the flexible
chemistry and stoichiometry easily open several routes to
engineer heterostructures with diverse functionalities at the
nanoscale.

*missajam@fel.cvut.cz
†cammaant@fel.cvut.cz

The fundamental starting point to build two-dimensional
TMD-based systems is to obtain monolayer or few-layer
TMD films. The crucial aspect involved in harnessing layer
exfoliation is understanding the interlayer environment.
In bulk TMD structures, the weak van der Waals forces
allow relative sliding of adjacent layers and ease layer sep-
aration under external stimulations. Individual layers of
TMDs can be isolated from the bulk parent via mechan-
ical cleavage [19–21], liquid exfoliation [22,23], or ion
intercalation [11,24–26]. Mechanical cleavage produces
single-crystal flakes of high purity and cleanliness that are
suitable for characterization and fabrication of individual
devices. However, this method is not scalable yet, and
does not allow systematic control of flake thickness and
size [27]. A focused laser spot has been used to reduce
MoS2 bulk to monolayers by thermal ablation, but the
requirement for laser scanning makes it challenging for
scale-up [28]. On the other hand, liquid-phase exfoliation
of TMDs is very promising. Sonication-assisted exfolia-
tion in solvents [22,23,29,30] results in the production of
single-layer and multilayer nanosheets that are then sta-
bilized by interactions with the solvent and surfactant.
This method has the advantage of being simple despite
it producing high-quality small exfoliated nanosheets, but
one of the main drawbacks is that very little is known
about the stabilization mechanism [31]. Finally, ion inter-
calation has been regarded as an efficient way to reduce
several layered compounds into thin sheets [32,33]; how-
ever, this method is time-consuming, is extremely sensitive
to environmental conditions, and can result in structural
deformations [34], besides the complication represented
by ion removal and the subsequent reaggregation of layers
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[35]. The most-promising method would then seem to be
the intercalation of inert species rather than ionic species
to prevent unwanted interactions.

Computational investigations of exfoliation of layered
materials have focused mainly on interlayer adhesion ener-
gies also in the presence of exfoliation-assisting molecules
[36–40], and very few of them have dealt with TMD com-
pounds [41]. Adhesion is the main force resisting the layer
peeling, and is then one of the main structural responses
to be harnessed to facilitate the exfoliation process. How-
ever, adhesion is inevitably accompanied by the resistance
that adjacent atomic layers develop to prevent the relative
parallel shift, this occurring because the exfoliation is initi-
ated and done by mechanical stress at a tangent to the layer
surface [42–45]: layer sliding and layer separation are the
two main phenomena that must be controlled to obtain a
facile exfoliation of the lamellar structure. Nanotribologi-
cal properties of TMD layers therefore play a fundamental
role in the exfoliation process.

Following the perspective outlined above, in the present
work we focus on how inert molecules change the tribo-
logical properties of TMD layers when intercalated in the
interlayer gap. The presence of the molecule induces an
increase of the interlayer spacing and weakens the van der
Waals interaction and hence the forces binding the lay-
ers together and preventing the layer sliding [44]; as a
consequence, the layer gliding is favored, and the energy
required to separate the layers is reduced. It has been
shown [46] that intercalated water molecules in MoS2 con-
siderably hinder the sliding motion of the layer. Moreover,
an enhancement of friction by water intercalation between
graphene and mica by a factor of approximately 3 rela-
tive to dry mica was found [47]; this has been supported
by density-functional-theory calculations that revealed that
the water broadens the spectral range of graphene vibra-
tions, leading to new excitation channels and increasing
the overlap with the atomic vibrations of the mica sub-
strate. We earlier observed that specific phonon modes play
a fundamental role in energy transfer under tribological
conditions in TMD-based materials [48]. In the present
work, by means of quantum-mechanical simulations, we
show that the nanotribological properties correlate with the
modifications induced in the valence band of the pristine
material. Although the molecule does not interact with the
atoms of the TMD layer, we find that the electronic states
of the molecule modify the relative M /X composition of
the occupied states up to the Fermi level [49] together
with the width of the valence band; the latter appears to
be the quantity to control to tune the frictional response at
the nanoscale in the presence of inert intercalated moieties.
Finally, we discuss how the present outcomes could con-
stitute a starting point to develop experimental guidelines
for the selection of inert species to assist the exfoliation
of layered materials, thus boosting the development of
nanoengineered devices with wide applicability.

II. METHODS

A. Computational details

Pristine TMDs are layered structures, with the formula
unit MX2, where M is a transition metal and X is a
chalcogen atom; M—X bonds are arranged in a trigonal
prismatic configuration forming layers characterized by
strong covalent character, which provides in-plane stabil-
ity of the periodic structure; the layers are held together
by weak out-of-plane van der Waals interactions, allow-
ing easy relative sliding parallel to the layer planes. We
select the hexagonal P63/mmc 2H polymorphs [5] with
M being Mo or W and X being S, Se, or Te as reference
structures [50–55]. We also consider the presence of one
CO2 molecule or one N2 molecule in the interlayer gap of
a 2 × 2 × 1 supercell of the pristine geometry. In this way,
we build the model geometries for our simulations, which
we name Z-MX , where M and X specify the kind of cation
and anion forming the MX 2 layers, respectively, while Z
(N2 or CO2) specifies the intercalated molecular species;
Z = 0 indicates that no molecule is present in the unit cell
and the structure is the pristine one (Fig. 1).

Our calculations are based on density-functional theory
with projector-augmented-wave formalism for the specifi-
cation of the atom pseudopotentials as implemented in the
ABINIT package [56–59]. After preliminary benchmarks
[60], we choose the Perdew-Burke-Ernzerhof energy func-
tional [61] for the exchange-correlation potential and the
DFT-D3(BJ) van der Waals correction [62] for the rep-
resentation of the long-range interlayer interactions. We
select a cutoff energy for the plane-wave basis set of
700 eV and sample the Brillouin zone by using a 7 × 7 × 5
Monkhorst-Pack division [63]. The solution of the self-
consistent-field equations is considered converged within
an energy tolerance of 10−10 eV, while the atomic positions

(a) (b)

FIG. 1. Schematic of a Z-MX model geometry; here, Z = N2
as an example. Each M cation coordinates six X anions via
covalent bonds, forming MX2 layers; the Z molecule sits in the
interlayer gap and modulates the van der Waals forces binding
the layers together. (a) Lateral view; (b) view along the c axis.
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and lattice parameters are fully relaxed with a tolerance of
5 × 10−6 eV/Å. We perform several geometric optimiza-
tions that differ in the starting position and orientation of
the molecule. Despite the differences among the starting
geometries, the corresponding final optimized configura-
tions are identical within a tolerance of 10−4 Å; we then
consider the ground-state geometries obtained to be well
defined and we consider these in the present calculations.
The stable geometries containing the intercalant molecule
are reported in Supplemental Material [64].

We use PHONOPY [65] to diagonalize the dynami-
cal matrix of the stable structures built with the finite-
displacement method [66,67], whereas the force constants
are evaluated on 2 × 2 × 2 and 1 × 1 × 2 supercells of the
pristine and molecule-containing systems, respectively.

B. Sliding and breathing modes

The exfoliation process occurs because of the combined
action of external forces acting along the shear and ver-
tical directions with respect to the layer plane [42–45];
such forces are capable of overcoming the internal forces
that bind the layers together. This can be visualized in
the following way. If an external macroscopic force acts
on the system with a non-null component at a tangent to
the material surface, the atomic layers slide on shearing.
As a response, internal forces opposing the shift develop,
and the relative motion is realized as long as the external
tangent force is active and larger than the internal forces.
The internal forces manifest themselves as friction and are
the result of several factors, such as asperities, disloca-
tions, layer truncations, and defects; if such irregularities
are not present, friction still occurs and is due to only the
interatomic forces arising from the electronic density and
the atomic geometry. In this latter case, we refer to it as
“intrinsic friction” since it is an intrinsic characteristic of
the system [60,68,69], and it is the subject of the present
study.

Relative atomic motions are usually described by a set
of Cartesian vectors, the components of which represent
the atomic displacements. An equivalent description is
obtained by using suitable linear combinations of phonon
eigendisplacements, which are a complete geometric basis
set and therefore provide complete information on the
atomic configuration [70–72]. The phonon eigenvectors
representing relative layer displacemements parallel to the
layer planes are named “sliding modes” [73,74]: they
appear with the largest coefficients in the linear combi-
nation and keep active the layer sliding as long as their
population is above a certain threshold [48,75]. The slid-
ing modes may be visualized as restoring forces that
return the layers to their equilibrium position; in the har-
monic approximation, they are proportional to the square
of the mode frequency. As a consequence, a low frequency
associated with the sliding modes corresponds to a low

restoring frictional force and hence to low intrinsic friction
and facile sliding.

In addition to parallel sliding, other kinds of displace-
ments are significant during the exfoliation process. The
lateral displacement of the layers generates an excessive
overlap of the atomic electronic densities in the interlayer
gap; as a consequence, a repulsive force arises due to
Coulombic interaction and the Pauli exclusion principle.
As the effect of the external force is to drag the layers
along directions parallel to the MX 2 planes, such repulsive
force results into an increased separation of the layers; if
this movement were not allowed, then the repulsive force
would push the layers laterally back, thus increasing the
sliding energy barrier. This means that if the forces tying
the layers together are weak, then it is easier to sepa-
rate them, and the sliding is promoted. These forces arise
mainly from the van der Waals interactions and mani-
fest themselves as the breathing phonon modes; they may
be regarded as the harmonic representation of adhesion
forces. Analogously to the sliding modes, a low breath-
ing frequency then corresponds to an easy variation of
the interlayer distance and hence to low adhesion and
facilitated sliding.

Both sliding and breathing modes are then active when-
ever two subsequent layers are laterally displaced to be
separated; if the separation occurs because of only ver-
tical forces, then solely the breathing modes are active
and hinder the exfoliation. The control of both sliding
and breathing frequencies is then desirable to optimize the
exfoliation process. To this aim, we focus on the frequen-
cies of both the sliding modes and the breathing modes. To
reduce the number of parameters and facilitate the anal-
ysis, we consider the mean sliding frequency ωsl , which
reads

ωsl = 1
N

N∑

j

ωj , (1)

where ωj is the frequency of the j th sliding mode and N
is the total number of sliding modes considered; the mean
breathing frequency ωbr is defined in an analogous way. In
practice, the distinction between breathing modes and slid-
ing modes is done by considering reference vectors parallel
and perpendicular to the layer surface. The modes with
large scalar projections along the parallel or perpendicular
reference vectors are labeled as sliding modes and breath-
ing modes, respectively. This characterization criterion has
already been used for the mode decomposition of sliding
trajectories [75].

III. RESULTS AND DISCUSSION

We begin our analysis by considering the features of the
unit cell. As soon as a molecule is inserted into the inter-
layer region, the symmetries of the pristine structure are
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reduced to those of the P1 crystallographic space group.
For fixed M and X atomic species, lattice parameters a
and b are not affected by the kind of molecule, while
the main variation is observed for the c crystallographic
axis, which accounts for the volume increase (Fig. 2); no
significant difference is found instead for the cases with
the two different molecules. In general, the presence of a
molecule induces a lowering of ωsl and ωbr with respect
to the pristine case (Z = 0), irrespective of the chemical
composition of the layers; this is expected, because the
presence of the molecule increases the separation between
the layers and screens the interaction between them, mak-
ing the sliding (friction) and breathing (adhesion) restoring
forces weaker. However, although the steric hindrance of
the CO2 molecule is larger than that of N2 molecule, the
effect on the mean sliding and breathing frequencies is a
peculiarity of the system (Fig. 3): while the mean slid-
ing frequency decreases in the sequence 0 > N2 > CO2,
the mean breathing frequency increases in the Z-MoS,
Z-MoSe, and Z-WTe systems when Z changes from N2
to CO2. A comparison between Figs. 2 and 3 shows that

(a)

(b)

(c)

(d)

FIG. 2. (a)–(c) Length of the lattice vectors and (d) volume
of the unit cell of the systems considered for different molecular
moieties in the interlayer gap. The legend is common to all plots.
For a fixed Z, the values relative to systems with the same X
anion are very close and the corresponding data points almost
overlap in all the plots.

(a)

(b)

FIG. 3. Average frequency of (a) sliding modes and (b) breath-
ing modes for the molecular moieties considered. The legend is
common to both plots.

there is no direct relation between the cell volume and
the frequency shift; ωsl and ωbr increase or decrease with
the volume according to the specific chemical compo-
sition (Fig. 4). The frequency shift is not then a mere
result of the change in the geometry of the system but
arises from the subtle interplay between the electronic fea-
tures and the dynamic features. The phonon frequencies
are obtained from the diagonalization of the dynamical
matrix, which, in turn, is the normalized Fourier transform
of the interatomic force constants [70,71]; these depend
on the atomic types forming the system and determining
the electronic environment in which they are embedded.
Any change induced in the electronic distribution of the
pristine material is therefore reflected in a change of the

(a)

(b)

FIG. 4. Average frequency of (a) sliding modes and (b) breath-
ing modes as a function of the unit-cell volume. Volumes in the
left part of the plots correspond to the 0-MX systems. The legend
is common to both plots.
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(a)

(b)

(c)

FIG. 5. Density of states of the (a) 0-MoS, (b) N2-MoS, and (c)
CO2-MoS systems. The DOS are normalized by a factor chosen
to optimize the visualization. In each plot, the Fermi level is set
to 0 eV and is marked by a vertical dashed line, while the blue
arrow indicates the position of the bottom of the valence band,
with the corresponding value reported immediately above. The
legends are common to the different plots as appropriate.

atomic interactions and the corresponding phonon frequen-
cies. For this reason, we continue our analysis by focusing
on the electronic density of states (DOS).

A typical profile of Z-MX electronic DOS is reported
in Fig. 5, where we show the case of the Z-MoS systems.

(a) (b)

FIG. 6. Isosurface (blue) and plane projection of the partial charge density in (a) N2-MoS and (b) CO2-MoS obtained by our selecting
the electronic bands in the range [−6.5, −6.0] ∪ [−5.0, −4.5] and [−4.0, −3.2] eV, respectively, each including the corresponding
Z states (see Fig. 5). No significant charge is found in the region between the molecule and the sulfur atoms, this showing that
no hybridization occurs between the S-centered and molecule-centered atomic orbitals. The red-green-blue color gradient indicates
decreasing charge density.

The valence band of the pristine material covers the energy
range from −6.92 to 0 eV [Fig. 5(a)]; once a molecule is
inserted into the interlayer gap, the width of the valence
band is narrowed by an amount that depends on the kind
of molecule [Figs. 5(b) and 5(c)]. The atom-projected DOS
reveals that the molecule contributes with its own states
to the valence band; however, no hybridization occurs
between the atomiclike wave functions centered at the
molecule and those centered at each surrounding X anion.
This behavior is expected because N2 and CO2 are inert
gases and any non-null wave-function overlap would indi-
cate an interaction between the molecule and the layers.
This is apparent from the analysis of the partial electronic
density generated by our considering the energy bands rel-
ative to the range that includes the Z states in the valence
band (Fig. 6): the partial electronic distribution is local-
ized on the molecule and around the cation within the
layer, while no density shared between the layers and the
molecule is found. The effect of the orbitals of the molecule
is then to change the width of the valence band by con-
tributing to the wave function of the whole system without
interacting with the orbitals of MX 2 layer, but yet deter-
mining the relative position of the latter within the valence
band. By comparing Figs. 2 and 7(a), we see that the
valence-band width does not correlate with the length of
the lattice vectors nor with the system volume; interest-
ingly, the width decreases in the sequence 0 > N2 > CO2
irrespective of the chemical composition of the layers.
Such behavior is similar to that found for the sliding and
breathing frequencies (Fig. 3); ωsl and ωbr seem to correlate
with the width of the valence band [Figs. 7(b) and 7(c)]. In
general, we observe that an increase of the valence-band
width favors higher sliding and breathing frequencies; this
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(a)

(b)

(c)

FIG. 7. (a) Width of the valence band as a function of the inter-
calated moiety. Average frequency of (b) sliding modes and (c)
breathing modes as a function of the width of the valence band.
The legend is common to all plots.

suggests that it is beneficial to narrow the valence band
to reduce the lateral friction and the layer adhesion and
hence to promote the layer exfoliation. In passing, we
note that the variation range of the valence-band width
depends on the specific atomic type forming the layers;
for practical applications, it can be pre-evaluated in high-
throughput calculations before the experimental validation
of the selected exfoliation-assisting species. As shown
above, although the orbitals of molecule are involved in
the formation of the valence band, they do not inter-
act with the atomlike orbitals pertaining to the M and
X ions; however, the modification of the width of the
valence band affects the relative position of the M and X
orbitals. This has the effect of modulating the overlap of
the M and X atom-projected wave functions generating
the interatomic charge density and hence of determining
the covalent character of the M—X bond. To quantify
this effect, we calculate the covalency CM ,X of the M—X
bonds in terms of the M and X atomic contributions to
the DOS in the valence band. The mathematical formula-
tion of CM ,X can be found, for example, in Ref. [76]; the
integrals appearing in the formulation are evaluated in the
range [−w, 0], where w is the width of the valence band
reported in Fig. 7. No clear behavior is found for CM ,X as
a function of Z [Fig. 8(a)]. While, for instance, a change
of the Z species induces a variation of the covalency in the

(a)

(b)

(c)

FIG. 8. (a) M—X bond covalency as a function of the molec-
ular moiety. (b),(c) The average frequencies of the sliding modes
and the breathing modes do not seem to correlate with the bond
covalency as they increase or decrease with CM ,X in a different
way for different chemical compositions. The legend is common
to all plots.

Z-WS and Z-WSe systems, no significant change occurs
for the remaining systems. Correspondingly, no correlation
is found between ωsl or ωbr and CM ,X [Figs. 8(b) and 8(c)],
as the mean frequencies increase or decrease according
to the atomic types forming the system. Incidentally, the
ordering of the covalent character for Z = 0 is consistent
with what we reported in Ref. [73], where different a van
der Waals correction, energy cutoff and k-mesh sampling
were used. To investigate the subtle variation in the elec-
tronic density induced by the Z species, we consider the
orbital polarization [60,77,78] Pa,b defined as

Pj ,k = nj − nk

nj + nk
, (2)

where j and k are two sets of atomic orbitals, while nj and
nk are their respective occupations. With this definition,
Pj ,k measures the excess of charge in the j orbital with
respect to the k orbital. We choose atom-centered hydro-
genlike orbitals to calculate the orbital polarizations Ppx ,py ,
Ppx ,pz , and Ppy ,pz of the X atoms, and Pt2g ,eg and Pdx2−y2 ,dz2

of the M cations; in this way, we are able to partition the
space according to the directional character of the orbital
and to monitor possible preferential distributions of the
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(a)

(b)

(c)

(d)

(e)

FIG. 9. Orbital polarization of the Z-MX systems versus the
intercalated moiety: (a) X Ppx ,py , (b) X Ppx ,pz , (c) X Ppy ,pz , (d)
M Pt2g ,eg , and (e) M Pdx2−y2 ,dz2 . Lines are a guide for the eye.

charge density for different M , X , and Z species. We first
observe that, irrespective of the chemical composition, the
px and py orbitals of the X anion are equally populated
[Fig. 9(a)]; this is consistent with the fact that the kind
of molecule does not affect lattice parameters a and b
[Figs. 2(a) and 2(b)], while the equivalence between the
a and b crystallographic axes is preserved within the MX 2
layers, such equivalence being present in the pristine sys-
tem. The change in lattice parameter c with Z [Fig. 2(c)] is
instead reflected in Ppx ,pz and Ppy ,pz [Figs. 9(b) and 9(c)]:
while negative values indicate an excess of electrons at
the X site along an axis orthogonal to the layer planes,
the presence of a molecule induces, in general, a further
accumulation along the same direction. The in-layer local
equivalence between the a and b crystallographic axes is
reflected in the fact that, for each Z-MX configuration,
identical Ppx ,pz and Ppy ,pz values are realized. The posi-
tive values of Pt2g ,eg indicate that an excess of electrons
is found in the t2g orbitals, thus favoring an in-plane dis-
tribution of the charge [Fig. 9(d)] irrespective of Z; such
a distribution is altered in a different way according to

the kind of molecule and by a different amount specific
to the atomic types forming the layers. The largest vari-
ation is found for the Z-MoSe and Z-WSe systems, in a
way similar to that observed for Pdx2−y2 ,dz2 . The negative
values of the latter point to a preferential distribution of
the dz2 orbital with respect to the dx2−y2 orbital [Fig. 9(e)];
however, a comparison with Pt2g ,eg excludes charge accu-
mulation along an axis perpendicular to the layer planes.
This analysis shows that there is no clear connection
between the Z species and the charge arrangement within
the layer; accordingly, no clear relation is found between
the orbital polarizations and the sliding and breathing fre-
quencies. This result is different from what we found in
the pristine MX 2 systems under different stimuli, in which
the orbital polarization plays instead a fundamental role in
determining the nanoscale frictional behavior [60,69,79].
We conclude that the molecule suppresses the effect of the
details of the electronic distribution inside the layer on the
vibrational modes considered. In our analysis so far, we
used the properties of the equilibrium geometry to esti-
mate the response of the system during the layer sliding
and separation (i.e., to predict the system behavior far from
equilibrium). We now want to check the reliability of such
a prediction. As a first step, for each of the systems con-
sidered, we create a sliding path along the M—X bond
[Fig. 10(a)]. A sliding path is a sequence of configura-
tions (atom positions and lattice parameters) that represent
the relative parallel shift of two subsequent MX 2 layers.
The initial guess of the paths is obtained by our consid-
ering linear combinations of eigenvectors corresponding
to the sliding modes, according to the prescription of the
normal-modes transition approximation [74]; in this way,
we create a total of 11 configurations for each sliding path.
We then perform a climbing-image nudged-elastic-band
(CI NEB) [80,81] full relaxation (atom positions and lat-
tice vectors) of the paths by means of the software program
VASP [82,83]; the general parameters (e.g., mesh sampling,
energy cutoff, and tolerances) are the same as those pre-
sented in Sec. II A. As a result of the climbing-image NEB
calculations, we obtain the potential energy barrier �Ebar
associated with the relative layer sliding. We can then
define the average friction force ffr as

ffr = �Ebar

�RNEB
, (3)

where �Ebar is the difference between the energy of the
ground state and the maximum energy realized along the
path, while

�RNEB =
√√√√

N∑

i=1

∣∣Ri
bar − Ri

0

∣∣, (4)

with Ri
bar being the position of the ith atom in the config-

uration realizing the energy maximum and Ri
0 being the
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(a)

(b)

FIG. 10. Example of (a) sliding path and (b) layer separation. Along the configurational coordinate ζ , the initial state, an intermediate
state, and the final state are indicated with ζ0, ζi, and ζ1, respectively.

position of the same atom in the equilibrium geometry.
With this definition, �RNEB is a measure of the displace-
ment covered by the atoms during the sliding. As a second
step, we estimate the adhesion force. Starting from the
equilibrium geometry, we consider 11 geometric config-
urations in which the two layers are progressively shifted
along the c-axis direction until the interlayer distance is
approximately 15Å [Fig. 10(b)]. For each configuration,
we fix the lattice parameters and the positions of the M
cations, and finally optimize the coordinates of the remain-
ing atoms. By tracking the evolution of the system energy
as a function of the interlayer distance, we observe an
asymptotic behavior; this assures us that the last config-
uration corresponds to noninteracting (separated) layers.
Analogously to the definition of the average friction force
ffr [Eq. (3)], we then define the average adhesion force
fad as

fad = �Esep

�Rsep
, (5)

where �Esep is the difference between the energy of the
ground state and the energy of last configuration, while
�Rsep is the layer-layer distance. Similarly to what we
observe for the sliding-mode and breathing-mode frequen-
cies, the frictional and adhesion forces display large values
in correspondence with large values of the band width
(Fig. 11). Moreover, we notice that the adhesion forces are
larger than the frictional forces, as the breathing frequen-
cies are larger than the sliding frequencies; this supports
the harmonic representation of the two forces discussed
in Sec. II B. In the same section, we examined how both
lateral friction and adhesion forces appear during the exfo-
liation process. This suggests we consider an average force
fav = (ffr + fad)/2 arising during the exfoliation; analo-
gously, we consider the average frequency ωav = (ωsl +
ωbr)/2. In general, we notice that both quantities increase
with increasing valence-band width (Fig. 12). These results
suggest that from the analysis of the equilibrium geometry
(electronic structure, phonon spectrum) we may infer the
response of the system far from equilibrium (layer sliding
and separation); in this respect, the width of the valence
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(a)

(b)

FIG. 11. (a) Lateral frictional force and (b) adhesion force as a
function of the width of the valence band. The legend is common
to both plots.

band seems to be a useful descriptor to parametrize the
forces opposing the layer exfoliation in the presence of
inert intercalated molecules.

To further confirm these findings, more inert species and
geometries should be the subject of future studies in which
the analysis method presented here is applied. Unfortu-
nately, the presence of a molecule reduces the symmetries
of the systems to only the translation (space group P1).
This implies the need to evaluate the ground-state wave
function by using a very dense Brillouin-zone sampling,
and the calculation of the atomic forces on many distorted
configurations, to obtain the phonon spectrum. Moreover,
the identification of the stable geometry requires the opti-
mization of several starting configurations differing in the
initial molecule position, thus increasing further the com-
putational needs to consider more kinds of intercalant
species. For this reason, we limit our analysis to the study

(a)

(b)
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FIG. 12. (a) Average force and (b) average mode frequency as
a function of the width of the valence band. Legend is common
to all the subfigures.

cases presented. However, we believe that our results
already point to an alternative route for how to investi-
gate the relation between the electronic structure and the
nanoscale mechanisms hindering the exfoliation. Finally,
the width of the valence band seems to be a promis-
ing descriptor for automated engines aimed at screening
databases in search of suitable exfoliation-assisting moi-
eties, boosting the design of nanoengineered devices with
targeted functionalities.

IV. CONCLUSIONS

We study how inert molecules modify the nanofric-
tional response when used as an intercalant for exfoliation
in van der Waals transition-metal dichalcogenides. The
exfoliation occurs if the applied external forces, aimed at
separating the layers, are larger than the internal forces that
return the atoms to their equilibrium positions; such inter-
nal forces manifest themselves as internal friction. If we
are able to reduce the internal friction, we can facilitate
the exfoliation process. We find that the inert interca-
lated molecule determines the width of the valence band
although it does not interact with the atoms of the layers.
The valence-band width seems to correlate with the vibra-
tional properties related to the nanoscale friction: small
widths correspond to small interlayer binding forces and
hence to reduced friction and easy layer sliding and sep-
aration. A similar correlation is found with the friction
and adhesion forces: the larger the valence-band width, the
larger the forces. Since such forces arise during the exfoli-
ation process, our results suggest that suitable values of the
band width may ultimately assist the exfoliation. The anal-
ysis protocol presented can be used in systematic studies
on the frictional response in the presence of inert inter-
calated species; this would help to define the potentiality
and the limitations of the valence-band width as a friction
descriptor. The present results also suggest suitable inert
molecules to be used in combination with other methods
directed at the fine control of the valence band, such as
external electric fields [60].
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Frictional forces acting during the relative motion of nanosurfaces are the cause of energy loss and wear which
limit an efficient assembly and yield of atomic-scale devices. In this research, we investigate the microscopic
origin of the dissipative processes as a result of the frictional response, with the aim to control them in a subtle
way. We recast the study of friction in terms of phonon modes of the system at the equilibrium, with no need to
resort to dynamics simulations. As a case study, we here consider layer sliding in transition metal dichalcogenides
thin films. We find that the population of specific atomic orbitals and the relative contribution of the atomic type
to selected system vibrations are the crucial quantities which determine the frictional response in tribological
conditions. A reduced amount of energy dissipation is found when the bond character is more ionic and the layer
sliding is realized by a faster motion of the chalcogen atoms. The individuated relevant parameters governing
the energy dissipation can be used as descriptors in high-throughput calculations or machine learning engines to
screen databases of frictional materials. The presented framework is general and can be promptly extended to
the design of tribological materials with targeted frictional response, irrespective of the chemistry and atomic
topology.

DOI: 10.1103/PhysRevB.102.085409

I. INTRODUCTION

Manipulation and assembly of free-standing atomic
layers into final devices, and their use in micro/

nanoelectromechanical systems (MEMS/NEMS, e.g.,
sensors and actuators) require a deep knowledge and control
of their frictional response and related energy dissipation
characteristics [1]. Moving parts during device fabrication
and operation are subject to nonconservative forces active
during the relative motion of the involved surfaces; those
forces limit the output efficiency by producing heat, fatigue
and wear up until compromising the correct construction
or functioning of the device. Indeed, the comprehension
of mechanisms governing friction at the nanoscale is a
forefront challenge to save energy and increase the lifetime
and sustainability of miniaturized devices, in addition to
improving their performance [2]. To this aim, in the present
work we investigate the atomic detail of the dissipative
processes generated by frictional forces occurring during
relative motions of few atomic layers.

Several classical and quantum mechanical approaches have
already been developed to study friction at the atomic scale,
by considering both ad hoc defined interatomic force for-
mulations and parameter-free ab initio descriptions [3–6].
The reliability of such approaches is a compromise between
the accuracy of the system-dependent parametrizations and/or
the width of the simulated time-window—this last being com-
putationally expensive if ab initio methods are used [7–13].
We here follow a different approach, with the goal being to ob-

*cammaant@fel.cvut.cz

tain information on frictional and dissipative properties by the
only knowledge of the static properties of the system, without
the need to perform long and costly dynamic simulations;
furthermore, we use a system-independent framework which
is applicable to any kind of chemistry and atom topology.
The approach that we adopt is based on the phonon modes
calculated on the stable geometry; indeed, recent works have
already drawn attention to the role of phonons in determining
the frictional properties of tribological systems [14,15].

We already showed that any sequence of geometric con-
figurations representing the layer sliding can be decomposed
in terms of polarization vectors obtained by diagonalization
of the dynamical matrix at any point of the reciprocal space
[16,17]. This allowed us to recast the study of the frictional
response in terms of sliding and dissipative phonon modes
[18]. The sliding modes give rise to relative shifts of adjacent
atomic layers. In terms of the classical picture, to each of
these modes we can associate a harmonic restoring force f ∝
ω2, where ω is the mode frequency; by lowering the mode
frequency, it is then possible to lower the restoring force and
hence facilitate the layer sliding. By going beyond the local
harmonic description [18] we observed that the layer sliding
occurs as long as the energy contained in the sliding modes
(i.e., the phonon population) is above a certain threshold
characteristic of the material. The dissipative modes instead
are all those modes which subtract energy from the sliding
modes by means of phonon recombination processes. Such
processes correspond to energy dissipation since they degrade
the ordered motion (sliding) into disordered vibrations (heat);
in this way, we can define the frictional forces as those
forces corresponding to phonon scattering events reducing the
population of the sliding modes.

2469-9950/2020/102(8)/085409(8) 085409-1 ©2020 American Physical Society
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FIG. 1. (a),(b) Model structure of hexagonal P63/mmc 2H poly-
morph of MX 2 TMD crystal. M–X bonds form trigonal prisms
arranged in parallel layers which can reciprocally slide thanks to
weak van der Waals interactions.

In the present work, we discuss which are the relevant
quantities that determine such energy dissipation, and how
to act to deactivate specific dissipation channels. We also
show that this can be achieved by using quantum mechanical
static calculations on the fixed geometry of the stable system,
thus saving computational time and investigation effort which
would be required by standard dynamical approaches. As
a case study, we consider layer sliding in transition metal
dichalcogenides (TMDs) thin films, which are becoming
ubuquitous in several technological applications spanning hy-
drogen evolution, energy storage, high-performance electron-
ics, and photonic devices [19–21].

II. METHODS

A. Computational details

Transition metal dichalcogenides have general stoichiom-
etry MX 2, where M and X are a transition metal and a
chalcogen atom, respectively. One M cation coordinates six
chalcogen anions in a trigonal prismatic arrangement forming
a periodic MX 2 layer with M–X covalent bonds (Fig. 1). Ad-
jacent layers are bound together by weak van der Waals forces
which allow relative sliding under tribological conditions.
We consider the 2H polymorph crystalline MX 2 compounds
as reference structures [19], with M = Mo, W and X = S,
Se, Te, and hexagonal P63/mmc symmetry (SG 194). The
primitive unit cell of such geometry is formed by two adjacent
layers arranged in such a way that a metal atom of one layer
is aligned with two anions of the other one along the direction
orthogonal to the layer planes (c-axis in our setting—see
Fig. 1). Starting from the chosen reference geometries, we
truncate the periodic image repetition along the c axis by
setting the c lattice parameter at 65 Å, and consider only two,
three, four, five, and six MX 2 subsequent layers. In this way,
for each considered compound, we build five model systems
that we name MX -nL, where M and X specify the kind of
transition metal and chalcogen atom, respectively, while n
corresponds to the number of MX 2 layers forming the unit
cell; the corresponding space group is P3̄m1 (#164) if n is
odd and P6̄m2 (#187) if n is even.

We perform density functional theory (DFT) calculations
using the Perdew-Burke-Ernzerhof (PBE) energy functional
[22] as implemented in VASP software [23,24]. We also take
into account van der Waals interactions using the Grimme

correction [25], which correctly reproduces the structural
features, as we reported in previous works and references
therein [16,26,27]. The Brillouin zone is sampled with a
minimum of a 7 × 7 × 1 k-point mesh and plane wave cutoff
of 500 eV. Full structural (atoms and lattice) relaxations
are initiated from diffraction data [28–33] and the forces
minimized to a 0.5 meV Å−1 tolerance. We diagonalize
the dynamical matrices of the stable systems with the aid
of the PHONOPY software [34] and compute the first-order
anharmonic phonon-phonon interaction strengths by means
of the PHONO3PY software [35].

B. Theoretical background

In tribological conditions, the relative motion among sub-
sequent MX 2 layers can be geometrically described in terms
of eigendisplacements associated to the phonon modes of the
stable geometry [16,17]. If we consider a system with N
atoms, the degrees of freedom of the system is 3N , with each
atom being free to move along all the three spatial directions.
At any q vector of the Brillouin zone of the system, the diag-
onalization of the dynamical matrix yields 3N eigenvectors,
each characterized by a polarization vector describing the
atomic displacement pattern (i.e., the phonon mode pattern).
The 3N eigenvectors are orthogonal and constitute a basis for
the geometric description of the system; there is therefore a
one-to-one correspondence between the degrees of freedom of
a system and the eigendisplacements relative to any q recipro-
cal vector [36], and any set of atomic displacements can then
be represented as a linear combination of phonon modes. The
projection of the geometric sequence representing the layer
sliding onto the phonon eigenvectors allows to identify which
phonons have the main role in the representation of the sliding
motion: they are those with the largest coefficient in the linear
combination, and we can name them as sliding modes. This
phonon-based description of the layer sliding is not only a
convenient geometric picture, but also provides fundamental
information about the role of the phonons during the whole
tribological process. This is apparent in the frequency analysis
of dynamical trajectories [18]: sliding modes are active during
the sliding motion while become silent once the sliding termi-
nates. Layer sliding is active as long as the sliding modes own
enough energy: scattering processes reduce the population
of the sliding modes until the ordered motion (i.e., sliding)
is completely downgraded to thermal vibration (i.e., heat)
and the equilibrium is reached. The decomposition of sliding
trajectories into phonon modes allows one to distinguish then
between sliding and dissipative modes: the former are those
who have an effective geometric contribution to the layer drift,
while the latter reduce the population of the sliding ones via
phonon-phonon recombination processes. In this description,
the frictional forces are then all those forces which activate
recombination processes that reduce the population of the
sliding modes. In general, the main effect of friction during
sliding is to increase the temperature of the system, while oth-
ers like free charge production or structural deformations are
minor ones; in our phonon-based description, we neglect such
minor effects and frictional forces have the only consequence
to convert work (ordered motion of the atoms represented by
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the sliding) into thermal vibrations, hence heat which rises the
temperature of the system.

It is worth noting that we do not need to make any
assumption on the sliding direction since such information
is automatically transferred into the eigenvector linear com-
bination by the projection of the cartesian displacements onto
the polarization vectors. Moreover, the roughness of interfaces
and presence of defects can be straightforwardly included in
the present approach without the need for specific working
hypotheses, provided that such irregularities are represented
by an appropriate choice of the atomic geometry and supercell
size. However, our representation is valid if the set of phonon
eigenvectors constitute a good description of the system in
tribological conditions, that is, if the equilibrium atomic
topology is not dramatically modified during the sliding
events [18].

By indicating with λ = (q, j) a phonon mode with wave
vector q and band index j, the decrease of the population of
the sliding mode λ occurs at a transition rate Pλ′′

λ,λ′ involving
the λ′ and λ′′ dissipative modes, and is proportional to the
square of the interaction strength �λλ′λ′′ [37]:

Pλ′′
λ,λ′ ∝ nn′(n′′ + 1)|�λλ′λ′′ |2, (1)

where n, n′ and n′′ are the phonon populations, while �λλ′λ′′

is a characteristic of the system. The phonon populations
depend on the environment, e.g., the presence of thermal
bath and irradiation or external intervention manifesting as
external forces, load, and controlled sliding velocity. Such
external parameters depend on the user, who can employ them
to dynamically control the dissipation channels. We are here
interested instead in modifying the intrinsic properties of the
system to inhibit or mitigate specific dissipative processes, ir-
respective of the environment conditions. In fact, irrespective
of the n, n′, and n′′ populations, if |�λλ′λ′′ |2 is null, likewise the
scattering probability in Eq. (1) is null and no dissipation will
occur. A fine-tuning of the interaction strength tensor �λλ′λ′′

then allows to design tribological materials with controlled
frictional response: as |�λλ′λ′′ |2 becomes lower, the λ + λ′ =
λ′′ scattering becomes less probable and the lifetime of the
sliding phonon λ increases. This implies that the magnitude
of an external drift force needed to keep the sliding active is
small when low values of |�λλ′λ′′ |2 are realized.

The interaction strength tensor �λλ′λ′′ is an intrinsic prop-
erty of the material since it is determined by the atomic kinds
and geometry forming the system which, in turn, determine
the eigenvectors, eigenfrequencies, and interatomic force con-
stants [36,37]:

�λλ′λ′′ =
√

h̄3

8N3

1√
ωλωλ′ωλ′′

∑
kk′k′′

1√
mkmk′mk′′

×
∑
αβγ

eα
λ (rk )eβ

λ′ (rk′ )eγ

λ′′ (rk′′ )

×
∑
ll ′l ′′

eiq·rkl eiq′·rk′ l′ eiq′′·rk′′ l′′ �αβγ (rkl , rk′l ′ , rk′′l ′′ ),

(2)

where h̄ is the reduced Planck’s constant, N is the number of
unit cells, ωλ is the eigenfrequency of the mode λ, mk is the
mass of the kth atom, rkl (rk′l ′ , rk′′l ′′ ) is the position of the kth

FIG. 2. Schematic example of one of the possible sliding modes
in MX -3L systems: three adjacent MX 2 layers rigidly shifts along
opposite directions according to the eigenvector e�,6.

(k′th, k′′th) atom in the lth (l ′th, l ′′th) cell replica, eα
λ (rk ) is

the αth Cartesian component of the eigenvector associated to
the mode λ and to the kth atom, and �αβγ is the third-rank
Cartesian tensor of the cubic anharmonic force constants. We
already observed [38] that it is possible to turn off or on any
λ + λ′ = λ′′ scattering process by controlling the symmetries
of the system; in fact, if �eλ , �eλ′ , and �eλ′′ are irreducible
representations for which the eigenvectors eλ, eλ′ , eλ′′ are,
respectively, a basis, then

�λλ′λ′′ �= 0 ⇒ �eλ ⊗ �eλ′ ⊗ �eλ′′ ⊆ A, (3)

which states that if the direct product among the irreducible
representations contains the totally symmetric representation
A, then the λ + λ′ = λ′′ scattering is allowed. Indeed, this
result is general and applies to any multiphonon scattering at
any order of anharmonicity. In what follows, we show that
an other way to control the value of �λλ′λ′′ is to act on the
subtle relation between the electronic density and the dynamic
properties of the system.

In all the MX -nL systems, the sliding modes with main
contribution to relative layer shift have wave vector q =
(0, 0, 0) ≡ � and band indices which depend on n [38] (see
Fig. 2 as an example; a schematic representation of the sliding
modes at different n can be found in the Supporting Material
of Ref. [38]). The number of sliding modes depends on the
number of layers: the higher n, the higher the number of
modes effectively contributing to the sliding, the higher the
number of dissipative modes and corresponding dissipation
channels. To track all the dissipative processes, we then
consider the quantity |�|2, which we define as the sum of the
squared modulus of all the �λλ′λ′′ elements involving both λ

sliding and λ′, λ′′ dissipative modes. By controlling |�|2, we
can then control the energy dissipation in tribological condi-
tions at the nanoscale. A quick inspection of Eq. (2) shows
that �λλ′λ′′ can be decreased by simply choosing atoms with
higher atomic masses mk via isotope substitution: however,
this would cause a decrease of the eigenfrequencies ωλ, the
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two quantities being related by a relation of the kind ω ∝
1/

√
m. Instead, we will focus on the choice of the atomic type,

which is the most adopted solution in practical applications.
The crucial quantity that determines �λλ′λ′′ is the third-

order tensor of the anharmonic force constants defined as

�αβγ (rkl , rk′l ′ , rk′′l ′′ ) = ∂3V

∂rkl∂rk′l ′∂rk′′l ′′

= ∂2

∂rk′l ′∂rk′′l ′′

(
∂V

rkl

)
,

(4)

where V is the potential energy which is a function of the
atomic positions. The term

∂V

rkl
= −F(rkl ) (5)

is obtained by calculating the forces F(rkl ), which depend on
the kind of atoms and the topologic environment in which
they are embedded. The accuracy with which such forces are
calculated affects the estimation accuracy of the dissipative
processes; ab initio descriptions of the interatomic forces
should then be preferred whenever computationally afford-
able, especially if subtle electronic effects must be taken into
account. This also shows that the atomic type, the geometry,
and the consequent electronic distribution, determine concur-
rently the final �λλ′λ′′ values in a nontrivial way. Since it is
not simple to map the behavior of �λλ′λ′′ against the atomic
kind, we need to identify proper collective descriptors to
guide us through the complex interplay between the electronic
structure and the dynamic features of the system. To this aim,
we will investigate what are the relations among phononic
states, electronic density, and phonon-phonon interactions.

III. RESULTS AND DISCUSSION

We begin our analysis by noticing that, at fixed chemical
composition, no significant variation of the a and b lattice pa-
rameters is observed with the number of layers. Irrespective of
the kind of M and X ions, |�|2 monotonically increases with
increasing n [Fig. 3(a)], in correspondence with the increase
of the number of active dissipation channels. We then define ω

as the average frequency of the sliding modes, with the aim to
capture how the eigenfrequencies determine the value of |�|2
at different number of layers. We observe that ω is globally
decreasing with n but the trend is not monotonic [Fig. 3(b)];
indeed, at a fixed number of layers, higher |�|2 is realized at
higher frequencies [Figs. 3(c) and 3(d)], against the intuitive
trend suggested by Eq. (2), where the eigenfrequencies appear
at the denominator of the expression of �λλ′λ′′ . Since by fixing
n we are making a comparison at a fixed topology, the eλ

vectors do not change significantly; the anharmonic force
constants have then a key role in governing �λλ′λ′′ since, in
this case, they depend only on the atomic kinds and how these
determine the electronic density. To get more insight on how
to control |�|2, we then need to analyze in detail the subtleties
of the electronic distribution. To this aim, we analyze the
covalency [39] CM,X of the M–X bond, defined in terms of
atomic contributions to the system wave function. The higher
the CM,X value, the larger the covalent character of the M–X
bond; equivalently, the lower the CM,X value, the more ionic

FIG. 3. (a) Sum of the square modulus of the interaction
strengths involving both sliding and dissipative modes against the
number of layers: the number of dissipation channels increases
with n, producing an increase of the dissipated energy. (b) Average
frequency of the sliding modes against the number of layers: at fixed
composition the trend is not monotonic with n, showing the nontrivial
relation between electronic and dynamic features of the systems;
symbols are the same as in (a). (c),(d) |�|2 values of MoX-nL and
WX-nL systems against eigenfrequency average comprising both
sliding and dissipative modes: higher dissipation may be realized
at higher frequencies due to the competition between ωλ and �αβγ

values; the value of n is indicated by the different symbols as shown
in the legend. Lines are a guide for the eye.

the M–X bond. We observe that the covalency can be consid-
ered constant with the number of layers [Fig. 4(a)]; the same
result is obtained when we consider the difference among the
atomic charges obtained either by integration of the atom-
projected density of states or by performing a Bader analysis
[40–43]. Irrespective of chemical composition and number of
layers, we find that the more covalent the M–X bond, the
higher the |�|2 values hence the higher is the energy dissi-
pation during layer sliding [Figs. 4(b) and 4(c)]. Concerning
the dynamic aspect, at fixed n highest M–X bond covalency
realizes highest average frequencies ω (Fig. 5); however, as
we already observed, an increase of the M–X bond covalency
produces an increase of the dissipation [Figs. 3(b) and 3(c)],
against the fact that the eigenfrequencies ωλ appear at the
denominator of the expression of �λλ′λ′′ [Eq. (2)]. This then
confirms that the dominant contributions to the �λλ′λ′′ values
are represented by the interatomic force constants. Analysis
of the electron localization functions [44,45] does not show
any strong evidence of charge redistribution along the M–X
bond at varying chemical composition [46]. This is the result
of the subtle interplay between geometry, atomic kind, and
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FIG. 4. (a) M–X bond covalency against the number of layers: at
fixed composition, covalency does not change noticeably with vary-
ing n. (b),(c) |�|2 values of MoX-nL and WX-nL systems against the
M–X bond covalency: irrespective of the chemical composition and
the number of layers, more covalent bonds favor energy dissipation;
the value of n is indicated by the different symbols as shown in the
legend. Lines are a guide for the eye.

electronic distribution, which can be uncovered by a deeper
investigation.

To this aim, we consider the orbital polarization [47–49]
of the d and p orbital projections of the M and X ions,
respectively [50].

Orbital polarization Pl1ml1,l2ml2 of the |l1ml1〉 orbital relative
to the |l2ml2〉 orbital is defined as

Pl1ml1,l2ml2 = nl1ml1 − nl2ml2

nl1ml1 + nl2ml2

, (6)

where nl1ml1 and nl2ml2 are the populations of |l1ml1〉 and
|l2ml2〉, with orbital quantum number li and magnetic quantum
number mli, respectively. It measures the charge excess of the
former orbital with respect to the latter: positive (negative)
values indicate that |l1ml1〉 orbital is more (less) populated
than |l2ml2〉 orbital. We observe that Ppx,py , Ppx,pz and Ppy,pz

FIG. 5. Average frequency values of (a) MoX-nL and
(b) WX-nL systems against the M–X bond covalency: higher
frequencies are realized at increased values of the bond covalency.
Lines are a guide for the eye.

FIG. 6. |�|2 values of the (a) MoX-nL and (b) WX-nL systems
as a function of the Pt2g,eg orbital polarization. An excess of popula-
tion in the t2g orbitals reduce energy dissipation during layer sliding.
Lines are a guide for the eye.

is almost constant with the number of layers. while the
greatest variation is observed for Pt2g,eg and Px2−y2,z2 . The
symmetries of the system determine the relative occupation
of the d orbitals: Pt2g,eg is higher (lower) for even (odd)
number of layers; correspondingly, Px2−y2,z2 has the opposite
trend, while an exception is found for the WSe-3L system. A
deeper analysis is needed to shed light on the origin of such
behavior but for our purposes is not necessary and we will not
investigate on it in this work. We already observed that the
relative occupation of t2g and eg orbitals plays an important
role in the determination of the sliding dynamics in TMDs
[26,49]; indeed, we find that an excess of electrons in the t2g

orbitals, reduces the |�|2 values hence the energy dissipation
during layer sliding (Fig. 6). The delicate balance among
the orbital populations determine the value of the covalency.
At a fixed number of layers, lowest covalency is realized

FIG. 7. Covalency of the MX bond against the orbital polariza-
tion of MoX-nL and WX-nL systems: (a),(b) X Ppx ,py , (c),(d) M
Pt2g,eg . Lowest covalency values are in general realized when the
population unbalance between the considered atomic orbitals is the
largest. Lines are a guide for the eye.
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FIG. 8. Schematic of the electronic density projected on t2g and
p orbitals, depicted as red and blue lobes and centered on the M
and X atoms, respectively; the plane containing the M cations is
represented as a section of the electronic density, with RGB gradient
showing density isovalues (red = highest, blue = lowest). The t2g

and p overlap is small, since the most of the t2g orbitals extend into
the region outside the M–X bond axis; a charge shift towards the t2g

orbitals then makes the M–X bond character more ionic. (a) Overlap
among dxz (and dyz not shown for clarity), px and py is realized
only by partial interpenetration of the orbital boundaries; (b) the
same holds for the dxy and p orbitals. The dx2−y2 and py overlap is
more effective and an increase of their population makes the bond
character more covalent. The dz2 orbital does not participate to the
bond formation.

when the px orbital results to be slightly more populated with
respect to the py orbital [Figs. 7(a) and 7(b)]; at the same
time, low covalency values are in general realized when the
population unbalance of the t2g and eg orbitals is the largest
possible [Figs. 7(c) and 7(d)]. High values of Ppx,py and Pt2g,eg

hence determine the formation of more ionic M–X bonds
(Fig. 8) which lower the energy dissipation during sliding,
in agreement with what we observed above [Figs. 4(b), 4(c),
and 6].

We now need a descriptor which is able to parametrize the
atomic types and their contribution to the sliding dynamics of
the system. To this aim, we will use the cophonicity metric
[16] defined in terms of atom-projected phonon density of
states. We evaluate the cophonicity Cph(M-X ) of the M-X pair
in the frequency range [0,1] THz, which corresponds to the
eigenvectors with the highest contribution to the layer sliding.
We observe that, irrespective of the chemical composition,
cophonicity does not change significatively with the number
of layers [Fig. 9(a)]. Positive Cph(M-X ) values indicate that
M and X ions contribute more to higher- and lower-frequency
displacements, respectively; this means that M cations move
faster than X anions when forming the global layer sliding
motion, while the opposite holds for negative Cph(M-X ) val-
ues. On the other hand, cophonicity close to zero corresponds
to atomic displacements in which both M and X species move

FIG. 9. (a) Cophonicity of the M-X pair as a function of the
number of layers; no significant variation is observed at fixed com-
position by varying n. (b, c) |�λλ′λ′′ |2 values of MoX-nL and WX-nL
systems against the M-X pair cophonicity; lowest cophonicity favors
low-energy dissipation during layer sliding. Lines are a guide for
the eye.

in average at the same speed. At a fixed number of layers, low-
est cophonicity realises lowest |�|2 values at fixed cation type
[Figs. 9(b) and 9(c)], suggesting that when anions displace
faster than cations, the frictional force and the corresponding
energy dissipation is lower. This dynamical effect is con-
nected to the spatial extent and directionality of the electronic
distribution. In fact, at fixed n, Cph(M-X ) is monotonically
increasing with CM,X [Figs. 10(a) and 10(b)]; at the same time,
Cph(M-X ) decreases with Pt2g,eg becoming negative, indicat-
ing that a charge transfer towards t2g orbitals favors a faster
motion of the X ions with respect to the M cations when form-
ing the global sliding motion [Figs. 10(c) and 10(d)]. In other
words, a higher t2g population changes the character of the
sliding motion from M-dominant to X -dominant contributions
to the overall layer shift. In our previous works [16,27,49]
we already used cophonicity to parametrize the atomic type
and relate it to local harmonic forces which might contribute
to the frictional response; here we can instead recognize
that cophonicity can also be used to tune the anharmonic
interactions which produce energy dissipation due to friction,
hence going beyond the harmonic description.

Since covalency, cophonicity and orbital polarization de-
scriptors appear to be tied together by simple monotonic
relations, they can be easily fine-tuned to act as a knob to
control |�|2, that is to control the energy dissipation due to
the friction response during layer sliding. For example, we
observed [16] that a specific Ti → Mo cation substitution in
MoS2 bulk induces local distortions in the ion environment
which, in turn, determine a larger ionic bond character and
a lower cophonicity. This coupled behavior resulted into a
lowering of the sliding frequencies, and suggested that the
individuated Ti : MoS2 TMD phase should exhibit low fric-
tion when tangential external forces try to generate layer
sliding. By following a similar approach, it is possible to
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FIG. 10. (a),(b) Cophonicity of the M-X pair of the MoX-nL and
WX-nL systems as a function of the M-X bond covalency: more
covalent bond characters favor an increase of the M-X cophonicity.
(c),(d) Cophonicity of the M-X pair as a function of the Pt2g,eg orbital
polarization: an excess of electrons in the t2g orbitals favor a decrease
of the cophonicity values. Lines are a guide for the eye.

use the relation among covalency, cophonicity, and orbital
polarization to select the proper atomic species to design
new tribological materials with controlled energy dissipation.
We finally notice that calculation of cophonicity, covalency,
and orbital polarization is faster than the evaluation of the
phonon-phonon strength of interaction �λλ′λ′′ since the latter
requires the evaluation of atomic forces on hundreds of con-
figurations each containing ∼200 atoms. For this reason, the
three descriptors can be used as a quick guide to select the
proper atom to obtain low friction, or for fast high-throughput
screening of potential low-dissipative layered materials.

IV. CONCLUSION

We showed how nonequilibrium dissipative processes aris-
ing in tribological conditions can be controlled by fine-tuning

the phonon-phonon interaction strengths, which are deter-
mined by the equilibrium configuration and atomic type of
the system. In this way, it is possible to obtain information
on the dynamic response without the need to run long and
costly dynamic simulations. We applied our method to the
study of layer sliding in transition metal dichalcogenides thin
films. We recast the study of the frictional response in terms
of sliding and dissipative phonons and observed that it is
possible to tune the energy dissipation due to friction by fine
tuning the sliding-dissipative phonon coupling. We found that
an excess of charge in the t2g orbitals of the M cation favors
the formation of more ionic M–X bonds and reduces the
energy dissipation; dynamically, the cophonicity descriptor
shows that the lowered dissipation is obtained thanks to a
faster motion of the X atoms with respect to the M cations.
Cophonicity, covalency, and Pt2g,eg orbital polarization are tied
together by simple monotonic relations: the higher the t2g

orbital population, the more ionic the bond, the lower the
cophonicity and the energy dissipation during sliding.

The combined use of electrostructural descriptors and
phonon-based picture of the dissipative processes allows then
to identify what are the relevant physical quantities to control
the friction effect at the nanoscale. Such descriptors can
also be used as parameters in high-throughput calculations
or machine learning engines to screen large databases of
compounds where anharmonic interactions are relevant. Fi-
nally, the presented approach is general and can be applied
to the design of new tribological materials with targeted
frictional response, irrespective of the chemistry and atomic
topology.
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