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Abstract

Abstract This Master’s thesis deals with the design of sensorless vector control of per-
manent magnet synchronous motors (PMSM). In the introductory part, a research on
sensorless algorithms was made. The used sensorless algorithm for position and veloc-
ity estimation, which is mainly the focus of this thesis, is called the extended Kalman
filter. This algorithm estimates the back electromotive force (back EMF) from which
it determines the rotor position and velocity. The knowledge gained from this research
was subsequently used to create simulations. Based on the results of the simulations, the
strategy was implemented on a digital signal processor (DSP). In the last part of this
thesis, the results obtained from testing on a real permanent magnet synchronous motor
are evaluated.

Keywords: PMSM, sensorless,vector control, extended Kalman filter, DSP, back
EMF

Abstrakt Tato diplomová práce se zabývá návrhem bezsenzorového vektorového řízení
synchronních motorů s permanentními magnety (PMSM). V úvodní části se věnuje rešerši
týkající se bezsenzorových algoritmů. Algoritmus bezsenzorového odhadu polohy a rychlosti,
kterému se tato diplomová práce převážně věnuje, se nazývá rozšířený Kálmánův filtr.
Tento algoritmus odhaduje zpětné elektromotorické napětí, ze kterého určuje polohu a
rychlost rotoru. Poznatky získané touto rešerší byly následně využity při vytváření simu-
lací. Na základně výsledků simulací byla strategie implementována na digitální signálový
procesor. V poslední části této práce jsou zhodnoceny výsledky získané při testování na
reálném synchronním motoru s permanentními magnety.

Klíčová slova: synchronní motor s permanentními magnety, bezsenzorové řízení, vek-
torové řízení, rozšířený Kálmánův filtr, DSP, zpětné elektromotorické napětí
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Chapter 1

Introduction

Permanent magnet synchronous motors (PMSM) are nowadays one of the most used and
researched electric motors. They have high power density and high efficiency. A popular
research topic these days is their control. They are not as easily controllable as the DC
brushed motors or induction motors. A complex control strategy is needed. Most used
modern control strategies for the PMSMs are based on vector control. These control
strategies are dependent on the knowledge of the rotor position. This information could
be obtained using the position sensor or sensorless algorithms.

The main goal of this Master´s thesis is to understand sensorless vector control of
permanent magnet synchronous machines. This understanding is crucial to the design of
this complex control strategy. The sensorless control is extensively researched nowadays.
A huge amount of different strategies and approaches were published. This thesis mainly
focuses on strategies based on the back electromotive force (back EMF) estimation and
the extended Kalman filter (EKF) observers. The combination of the sensorless speed
and position estimation algorithm with the vector control algorithm leads to the complex
controller for PMSMs.

To properly validate the functions of the designed PMSM strategy, simulations need
to be done. Simulations provide very important information about the controller being
developed.

This PMSM controller will be deployed on the hardware. Selection of the right hard-
ware could be crucial and must be taken into account in the implementation. The hard-
ware selected for this thesis was a dual-core digital signal processor (DSP). This multi-core
platform provides a lot of implementation options.

The final part of each motor control strategy development is the validation of the real
hardware. This contains a fine-tuning to achieve the goal, a perfectly running motor.

1



Chapter 2

Vector control

2.1 Permanent magnet synchronous motor

Permanent magnet synchronous motors are one of the most researched electrical machines
now. The development of PMSMs started in the 1970s as an evolution of the older elec-
trical machines. Throughout the development, some advantages and also disadvantages
emerged. The main vision was to start replacing old induction machines in the industry.
This vision has the main issue. The cost of permanent magnet materials. Permanent
magnet materials are made from rare earth metals. On the basis of that, the price of a
permanent magnet on the rotor could easily reach 80%.[1], [2]

Figure 2.1: PMSM rotor types (a)Surface-mounted magnets (b)Interior magnets [3]

Permanent magnet synchronous motors can be divided into two main groups. These
groups depend on the rotor configuration - topology (Figure 2.1). The first rotor config-
uration has a magnet mounted on the rotor surface. This configuration, called surface-
mounted permanent magnet synchronous motor (SPMSM), is widely used form common
to high-speed applications. The second type has permanent magnets implemented inside

2



CHAPTER 2. VECTOR CONTROL 3

of the rotor. This configuration is named interior permanent magnet synchronous motor
(IPMSM). The main difference between these two configurations follows from the magnet
position with respect to the stator winding. In the case of the IPMSM, magnets are not
always at the same distance. This results in magnetic asymmetry,i.e., saliency. Saliency
is characterized by the motor’s ability to produce reluctance torque. The main field of
use for salient IPMSM is in traction drive systems. [1]–[3]

2.2 Scalar V/f control

Scalar control (figure 2.2) is the simple control strategy for the PMSMs. It lies in keeping
the constant ratio between voltage and frequency. This method is mainly used for AC
induction motors control. Based on the frequency command, voltage magnitude is set
with respect to the constant ratio. PWM algorithm generate 3-phase voltages with the
desired frequency and magnitude. Rotor then rotates with the synchronous speed. No
current and voltages vectors are controlled. This is why this method is called scalar.
This method is suitable for applications, where is no need for the dynamic performance
(ventilation, pumps, fans, etc.). PMSM under scalar V/f control will become unstable
after exceeding a certain frequency.

Voltage  
computation 

Acceleration
Deceleration 

PWM PMSM

 

Computation 

 

+

+

d/dt 

Voltage  
computation 

Acceleration
Deceleration 

PWM PMSM

V/f  closed-loop PMSM control

V/f  open-loop PMSM control

Figure 2.2: PMSM V/f scalar control
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2.3 Vector control

Torque in any electrical machine is generated by the interaction of two magnetic fields.
In other words, the torque is proportional to the outer product of the two magnetic flux
linkage vectors. To achieve the maximum torque of the rotary electrical machine, mag-
netic flux linkage vectors must be perpendicular and independent. Separately excited DC
machines reach this goal through their construction. Commutation inside DC machines
holds flux linkage vectors perpendicular. On the other side, the AC machine doesn´t
fulfil this goal by its construction. The magnetic field vectors of AC machines are not
perpendicular nor independent by their nature.

Vector control, in some literature called field-oriented control (FOC) [3], maintains
both magnetic field vectors of the AC machine-independent and perpendicular. The
result of this is maximum torque production. This makes AC vector controlled machines
analogous to DC machines.

One of the most used approaches for Vector control of PMSMs is control in reference
d-q frame. Three-phase currents are transformed into the reference frame d, q. This
reference frame is aligned with the rotor magnetic flux vector and rotates. Currents in
the d-q frame then behave like DC currents. The transformation from the a-b-c reference
frame to d, q is done by a Clarke-Park transformation.[2], [3]

2.3.1 The control scheme of the vector control

The realisation of the vector control uses cascade control. The inner loop controls torque.
Speed of PMSM is controlled by the outer loop. Regulation is done with PI regulators as
shown in the figure 2.3.[2]
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PI

PI
Inverse Park

PI
Inverse Clarke PWM Inverter/

6 

SPMSM

ClarkePark 

Position and speed
estimator

ω*

ω

iq*

id

id*= 0

iq

--

-

vq
*

vd
*

vα*

vβ*

va
*

vb
*

vc
*

ia

ib

vα*

vβ*

iβ

iα

 
 
θ 

Torque control

Speed control

Figure 2.3: Vector sensorless control scheme for SPMSM

2.3.2 Clarke-Park Transformation

Current measurements from three-phase balanced systems are represented as ia, ib and ic

with a sinusoidal course. For the controller, which is operating in a d, q reference frame, it
is necessary to transform the measured ia, ib and ic. This is done by simple mathematical
transformations. The same processes are needed in reverse for the transformation of id
and iq currents from the controller back to va, vb and vc for the inverter.

Figure 2.4: PMSM reference frames [4]
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Clarke transformation

Clarke transformation performs the transition from abc to the α− β reference frame.[2]
α

β

0

 =
2

3


1 −1

2
−1

2

0
√
3
2

−
√
3
2

1
2

1
2

1
2



a

b

c

 (2.1)

Inverse Clarke transformation

Inverse Clarke transformation performs the transition from αβ to the abc reference
frame.[2] 

a

b

c

 =
2

3


1 0 1

−1
2

√
3
2

1

−1
2

−
√
3
2

1



α

β

0

 (2.2)

Park transformation

Park transformation performs the transition from αβ to the d, q reference frame.[2]

[
d,q
]
=

[
cos θ sin θ

− sin θ cos θ

][
α

β

]
, (2.3)

where θ is the electrical angle of the rotor.

Inverse Park transformation

Inverse Park transformation performs the transition from d, q to the αβ reference frame.[2][
α

β

]
=

[
cos θ − sin θ

sin θ cos θ

][
d

q

]
, (2.4)

where θ is the electrical angle of the rotor.

2.3.3 Torque control

As mentioned above, the torque of PMSM is proportional to the outer product of the two
magnetic flux linkage vectors. The PMSM torque equation:

Te = Tm + Tr, (2.5)

Te =
3

2
· P
2
[λmiq + (Ld − Lq)idiq] , (2.6)
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consists of 2 main elements [2]. The first is the electromagnetic torque Tm:

Tm =
3

2
· P
2
[λmiq] . (2.7)

This torque is produced by the magnetic flux linkage vector of the rotor λm and the
quadrature axis current iq. The second torque, represented by the equation:

Tr =
3

2
· P
2
[(Ld − Lq)idiq] , (2.8)

is called reluctance torque Tr. This torque depends on the saliency of the rotor. The
non-salient rotor (SPMSM) has magnetic asymmetry (Ld − Lq ≈ 0). On the other hand,
the salient rotor motor (IPMSM) has (Ld − Lq ̸= 0). This results in a slightly different
approach for torque control.

In the case of SPMSM, where torque is produced only by the iq current, the id current
is regulated to 0. Torque control of the IPMSM could be done in the same manner as
SPMSM, but with loss of reluctance torque. Manipulation with id is needed to gain
the advantage of the additive reluctance torque. One possible approach could be the
Maximum torque per ampere strategy (MTPA).[2], [3], [5]

2.3.4 Mathematical model of PMSM

Several mathematical models in different reference frames (figure 2.4) can be derived for
the different approaches of the PMSM sensorless vector control. For vector control, a
mathematical model in rotor rotating reference frame d, q is used. The derivation is done
in [3].

2.3.5 The mathematical model in d, q rotating reference frame

Currents equations of the PMSM are

did(t)

dt
= −Rs

Ld

id + ωr
Lq

Ld

iq +
vd
Ld

, (2.9)

diq(t)

dt
= −Rs

Lq

iq + ωr
Ld

Lq

id − ωr
λm

Lq

+
vq
Lq

, (2.10)

where id, iq, Rs, Ld, Lq, vd, vq, ωr, λm represent current in d axis, current in q axis, stator
winding resistance (one phase), d axis inductance, q axis inductance, d axis current, q
axis current, rotor electrical speed and magnetic flux linkage of the permanent magnets.
Rotor electric speed equation is
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dωr(t)

dt
=

P

J
(Te − TL −Bωr − Tf ), (2.11)

where P, J, Te, TL, B, Tf represent number of pole pairs, rotor moment of inertia, elec-
tromagnetic torque, load torque, viscous damping coefficient and friction torque. The
rotor electrical position θr is obtained as the time derivation of the rotor electrical speed

dθr(t)

dt
= ωr. (2.12)

The electromagnetic and friction torque of the PMSM are

Te =
3

2

P

2
iq[λm + (Ld − Lq)id], (2.13)

Tf = Csgn(ωr), (2.14)

where C represents Coulomb friction coefficient.



Chapter 3

Sensorless control

Knowing the rotor position and speed of PMSM is one of the most important requirements
of vector control. Position and speed measurements can be realized by a position sensor
(resolvers, encoders, tachometers) or a sensorless algorithm. Position sensors always add
more hardware complexity to the system. This complexity can lead to reducing system
robustness, e.g., for high-speed systems. The cost of the position sensors is also not neg-
ligible. The ratio between motor and encoder price depends on the chosen configuration.
Resolvers, encoders and tachometers are the most expensive position and speed sensors.
Nowadays, induction and magnetic Hall sensors are widely used, because its significant
lower price (magnetic sensor can cost about 10 % price compare to the resolver).[6]–[8]

Replacing the position sensor of the electrical rotary machine with algorithm forms
one of the most challenging approaches for motor control. Lot of research has been done
with different approaches. Few of these strategies are shown in the figure 3.1.

Nowadays, commercially available PMSM drive systems implement some type of sen-
sorless algorithm. No need for a position sensor reduces cost and maintenance. On the
other side increases robustness and reliability.

Besides all advantages, a few assumptions need to be taken into concern. Sensorless
algorithms can be strongly dependent on motor parameter variations and measurement
noise. Few strategies are also not suitable for zero to low-speed applications. [9]–[12] The
startup method needs to be implemented for strategies, which are not suitable for the
low-speed applications. The startup method starts motor to the speed, where sensorless
algorithm starts working properly. [13], [14]

9
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Sensorless methods

Back EMF method Flux linkage method Saliency based
method

Hypothetical
reference frame

method

Observer-based
method

Figure 3.1: Sensorless estimation methods

3.1 Back EMF method

When the rotor rotates, it generates a voltage on the stator windings. This phenomenon
is called back EMF. Using back EMF for the rotor position and speed estimation is one of
the traditional methods. This method works very well with both salient and non-salient
PMSM. Because this method depends on generated back EMF, it is not suitable for the
zero and low-speed applications [2], [10], [12]. Generated back EMF at low speed may
not be distinguishable from measurement noise. Also, back EMF at low speed might not
be measurable due to the voltage drop of the stator winding resistance (depends on the
current sensor resolution and accuracy).

As mentioned above, the instantaneous phase of back EMF strictly depends on the
position between stator and rotor. Based on this, rotor position and speed can be de-
termined. In the case of a permanent magnet DC motor (BLDC), back EMF can be
measured at non driven phase by measuring terminal voltage. PMSM is a little bit differ-
ent from back EMF measuring because all phases are driven. Back EMF is distinguished
from current dependent voltages in the winding. Two of the many methods [10], [11] are
shown in the figure 3.2. [2], [3]

Back EMF
methods

Two axis stationary
reference frame scheme

Machine variables
scheme

Figure 3.2: Back EMF method
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3.1.1 Two-axis stationary reference frame

By making an assumption that the rotor magnetic flux linkage vector is oriented with
the α-axis, the magnetic flux in the α − β stator stationary reference frame could be
represented by an equation 3.1. [2][

λα

λβ

]
=

[
Lαα Lαβ

Lβα Lββ

][
iα

iβ

]
+ λm

[
sin θr

cos θr

]
(3.1)

Mutual inductances represented as a function of the position are

Lαα = L1 + L2 cos 2θr (3.2)

Lββ = L1 − L2 cos 2θr (3.3)

L1 =
1

2
(Lα + Lβ) (3.4)

L2 =
1

2
(Lα − Lβ) (3.5)

Lαβ = Lβα =
1

2
(Lα − Lβ) sin 2θr = −L2 sin 2θr (3.6)

By making substitution of above equations into stator voltage equation in α − β

reference frame 3.7, needed stator voltage equation is obtained as 3.8[
vα

vβ

]
=

[
Rα 0

0 Rβ

][
iα

iβ

]
+

d

dt

[
λα

λβ

]
(3.7)

[
vα

vβ

]
= Rs

[
iα

iβ

]
+

[
L1 0

0 L1

]
d

dt

[
iα

iβ

]
+ λmωr

[
cos θr

− sin θr

]
(3.8)

The last element of the stator voltage equation 3.8 depends on the magnetic flux of
rotor permanent magnets λm, rotor speed ωr and rotor position θr. Equations 3.9 and
3.10 represent back EMF in α− β reference frame.

eα = ωrλm cos θr (3.9)

eβ = −ωrλm sin θr (3.10)
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By knowing α- and β-axis voltages and currents, back EMF can be calculated online.[
eα

eβ

]
=

[
vα

vβ

]
−Rs

[
iα

iβ

]
−

[
L1 0

0 L1

]
d

dt

[
iα

iβ

]
(3.11)

Position can be then determined as:

θr = tan−1

(
−eβ
eα

)
(3.12)

Two-axis stationary reference frame method works for SPMSM and IPMSM. This
method could be hardly influenced by the motor parameters variation and measurement
noise.[2], [3]

3.1.2 Machine variables scheme

This method estimates position directly from the motor parameters and measures current
and voltages. This method uses no transformation to the two-axis reference frame.[2]

θr = tan−1 vb − vc −Rs(ib − ic)− Ld
d(ib−ic)

dt
−
√
3ωr(Ld − Lq)ia√

3(va −Rsia − Ld
dia
dt
) + ωr(Ld − Lq)(ib − ic)

(3.13)

The equation of the rotor position angle 3.13 can be derived offline from equation 3.12.
The purpose of this method is to reduce online calculations. However, its dependence on
motor parameters variation and measurement noise still remains. [2]

3.2 Flux linkage method

Knowing the angular position of the stator flux linkage vector replaces the rotor posi-
tion. Vector control can be then used in stator flux reference frames and behaves like a
sensorless.

Four methods of flux linkage angle estimation are presented in the figure 3.3.[2], [11]

Flux linkage
method

Low-pass filter scheme Flux linkage speed
schemeIntegration scheme Torque angle scheme

Figure 3.3: Flux linkage method
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3.2.1 Integration scheme

The principle of the integration scheme is illustrated in the figure 3.4. Currents and volt-
ages are measured and transformed to the d, q reference frame. Flux linkage components
are then calculated as illustrated.

Figure 3.4: Flux angle synthesis [2]

In addition to determining the stator flux linkage angle, it is possible to obtain flux
magnitude. Knowledge of flux linkage magnitude is necessary for flux control methods.
As mentioned above, the method depends on measurements. Measurements could be
affected by noise, DC offset, voltage drop and non-linearities. Also, dependency on the
stator winding resistance is non-negligible. Proper resistance measuring and temperature
compensation must be done. The integral scheme works, if all conditions are perfect,
down to 1-2 Hz. [2]

3.2.2 Low-pass filter scheme

Method, represented by the scheme in the figure 3.5, estimates stator flux linkage compo-
nents. Using low-pass filters instead of integrators removes the effect of initial conditions.



CHAPTER 3. SENSORLESS CONTROL 14

Figure 3.5: Low-pass filters stator flux linkage estimation [2]

The scheme consists of single or cascade-stage low-pass filters. Tuning of the filter time
constant T affects flux linkage components estimation. A large time constant provides
accurate estimation at low frequencies. On the other hand, it increases filter damping.
The proper time constant T must be selected to fulfil operational requirements. One
possible solution is to make time constant adaptive. [2]

3.2.3 Flux linkage speed estimation scheme

The flux linkage speed estimation scheme uses flux linkage components calculated by
integration same as in the integral scheme. Speed of the flux linkage vector can be
obtained by derivation of the flux linkage vector δs

δs = θr + δ (3.14)

,
where θr is the rotor position and δ is the stator flux linkage position of the load angle.

Derivation of equation 3.14 and substitution of equation 3.15 result in equation 3.16.

δs = tan−1 λα

λβ

(3.15)

ωs =
dδs
dt

=
λα(vβ −Rsiβ)− λβ(vα −Rsiα)

λ2
α + λ2

β

(3.16)

Method struggles at the low-speed region due to the inaccuracy of the flux linkage
calculations. [2], [3], [10]
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3.2.4 Torque angle estimation scheme

This method uses a recursive approach to estimate rotor position angle θr. Based on the
equation 3.14, rotor angle can be presented as

θr = δs − δ (3.17)

.
By having an estimation of the flux linkage angle δs, the rotor angle could be calculated

with the estimate of the torque angle δ.

δ = tan−1 λq

λd

=
Lqiq

λm + Ldid
(3.18)

This method provides fast and decent results. Drawbacks are the same with all flux
methods mentioned above. [2]

3.3 Saliency-based method

As the title propose, these methods are using motor saliency to extract position and speed.
Several methods are presented by the scheme in the figure 3.6. Methods based on signal
injection are nowadays mostly used in this category.

Saliency-based
method

Signal injection
scheme for salient

motors

Switching harmonics
scheme for salient

motors
Offline scheme

Signal injection
scheme for non-salient

motors

Figure 3.6: Saliency-based method

Signal injection methods are based on injecting a high-frequency carrier signal (voltage
or current) on top of the fundamental excitation of the machine. This results in inducted
signals containing information. This information is processed with signal processing meth-
ods to obtain rotor speed and position. Method hardly depends on processing methods
(filters, tracking observers etc.). The main advantage of using this approach is zero-speed
position detection. [2], [3], [5]
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3.4 Hypothetical reference frame method

The principles of these methods are based on the surface-mounted PMSM model in a
hypothetical reference frame (figure 3.8). This frame is oriented along with an estimated
rotor position. The result of error between estimated and unknown position formulates the
voltage component. By measuring motor variables, this voltage component is estimated
by a machine model. To reduce position error, this method uses a PI controller. Few
approaches to this method are shown in the figure 3.7. [2], [3]

Hypothetical
reference frame

method

Back EMF scheme Feedforward voltage
schemeVoltage-based scheme

Figure 3.7: Hypothetical reference frame method

Figure 3.8: A hypothetical rotor reference frame in the counterclockwise direction of
rotation [2]
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3.5 Observer-based method

The use of observer-based methods for position, speed and parameter estimation has been
heavily researched and developed for more than 20 years. Three of many methods are
presented in figure 3.9. These methods correct their prediction by taking the error be-
tween measured and estimated output into the consideration. Observers are based on the
dynamic system model in state-space form, both linear and non-linear, and tunable pa-
rameters. Tuning of the observer parameters is often done experimentally for the specific
case of use. Properly tuned parameters ensure the convergence and the stability [15] of
the observer.

Observer-based
method

Sliding-mode
observers Extended Kalman filterState observer scheme

Figure 3.9: Observer-based method

3.5.1 State observer scheme

To describe the form of the state observer, a system dynamic model is needed. Because
the PMSM dynamic model is non-linear, derivation of the scheme will be done from it.
The general non-linear system model in the state-space form is described by equations

dx(t)

dt
= f [x(t),u(t)], (3.19)

y(t) = h[x(t)], (3.20)

where x(t) and u(t) are current system state and input vectors. For later error cal-
culation,the measured output vector y(t) is needed. To adjust the influence of the error
between measured and estimated output, observer gain matrix G is introduced. The
general state observer is presented by the following equation,

dx̂(t)

dt
= f [x̂(t),u(t)] +G[y(t)− ŷ(t)], (3.21)

where x̂(t) and ŷ(t) represent the estimates. The goal of the estimator is to achieve
equality between measurement and estimation. Component G[y(t)−ŷ(t)] of the equation
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3.21 is by the principle proportional regulator. Elements of the gain matrix G are chosen
based on the PMSM dynamics. Constant values might not provide good estimates through
the whole speed range. [2], [3], [5]

d

dt

[
îd

îq

]
=

−Rs

Ld

ˆ
ωr

Lq

Ld

ˆωr
Ld

Lq
−Rs

Lq

[îd
îq

]
− ω̂rλm

[
0

1

]
+

[
1
Ld

0

0 1
Lq

][
vd

vq

]
+

[
g e

e g

]([
id

iq

]
−

[
îd

îq

])
(3.22)

dω̂r

dt
=
[
îd îq

] 3P 2

2

λm

J

[
0

1

]
+

3P 2

2

Ld − Lq

J

[
îd îq

] [0 1

1 0

][
îd

îq

]
− PBωr

J
− PC

J
sgn(ωr)−

− PTL

J
+

3P

2

λm

J

[
m n

]([id
iq

]
−

[
îd

îq

])
(3.23)

dθ̂r
dt

= ω̂r (3.24)

3.5.2 Sliding-mode observer

Sliding-mode observers (SMO) are based on the Lyapunov function. SMO are often used
with the estimation of the back EMF. Feedback of this algorithm is realized with the
signum function.

Figure 3.10: Sliding-mode observer [16]
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3.5.3 Extended Kalman filter

A Kalman filter works as an optimal state and parameter estimator for linear systems.
Because of non-linearities in the PMSM model, the algorithm needs to be modified. This
upgraded algorithm is called "Extended Kalman filter (EKF)". Kalman filter works by
minimizing the mean square error of estimates. Input noise, model inaccuracies and dis-
turbances are also taken into account. EKF works for the non-linear system by linearizing
model equations and measurements about the predicted state. [2], [3], [5]

The whole estimation procedure has precondition, that the system model dynamics is
known.

The non-linear system model is presented by the following equations,

dx(t)

dt
= f [x(t)] +Bu(t) + σ(t), (3.25)

y(tk) = Hx(tk) + µ(tk), (3.26)

where x(t) is the system state vector with the initial state vector x(t0) described as a
Gaussian random vector with mean x0 and covariance matrix P0, and u(t) is deterministic
input vector. Optimal state estimate x(tk) with its covariance P (tk) and measurement
output vector y(tk) are defined in the discrete-time domain. Terms σ(t) and µ(tk) mean
a zero-mean white Gaussian noise. This white noise needs to be independent. First
Gaussian white noise σ(t) is independent of x(t0) and has covariance Q(t). Second
Gaussian white noise needs to be independant of x(t0) and u(t) with covariance R(tk).
Input and output matrix of the non-linear system are denoted as B and H . Symbol k
denotes discrete-time step. [2], [5]

The Extended Kalman filter algorithm could be described as a two-step feedback
algorithm.

Initiation Prediction Innovation

Figure 3.11: EKF algorithm flow chart

Figure 3.11 describes EKF algorithm flow. In the beginning, the algorithm is initial-
ized. Initialisation values are chosen often by the try and error approach. Then prediction
step and innovation step are executed.
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1. Prediction step

In this step, optimal estimated state vector x̂k/k−1 and state covariance matrix P k/k−1

are calculated. Calculations are done online from the system mathematical model. To
compute estimates at the time k, most recent system states and inputs from time k−1 are
used. Equation 3.27 is obtained by the triangular integration of the equation 3.25 form
k − 1 to k. System state white Gaussian noise σ(0) is considered to be 0. Covariance
matrix Q is set to the constant. [2], [5] Process of prediction step is then set as,

x̂k/k−1 = x̂k−1/k−1 + [f(x̂k−1/k−1) + uk−1]Ts, (3.27)

P k/k−1 = P k−1/k−1 + (F k−1P k−1/k−1 + P k−1/k−1F
T
k−1 +Q)Ts, (3.28)

where

F k−1 =
∂f

∂x

∣∣∣∣∣
x=x̂k−1/k−1

(3.29)

2. Innovation step

After prediction to state k from k − 1 is done by the prediction step, innovation comes
into play. Kalman gain Kk is calculated from these estimates.

Kk = P k/k−1H
T (HP k/k−1H

T +R)−1 (3.30)

Estimates at time k are then innovated with use of Kalman gain as,

x̂k/k = x̂k/k−1 +Kk(yk −Hx̂k/k−1), (3.31)

where yk represents measurements vector at current time k. Result of that is corrected
estimation of state vector for current time. Covariance matrix P is also innovated as
follows.

P k/k = P k/k−1 −KkHP k/k−1 (3.32)

The state vector estimate x̂k/k and covariance matrix P k/k are then forced as feedback
to the prediction step in next the algorithm execution. [2], [5]
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Optimal state-space model for EKF

Because the EKF algorithm is based on matrix calculation, the model needs to be repre-
sented in the same manner. This model representation, state-space, needs to be easy to
linearize. Stationary two-axis reference frame αβ is more suitable for this application. d, q
rotation reference frame includes transformation from stationary to the rotary reference
frame. This transformation needs to be observed and that can introduce errors into the
estimation process. This is the reason, why stationary reference frame αβ is preferred and
chosen for the estimator. Implementation of EKF algorithm into motor controller system
is shown in the figure 3.12 in αβ stationary reference frame. [2]
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Figure 3.12: EKF algorithm as part of motor controller

The choice of αβ stationary reference frame suits very well SPMSMs. Inductances Ld

and Lq are same. In the case of IPMSMs, the situation is different. d, q axis inductances
are no longer equal. Implementation of the EKF algorithm for the IPMSM is often done
in the d, q reference frame [2]. Design of the used EKF will be presented in the chapter
4.3.



Chapter 4

Simulation

4.1 Simulation overview

At the beginning of developing the control strategy for the PMSMs, simulation of the
whole system comes into play. Simulations provide necessary knowledge and data for fur-
ther development. The scheme of the complete sensorless vector controller for the PMSM
is shown in the figure 4.1. The controller consists of three main blocks. The first one,
called "Speed Control" takes care of the speed regulation. This block provides needed
current references for the Current Control block. Current Control block implements cur-
rent regulators, motor startup algorithm and pulse width modulation algorithm. The
block responsible for the accurate position and speed estimation based on the extended
Kalman filter using back EMF estimation for the position and speed estimation is located
below them.

The simulation was done in Matlab Simulink with the use of a few block sets. The first
used block set, the Motor control block set, adds a lot of features for the PMSM control.
Simulink blocks from it are optimized for later code generation. This was the main reason
to implement them. The second block set was used mainly for the DSP implementation.
It is called the Embedded software package for the TI C2000 processors. The main use
of this tool stays in designing system architecture with all necessary peripherals. The
description of the simulation structure of the SPMSM sensorless vector controller (figure
2.3) begins with a description of the current (torque) inner loop, follows by the outer
speed loop, the PMSM model and the inverter and ends with a description of the EKF .

22
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Inverter in Iab

Inverter + SPMSM

speed ref

Speed_meas
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Speed Control1
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Start_enable

EKF_Current

EKF_Voltage

EKF_pos
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EKF with PLL1

1

speed ref

Figure 4.1: PMSM controller

4.2 Vector control

4.2.1 Current regulation

Block named Current Control implements both currents regulation and startup algorithm,
as mentioned above. Current regulation is done in d, q reference frame. The reason for the
d, q reference frame control is the DC character, instead of the sine wave. Based on that,
Clarke and Park’s transformations were implemented. Figure 4.2 represents the scheme
of Current Control block.
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Figure 4.2: Current control with startup

Subsystem Control System handles main current control in d, q reference frame. In-
dividual necessary transformations are evident from the figure 4.3. Measured currents
from PMSM in abc 3-phase reference frame are transformed by the Clarke transforma-
tion to the α − β 2-phase reference frame. Then Park transformation takes care of the
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transformation to d, q reference frame, needed for the regulators. These d, q currents work
as feedback for regulation. Reference d, q currents are provided from the Speed Control
based on speed command or Startup algorithm.

Output from the Current Controllers, a voltage in d, q reference frame, is transformed
with the use of inverse Park transformation back to the α − β reference frame. There
are several ways to proceed. PWM algorithm could be designed for the α − β input as
well as for abc input. This control system implements the second approach using the abc
voltages input.
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Figure 4.3: Current control system

A detailed scheme of the d, q current controllers are represented in the figure 4.4.
Regulators are the type of PI. Whole blocks, visible in the figure 4.5, were implemented
from the Motor control block set. They are discrete type PI controllers with the anti-
windup and reset. Reset is mainly used to eliminate current ripple when switching from
startup algorithm to vector control.
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Figure 4.4: Current controllers
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Figure 4.5: PI regulator scheme for id current

4.2.2 I/f startup algorithm for the PMSM

Because the extended Kalman filter algorithm estimates back EMF, the rotor needs to
spin at a specific rate. The magnitude of the back EMF is proportional to the rotor
speed. The value of this startup speed depends on the whole system configuration (motor
construction, current sensor sensitivity etc.). Often used value is 10% of rated motor
speed [13] (in case of the regular speed PMSMs). This statement is only indicative and
must be adapted to the specific application. For this application, 10% of rated motor
speed works very well.

I/f startup method, e.g., constant current to frequency ratio, works as an open-loop
control. The main difference in constant voltage to frequency ratio (V/f) stays in the
process of implementation. U/f startup algorithm doesn´t use implemented PI regulators
of the vector controller and doesn´t depend on the rotating reference frame of the vector
control. Due to that, switching from U/f startup to vector control needs special procedures
to align startup and rotor rotating reference frames. If frames are not aligned properly,
switching to vector control could halt the motor.

On the other hand, the I/f starting method uses PI regulators of the vector controller.
This results in better switching to the vector control and better startup under load,
because torque is controlled. Because of that, the I/f startup method is preferred in the
field of PMSM startup algorithms. Implementation of this startup method [13] to the
controller is visible in the figure 4.2. The whole sequence of the I/f starting algorithm is
described by the state diagram in figure 4.7.
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Figure 4.7: Startup algorithm state diagram

The startup algorithm provides reference d, q currents and rotor angle to the current
controllers until the motor reaches desired conditions. These references are generated,
so the startup method forms its own rotating reference frame. Individual blocks of this
method are represented by the figure 4.6.
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Figure 4.8 shows the principle of the rotor position angle generation. The ramp gen-
erator generates a rotor speed ramp which is integrated. The result of that procedure is
the required rotor position in the startup rotating reference frame. This position is then
fed into the Park transformation inside the current control block.

Reference currents are generated in a similar manner by the ramp generator. Parame-
ters for individual currents need to be set based on the motor parameters. It is important
to use the lowest possible current that provides a reliable start of the motor. This results
in higher efficiency and less Joule thermal losses. Selected iq = const current needs to
be high enough so that the startup rotating reference frame is lagging behind real, i.e.,
estimator rotating reference frame. This means that produced torque is accelerating the
machine faster than the startup rotating reference frame. This behaviour self-stabilises
the whole system when starting.
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To achieve a smooth transition from startup to vector control, estimator and startup
rotating reference frames need to be aligned properly. This is done by decreasing iq

current. The real rotating frame starts to decelerate. By measuring the error between
both reference frames, an ideal switching point could be found. Implementation of the
error detection describes figure 4.10.

4.2.3 Speed regulation

The speed controller takes care of providing required d, q currents based on the speed
command. Also implements a few features for a proper startup. The first one is the speed
command switch, which depends on the starting procedure. When the startup algorithm
switches to the vector control, the same speed reference is held. This is done by the ON
delay. This is required for system stabilization. After that vector control can work in
user-defined conditions.
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Figure 4.11: Speed controller

A speed control system, represented by the figure 4.11, implements a discrete PI
regulator with anti-windup. Also, the reset feature is implemented because of the smooth
transition on startup.
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Output from the PI regulator is used as reference iq current for the current controller.
This developed strategy was meant for operation in the base speed region for SPMSM.
This is reason why reference current id = 0. This is a typical approach for this rotor
topology when there is no need to operate above base speed.

4.2.4 Pulse width modulation

PMSMs are powered with 3-phase AC voltage, but the inverter is powered by the DC
power supply. Conversion from DC voltage to 3-phase voltage is done by pulse width
modulation (PWM). Method of PWM modulation DC voltage to AC voltage used in this
control strategy is called "Sinusoidal pulse width modulation (SPWM)". This method is
reliable and easy to implement in its digital form. Simulink implementation of the SPWM
method for one phase is shown in the figure 4.13. The output voltage of PI regulators is
transformed to abc reference frame. The first step, normalization, converts phase voltage
of exact value into normalized one. The base voltage value for normalization is obtained
from the DC voltage of the inverter power supply.
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Normalized voltage is then compared with the carrier signal. The Carrier signal used
here is a triangular wave. To achieve a triangular wave signal, the up-down counter is used
for this purpose. The key factor to consider is the frequency of the carrier triangular wave
signal. Frequency carrier signal needs to be high enough for the proper sine modulation
of the sine voltage signal. Frequency of the carrier signal is usually chosen as high as
possible, with respect to the system. Ratio between the carrier and voltage frequencies is
called frequency modulation index mf , [17]

mf =
fc
fv
, (4.1)

where fc is the carrier signal frequency and fv is the voltage signal frequency.
The maximum frequency of the AC current provided to PMSM could be obtained from

equation 4.2 with respect to maximum RPMs. For example. If one pole pair (P = 1)

PMSM is rated for nbase = 100, 000 RPM, current frequency is approx. 1.7 kHz. By
choosing frequency modulation index mf = 12, carrier signal frequency is approximately
20 kHz.

fcurrent =
nbase

120
2P (4.2)

Choosing higher carrier frequency results in an increase in the PWM switching fre-
quency and better sine wave modulation. High PWM switching induces less current rip-
ple, which is wanted. The drawbacks of increasing PWM switching frequency are higher
transistors switching losses and the computational power of the hardware that runs this
controller.
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Figure 4.14 suggests how does comparison between carrier and voltage signal looks like.
Implemented comparator checks, when carrier signal is higher or lower in the magnitude.
Output of that comparison is then PWM signal for the high-side switching transistor of
the inverter. Low-side transistor signal is generated by negation of high-side signal, as
seen from above schematic.
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Figure 4.16: Dead-time

When switching form the high-side to low-side transistor and reverse, small delay must
be implemented. This delay is called "Dead-time". This prevents the phase shortage of
the inverter. Delay must be set accordingly to the on and off times of the transistors.
Visualization of the dead-time can be seen on figure 4.16 (highlighted by the the red
rectangle). Length of the dead-time is calculated as [18]

tdead = [(td_off_max − td_on_min) + (tpdd_max − tpdd_min)]kd, (4.3)

where td_off_max, td_on_min, tpdd_max, tpdd_min, kd represent transistors maximum turn-
off delay, minimum turn-on delay, maximum propagation delay of the driver, minimum
propagation delay of the driver and the safety factor. Safety factor kd is equal to 1.2. [18]

4.2.5 Inverter

Several inverter types were used through the simulation making process. In the beginning,
no inverter and PWM was used. Inverter adds another complexity to simulations, so the
first simulation was mainly concerned with sensorless algorithm tuning. After successful
tuning, inverter and PWM were added.

The first inverter used was the Average-value inverter from the Motor control block
set. This inverter, represented by the figure 4.17, calculates phase voltages by knowing
DC power supply voltage and duty cycles. It is easy to implement and validates the PWM
algorithm.
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As mentioned above, the average-value inverter provides a good base start for the first
steps of complete system simulations. On the other side, the results are far from real-
world behaviour. To make results approach the real-world behaviour, the inverter could
be modelled more in detail. With the use of Simulink Simscape, a variable switching
inverter can be modelled. For this approach, models of IGBT transistors with diodes
were used. Configuration of IGBT parameters matches their datasheet (depends on the
selected IGBT transistor). Figure 4.18 represents mentioned variable switching inverter.
This forms part of the high-fidelity simulation.
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Figure 4.18: Variable switching inverter

4.2.6 PMSM

Same approach of using several models was used for the motors. All motors used are
surface-mount type. For tuning purposes, linearized state-space model was used. This is
a typical procedure for tuning almost all types of systems.
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Through the controller strategy development, the SPMSM model from the Motor
control block set was tested. One of its features is the easy transition between continuous
and discrete models.
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Figure 4.20: SPMSM Motor control blockset

SPMSM motor model on the figure 4.21 comes from the Simscape. This forms the
second part of the high-fidelity simulation. In combination with a variable switching
inverter, obtained results might better match real word behaviour.
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Figure 4.21: SPMSM high-fidelity model
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4.3 Extended Kalman filter

To fully substitute speed and position sensors, a sensorless algorithm needs to be devel-
oped. The approach used by this thesis, called the extended Kalman filter, uses back
EMF estimation. Position and speed are then obtained from the estimated back EMF.
Derivation of the used algorithm was done in [19]. The main difference between the al-
gorithm used in [19] and this thesis lies in the role of implementation. The algorithm in
[19] was designed to operate on a field-programmable gate array (FPGA), but this thesis
implements it on the digital signal processor (DSP). It was especially interesting how the
chosen implementation will work on the DSP.

4.3.1 Implementation

EKF derived in the [19] shows the process of optimization by reducing EKF order. Full
non-optimized system (equation 4.5) is 4th order.

˙xαβ = Axαβ +Buαβ (4.4)

d
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System can be divided into two sepatate 3th order systems (equations 4.6 and 4.7).
This procedure is named decoupling.
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This optimization method was originally designed for FPGA to run in parallel. To
properly test the effect of the optimization on the DSP. Processor in the Loop (PIL)
simulations were run. Computation time of the EKF algorithm was obtained from the
Matlab Simulink.
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Task 4th order system 2 parallel 3th order systems

Initiation [µs] 6.09 4.75

Step [µs] 82.92 28.88

Terminate [µs] 0.08 0.06

Table 4.1: EKF computation times

Matrices for the extended Kalman filter are obtained as,

F =
∂f

∂x

∣∣∣∣∣
x=x(t)

= A, (4.8)

H =
∂h

∂x

∣∣∣∣∣
x=x(t)

= C, (4.9)

Φ(tn, tn−1, x(tn)) ∼= I + FTc =


1− RsTc

Ls

−Tc
Ls

0

0 1 ∓ωeTc

0 ±ωeTc 1

 . (4.10)
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Procedure of the extended Kalman filter, proposed in [19], is visualized by the flow
chart diagram (figure 4.22). Block "Compute position and speed" uses equations 4.11
and 4.12 to get position and speed estimates. This calculation is based on estimated back
EMF and magnetic flux. For accurate estimates, proper value of λm must be known.

θ̂r(n) = tan−1

(
−êα(n)

êβ(n)

)
(4.11)

ω̂r(n) =
1

λm

√
êα

2(n) + êβ
2(n) (4.12)

To avoid inaccurate estimates, motor parameters dependency needs to be removed.
Possible solution, which using only estimated back EMF, is called phase-locked loop (PLL)
algorithm.



CHAPTER 4. SIMULATION 38

2

backEMF_b

va

vb

ia

ib

ia_est

ib_est

ea_est

eb_est

omega_est

P

n

ia_est

ib_est

ea_est

eb_est

P

n

EKF algorithm

1

backEMF_a

3

speed_est

2

EKF_Current

1

EKF_Voltage

Figure 4.23: EKF parallel

4.3.2 Quadrature phase-locked loop (QPLL)

More robust way for extracting position and speed from the back EMF is PLL algorithm.
This algorithm track phase of the back EMF and determines speed from its generated
frequency. Speed is then integrated (in discrete time domain) to get position information.

Word quadrature is based on the nature of eα and eβ signals that are perpendicular to
each other. The phases of the individual signals are shifted by 90◦ relative to each other.
This makes it possible to monitor the rotating vector.
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For simplicity, estimated back EMF signals are normalized as

êαn =
ê2α√

ê2α + ê2β

,

êβn =
ê2β√

ê2α + ê2β

.

(4.13)
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After normalization, PLL algorithm computes speed and position estimates. Scheme
of the whole algorithm is shown in the figure 4.25.
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This combination of the EKF estimating back EMF and QPLL algorithm provide
robust and reliable estimates used for the vector control.
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4.4 Simulation results

4.4.1 I/f startup method

The simulation setup for the I/f startup algorithm can be configured for a specific motor.
Whole startup process is visible in the figure 4.27. Constants used in this simulation
are defined in the table 4.2. The first constant declares the speed of the ramp which
generates the speed (position) command. When startup speed is reached, stabilization
time is needed (Stabilization time 1) for stabilizing the rotor speed.

Startup speed [rad/s] 1000

Startup current [A] 10

Position error tolerance [rad] 0.02

Speed ramp time [s] 2

Stabilization time 1 [s] 2

iq decrease ramp time [s] 2

Stabilization time 2 [s] 2

Table 4.2: Startup constants setup

After complete stabilization, the alignment procedure starts. Current iq starts de-
creasing. Constant iq decrease ramp time determines decrease time from selected startup
current to 0. Position error is detected in this window. Switching to vector control must
occur before the current reaches 0. When the startup algorithm does a proper switch to
the vector control, another stabilization time is implemented. During this time (Stabi-
lization time 2) speed controller holds speed at the same value as startup speed.
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Figure 4.27: Rotor speed during startup

Figure 4.28: I/f startup position error and currents

Position error detection (figure 4.28) starts when motor reaches startup speed. To be
sure, that the switch point is reliably detected, the position error tolerance constant is
defined. While error falls under this tolerance (figure 4.29), startup complete command
is switch on. After this, the controller works in the vector control mode.
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Figure 4.29: I/f startup position error (detail)

4.4.2 Complete SPMSM sensorless controller

After I/f startup algorithm was tuned and simulated, whole system can be executed.
Complete sensorless SPMSM controller run, described in the figure (4.30), consist of:

1. I/f startup method

2. Vector control mode (hold startup speed)

3. Vector control mode (Change of the speed reference)
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Figure 4.30: SPMSM sensorless controller - speed and dq currents

The functionality of the developed extended Kalman filter, in the role of position and
speed estimator, is well described in the Rotor speed plot in the figure 4.30. EKF initialize
during startup. After startup speed is reached, EKF is aligned with the real rotor speed.
This shows the proper function of the selected sensorless algorithm. Differences between
real rotor speed and estimated EKF speed are almost indistinguishable (figure 4.31).

Figure 4.31: Error between real and estimated rotor speed



CHAPTER 4. SIMULATION 44

The voltage plot (figure 4.32) nicely shows the startup ramp and reference change.
When looking at the currents plot (figure 4.33) high startup current is clearly visible.
After switching to the vector control, the magnitude drops significantly. This shows how
beneficial vector control is in comparison with open-loop control, i.e., I/f startup. Speed
reference change at 10 seconds is again clearly observable.

Figure 4.32: SPMSM sensorless controller - abc voltages

Figure 4.33: SPMSM sensorless controller - abc currents
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4.4.3 High fidelity simulation

By introducing the previously mentioned high fidelity SPMSM and inverter models, more
realistic behaviour could be achieved. This block implements simulation of the real switch-
ing IGBT transistors. Also, simulated measurements are affected. This results in a slightly
more noisy estimates from EKF (figure 4.34). Even though the estimate is noisier, the
real rotor speed still follows the reference speed perfectly.

Figure 4.34: SPMSM sensorless controller - high fidelity simulation
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Hardware implementation

To succesfuly implement above mentioned SPMSM sensorless vector control strategy,
several assumptions need to be made.

• Important parameters need to be tunnable (regulators etc.)

• Data visualization

• Control from the host computer

DSP
MATLAB 

SIMULINK PMSM
drive SPMSM

Currents sensors and
DC voltage sensor

XCP (serial) PWM

ADC

DC power supply

Figure 5.1: Validation setup

To meet all requirements, Matlab Simulink was chosen. Deployed program runs on
DSP in the external mode [20]. This simulation mode provides full control over the
running program. All parameters can be tuned and data are visualized in the Simulink
Data Inspector. Communication with the computer is done with use of the Universal
Measurement and Calibration Protocol (XCP). This protocol runs on top of the serial
communication between computer (Matlab) and DSP. [20]

46
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5.1 Digital signal processor

For the sensorless vector SPMSM controller, digital signal processor (DSP) from the Texas
Instruments was selected. This processor, called C2000 TMS320F28379D, has two sepa-
rate cores. This makes it suitable for high performance applications. Developed strategy
can be partitioned to the both cores. This can lead to the higher overall performance [21].
The DSP was used with maximum 200 MHz CPU frequency.

Figure 5.2: Delfino TMS320F28379D controlCARD
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5.2 Permanent magnet synchronous motor

To complete implementation, motor parameters need to be known (table 5.1). This
parameters are implemented into the final software.

Motor manufacturer VUES Brno s.r.o.

Motor name 2AML406B-S

Motor type SPMSM

Rated voltage [V] 179

Rated torque [Nm] 1.2

Rated current [A] 12.2

Rated speed [min−1] 25 000

Max speed [min−1] 40 000

Rated power [W] 3 140

Number of pole pairs [-] 1

Stator winding resistance [Ω] 0.396

D-axis inductance [H] 0.0011

Q-axis inductance [H] 0.0011

Moment of inertia [kg ·m2] 0.00011

Magnet constant [Wb] 0.072

Bearing friction coefficient [-] 8.2·10−5

Table 5.1: Motor parameters

5.3 Single core implementation

Unlike the simulation implementation, several blocks have to be added to the hardware
implementation. To get measurements and provide inverter signals from the PWM pe-
ripherals an ADC (figure 6.9) needs to be configured.

5.3.1 Pulse width modulation

All PWM modules are configured to run in synchronous with each other. This is necessary
to correctly modulate 3-phase voltages.
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Switching frequency 20 kHz

Counting mode Up-Down

ADC trigger Middle of the period

PWM synchronization Yes

Table 5.2: PWM configuration

Before the reference voltages are fed into the PWM comparator, normalization and
scaling need to be done (figure 5.3). The measured voltage serves as a normalization
value. Normalization and scaling process produces values from 0 to 1. Reference voltages
are normalized with half of the measured DC power supply voltage. For practical reasons,
saturation block is implemented to limit value from 0.1 to 0.9. This is mainly to ensure
that the inverter does not operate at maximum and minimum voltage. This value is then
scaled to PWM counter period (figure 5.4), which produces corresponding duty cycle
value.
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Figure 5.3: PWM scaling
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Figure 5.4: PWM implementation
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5.3.2 Analog to digital converter

DC power supply voltage and two phase currents are measured. All ADC channels use
same configuration (table 5.3).

Resolution 16-bit

Type Differential

Data type uint16

ADC trigger source PWM

Table 5.3: ADC configuration
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Figure 5.5: ADC measurement

5.3.3 PI regulators tuning

PI regulators’ gains might differ from the simulation and real hardware. For rough gains
estimate, model-based tuning approach [22] was chosen. These estimates were the fine-
tuned by observing the motor behaviour. Final gains are shown in the table 5.4

P (id) 1

I·Ts (id) 0.075

P (iq) 1

I·Ts (iq) 0.075

P (speed) 0.005

I·Ts (speed) 0.00015

Table 5.4: PI regulators’ gains

The saturation of the current PI regulators must be set with respect to the DC power
supply voltage. For this strategy, saturation limits settings are shown in the table 5.5.
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To safely run the controller, PI regulators’ saturations (table 5.5) need to be set with
respect to the real hardware. In case of current regulators, small offset from the maximum
value was added. Used PI regulators from the motor control require constant setting of
the saturation value. In case of different voltages, PI regulators need to be changed to
the type, where the saturation can be updated online.

Current ±DC
2

− 5 [V]

Speed ±10 [A]

Table 5.5: PI regulators’ saturation

5.4 Dual core implementation

To achieve better overall computing performance, dual CPU approach was used. The
single core strategy was partitioned based on the scheme in the figure 5.6. Results of this
implementation are 2 individual programs (one for each CPU). Programs communicate
with each other with the "Internal Processor Communication (IPC)". This communica-
tion is very fast and doesn’t implement any delay. Behaviour of this implementation is
the same as the single core approach, but with partitioned computational power. Based
on that, several other algorithms could be added to this control strategy.

DSP

CPU1 CPU2

IPC

Current control

ADC

PWM

EXTERNAL
MODE

Speed control

Position and
speed

observer with
QPLL

Figure 5.6: Dual-core DSP partitioning
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Control strategy validation on real

hardware

The implemented sensorless PMSM control strategy successfully fulfill the requirements.
PMSM can track speed reference (figure 6.1). The DC voltage of the power supply was
set to 80 V.
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Figure 6.1: Real PMSM rotor speed estimation

By observing the estimated rotor speed signal, different speed levels have different
noise amplitude. This is due to the lower estimated back EMF. Used PMSM has low
current draw, when no load is applied. Due to that, current sensors are not measuring as
precise as needed. With higher RPM, estimated speed noise is much lower. To analyze
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the estimated speed quality, analysis with mean and standard deviation was made (figure
6.2 and table 6.1).
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Figure 6.2: Estimated speed analysis

Rotor speed [RPM] Mean value [RPM] Standard deviation [RPM]

3000 2995.8 491.2

6000 5998.7 139.8

8000 7998 70.2

10000 9996.2 24.6

Table 6.1: Estimated speed mean and standard deviation

From standard deviation values, significant estimation quality increase with the rising
speed is clearly visible. Mean values of the speed estimates are almost equal to the speed
reference signal.

Whole current draw through the above showed run is shown in the figure 6.3 for the
d-q reference frame. The startup procedure with the iq current decreasing is visible at the
beginning of this plot. As mentioned above, two phase currents are measured (figure 6.4
as feedback to the PI regulators. Due to the PMSM current draw, current measurements
had significant noise. Therefore low-pass filters with the cut-off frequency of 10 kHz were
added.
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Figure 6.3: Measured d-q currents
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Figure 6.4: Measured ab currents

The output of the sensorless controller, 3-phase abc voltage, is shown in the figure 6.5.
This signal is then fed to the PWM algorithm.
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To validate the real PMSM with respect to the simulated PMSM behaviour, simulation
with the same parameter setting was done. From the rotor speed plot (figure 6.6) it is
clear that speed reference tracking was successfully achieved. In comparison with the
normal mode simulation, noise in speed estimation is negligible. Therefore, high fidelity
simulation comes into play. Results of this simulation are much closer to the real run.
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Currents in d-q reference frame (figure 6.7 have a similar course. The only difference,
apart from the noise, are current ripples when speed reference is changed. In the real
PMSM, current ripples are suppressed.
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Figure 6.7: Real vs. simulated d-q currents

The last thing to validate is computational performance of the implemented PMSM
sensorless controller. Implementation on the single CPU and dual CPU behaves the same.
The main reason for the algorithm partitioning stays on the lowering computation times.
This allows the addition of other algorithms, such as online parameter monitoring or
higher PWM frequency with no loss of the computational performance. Execution times
are shown in the figure 6.8. The partitioning was done as shown in the figure 5.6.
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Conclusion

The aim of this work was to design a functional sensorless control algorithm for con-
trolling surface-mounted permanent magnet synchronous motors SPMSM. A research on
sensorless algorithms was carried out to gain knowledge of the subject. The search mainly
focused on the extended Kalman filter EKF estimating the back electromotive force (back
EMF). Based on this knowledge, simulations were created in Matlab Simulink software.
The EKF was optimized to reduce the computational time. The computational time of
the optimized algorithm was reduced approximately 3 times. In such a fast system, such
time saving is very noticeable. Since this sensorless algorithm used is based on the gen-
eration of back EMF, it is not possible for it to work from zero motor speed. Because
of this, the I/f startup method has been implemented. This method uses the already
implemented PI controllers of the system and thus there is no abrupt change during the
transition from start to vector control.

The simulations served as a building block for implementation on a digital signal
processor. Thanks to their results, the first functional versions were created. During the
implementation, several problems had to be solved that were not visible in the simulations.
Proper setup of the PI regulators, limitations and DSP peripherals was a major challenge.
The chosen I/f startup method was susceptible to appropriate setup of the PI regulators.
For this reason, the strategy was initially tuned using a open-loop scalar V/f startup
method. The implemented SPMSM sensorless vector control strategy was subsequently
fine-tuned and validated on a real SPMSM. The obtained measured values were then
analyzed and compared against the simulations. The results of the simulations match the
results obtained on the real SPMSM. A larger magnitude of noise is observed at lower
speeds. This was due to the characteristics of the motor and the EKF itself. Since the
motor used has a very low current draw in the unloaded state, the sensors did not measure
optimally. The estimated back EMF then has a small amplitude and contains a large
amount of noise. When the speed was increased, this estimate was already considerably
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better.
The result of this thesis is a functional sensorless vector control algorithm for SPMSM

that can run on a single or dual core DSP. From the comparison of computation times,
there is a significant saving in computation time for the dual-core implementation. This
solution provides opportunities to add additional algorithms used to optimize the SPMSM
control or increase the PWM switching frequency.
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