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Abstract

Non-traditional data are data that require a different approach than common digital
images when processing using modern photogrammetric methods. By definition, as
non-traditional data can be considered analogue metric images and thermal infrared
images. These two case studies were researched in this doctoral thesis. For successful
photogrammetric processing of the non-traditional data, innovative pre-processing and
post-processing methods were designed. The methods were designed to have the
possibility to achieve sufficient geometrical accuracy of the results and, in the case of
the thermal infrared images, the methods were designed to have the ability to create
2D and 3D models augmented by thermal infrared information. In the doctoral thesis,
the methods were described, analyzed, and tested on chosen objects. The research
findings were presented in four articles in the scientific journals. This thesis is prepared
as a commented set of the four articles.

Keywords: photogrammetry, non-traditional data, analogue metric images, thermal
infrared images, structure from motion, multi-view stereo matching, pre-processing,
post-processing

Abstrakt

Netradičnı́ data vyžadujı́ při fotogrammetrickém zpracovánı́ modernı́mi metodami speciálnı́
postupy, které se lišı́ od postupů použı́vaných při fotogrammetrickém zpracovánı́ běžných
snı́mků pořı́zených digitálnı́mi kameramy. Dle definice netradičnı́ch dat je možné jako
netradičnı́ data označit analogové měřické snı́mky a nebo termoviznı́ snı́mky. Těmto
dvěma přı́padům se věnuje předložená disertačnı́ práce. Pro fotogrammetrické zpracovánı́
těchto dat byly navrženy inovativnı́ metody pro pre-processing a post-processing. Metody
byly navrženy tak, aby výsledek fotogrammetrického zpracovánı́ měl co nejvyššı́ možnou
přesnost a v přı́padě zpracovánı́ termoviznı́ch snı́mků bylo možné výsledky využı́t i pro
zı́skánı́ 2D a 3D modelů obohacených o termoviznı́ informaci. V rámci disertačnı́ práce
byly metody popsány, analyzovány a testovány na vybraných objektech. Výsledky
výzkumu jsou publikované ve čtyřech článcı́ch ve vědeckých časopisech. Disertačnı́
práce je předložena jako komentovaný soubor zmı́něných článků.

Keywords: fotogrammetrie, netradičnı́ data, analogové měřické snı́mky, termoviznı́
snı́mky, structure from motion, multi-view stereo matching, pre-processing, post-processing
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Chapter 1

Introduction

The thesis is prepared as a commented set of four published articles in the scientific

journals.

The photogrammetry is a traditional technology used for creating a 2D and 3D ob-

ject representation through the processing of images. Technology has changed dra-

matically over the last decades, from analogue to analytical and to digital. Nowadays,

the photogrammetric processing is often carried out using a modern method called

Structure from Motion (SfM) [1], [2], [3], or sometimes also called Image Based Mod-

elling and Rendering [4]. The SfM method is based on feature detection and fea-

ture matching algorithms which automatically find corresponding tie points between

the images [5]. Based on the found tie points, the relative orientation of the images is

computed, and the photogrammetric model is established [6]. Common inputs for the

photogrammetric processing using the SfM method are usually close-range, terrestrial,

or low altitude aerial digital images captured by common digital cameras [7], [8]. SfM is

a sufficient technology for computing the relative orientation of the images and sparse

point cloud (tie points) generation. The subsequent steps are point cloud generation,

triangulated model generation or orthophoto generation [9]. As a method for dense

point cloud generation, there was developed a multi-view stereo matching (MVS) tech-

nology [10]. SfM and MVS (hereinafter SfM-MVS) processing of common digital im-

ages is already widely described in scientific literature. Images which have a different

character than common digital images may require some special approaches before,

during or after SfM-MVS processing. Among the different approaches there could be,

for example, a pre-processing of the images, different calibration technique or post-

processing of the images. Those images can be termed as “non-traditional” data.

The author of this thesis considers analogue metric images as a non-traditional
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CHAPTER 1. INTRODUCTION 2

data. The processing of those data using modern SfM-MVS method requires a pre-

processing method. A pre-processing method was suggested and analysed by the

author. The results of the author’s research were presented in two scientific journal

articles. Generally, the photogrammetric processing of the analogue metric images

using SfM-MVS method requires deep knowledge about the fundaments of the clas-

sic photogrammetry. The knowledge gained was essential for the following years of

the author’s study, where the author of this thesis was focused more on a develop-

ment of methods concerning photogrammetric processing of thermal infrared images.

The thermal infrared images have such a different character compared to the common

digital images that the photogrammetric processing using SfM-MVS requires a vastly

different approach. Thus, thermal infrared images can be considered as non-traditional

data as well. Two innovative methods of processing were designed, developed, imple-

mented and tested. The description and testing of the methods were presented in two

scientific journal articles. In this thesis, the topic of the photogrammetric processing of

the thermal infrared images takes the main and major part.

1.1 Definition of non-traditional data

The “non-traditional” data are images which require a different approach than the com-

mon digital images (captured by common digital camera) when processing using SfM-

MVS. Among the different approaches could be considered pre-processing, different

calibration techniques, or post-processing techniques. To achieve sufficient accuracy,

using these techniques is crucial for the processing. The photogrammetric processing

of non-traditional data without the different approaches may not be possible at all or

would be possible with only low accuracy results.

1.2 Goals of thesis

Among the goals of the thesis is to determine which data can be considered as non-

traditional data. Then, motivation should be presented as to, why is beneficial to pro-

cess the data using modern photogrammetric solutions. In order to process the non-

traditional data, innovative methods shall be designed, developed, and implemented.

The methods should be tested on chosen objects and the results should be analysed

mainly in terms of geometrical accuracy. The presented methods should be possible

to use in praxis and the following research fields.



Chapter 2

Photogrammetric processing of

analogue metric images

In today’s perspective, analogue metric images are possible to term as non-traditional

data. The images have different character compared to the common digital images.

In this thesis, the term analogue metric images always refer to their negatives. The

negatives are stored on a glass-plate or photographic film [11]. The digital image is a

digital three-band raster with red, green, and blue color representation. The genesis

of the analogue metric images is different. The analogue metric images were cap-

tured by precisely manufactured metric cameras equipped by high quality calibrated

lenses with stable optics [11]. The metric cameras were intended for the photogram-

metry and the main topic in camera design was the accuracy. Common digital images

are captured by cameras that are not intended for photogrammetry and the optics

are not that stable. Even the capturing of the images for photogrammetric purposes

is vastly different. Photogrammetric capturing of the images by metric cameras was a

highly sophisticated work. Compared to the capturing for SfM-MVS, capturing scenario

was very different when the images were intended to process by a classical terrestrial

stereophotogrammetry or later by an intersection photogrammetry. The cost of cap-

turing the analogue metric images was much higher and every image mattered. On

the contrary, by digital camera, it is not a problem to capture hundreds and even thou-

sands of digital images just for one project. The processing approach is also different.

The SfM-MVS method does not have a background in classical photogrammetry, but

in computer vision where the original aim was to object modelling, robotics, navigation,

object recognition, etc. [12]. All these facts address that from today’s perspective of

SfM-MVS processing, it is possible to look at the analogue metric images as at the

non-traditional data.
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CHAPTER 2. PHOTOGRAMM. PROC. OF ANALOGUE METRIC IMAGES 4

The main and evident difference is that analogue metric images are analogue and

to process them using SfM-MVS method, it is necessary to digitize them at first. To

process them by SfM-MVS, and to achieve sufficient accuracy, the digitized images

must be pre-processed. A method of pre-processing the analogue metric images was

suggested. The description of the method, accuracy analysis and practical use were

published in two articles in the scientific peer-reviewed journals. The first article deals

with the processing of analogue Rollei metric images and focuses on the description

of the suggested pre-processing method and the analysis of the accuracy when the

method is followed. The second article deals with the practical experiment when the

analogue UMK metric images with significant historical value were processed.

2.1 Motivation

In the archives and repositories worldwide, there is stored an enormous number of

analogue metric images with possibly very important and unique historical value [13].

Together with the general digitization of archives, the archived analogue metric images

shall be digitized as well. The digitization of the image can save and protect the image

from loss, or destruction. Also, the digitized images can be used for photogrammetric

processing by SfM-MVS. By the processing, it is possible to get a new two-dimensional

and three-dimensional significantly valuable results which were not possible to create

using former methods and software [14]. Those kinds of results can be very important

data for GIS and BIM, or HBIM [15]. They can be used for further visualization, tempo-

ral analysis [16], augmented reality, or virtual reality [17]. The new results can have a

potentially high scientific value for architects, engineers, environmentalists, conserva-

tors, other researchers, and for public. On top of that, the archival images can capture

an important object which is nowadays destroyed, restored, or changed [18]. Thus, for

getting high quality results (in terms of accuracy and visual quality), it was necessary

to present a clear and straight forward method of pre-processing.

2.2 State-of-the-art

Some articles regarding the photogrammetric processing of the analogue metric im-

ages using modern methods were presented in the literature. There is information

about photogrammetric processing of analogue aerial images [19] and terrestrial im-

ages [20]. Analogue images captured by several cameras were used; Dlesk [20] pro-

cessed images captured by Rollei metric camera, Poloprutský [13] processed met-
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ric images captured by TAN photo-theodolite, Pavelka [18] used metric images cap-

tured by UMK and Peppa [21] processed images captured by Hasselbad camera.

Maiwald [22] processed analogue non-metric images captured by multiple cameras.

Among the main applications, there is the cultural heritage [18], [23], [24], urban re-

search [25], and environmental research [26], [27]. As the prevailing photogrammetric

method, SfM-MVS was used, concretely by commercial software Agisoft Metashape

(successor of Agisoft Photoscan) [28], [18], [20], [13], [22], and by an open-source

software MicMac [29]. All the mentioned papers show the potential of processing of

the analogue images captured by variety of metric cameras for different kind of appli-

cations. But the methods of pre-processing are not described in detail and the deep

analysis of the accuracy of the results is not presented. So, a pre-processing method

was suggested also by the author of this thesis and the detail description of the method

as well as the analysis of the accuracy (in relation to the pre-processing) was published

in an article [30]. Then, the potential of the pre-processing method is shown in a prac-

tical example [14]. These two articles belong to the collection of this thesis.

2.3 Method of the pre-processing

According to the definition of non-traditional data, the photogrammetric processing of

analogue metric images using SfM-MVS method requires a different approach. Hence,

the pre-processing method was suggested by the author of this thesis.

At first, it is necessary to gather all the possible information about the origin of the

analogue images. The information about images does not have to be preserved, which

may complicate the pre-processing. One of the most important pieces of information

is the type of the metric camera and lens that were used. Also, the calibration re-

port of the camera with information about internal orientation parameters and with the

calibrated coordinates of the camera’s fiducial marks shall be gathered. Exploitable

information is also a general documentation about the photogrammetric survey. The

documentation can answer questions important for the context such as what was the

method of photogrammetric processing, which capturing scenario was used, what was

the desired accuracy, and what was the purpose or result of the original survey.

Then, the analogue images must be digitized. The digitization can be carried out

using conventional or professional scanners. For digitizing, the final scanning reso-

lution should be chosen. The choice of the scanning resolution depends on many

factors. First, the quality assessment of the images should be carried out. Over time,
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the analogue negatives can be deteriorated, partly destroyed, have cracks, scratches

and their radiometric value can be worsened. The scanning resolution should be also

estimated by the resolving power of the negative. The resolving power can be read

in the documentation of the storing medium that was used. When the desired scan-

ning resolution is estimated, the analogue negatives shall be scanned. It is important

to note that most of the conventional scanners declare a much higher optic resolution

than they really have [31]. The true optic resolution should be proven by testing targets

(e.g., USAF1951). In general, scanning under too high resolution is time consuming

and the final data volume can be enormous. The following processing is then slower

and more complicated. The highest scanning resolution does not always bring the

most benefits. If the colour of the result is important, every image of the dataset must

be scanned using the same colour configuration.

For successful photogrammetric processing, the digitized negatives of the analogue

metric images must be transformed to get the same coordinate system for each image.

For the transformation, the position of fiducial marks shall be used. The calibrated co-

ordinates of the fiducial marks are usually stated in the calibration report of the camera.

If the calibrated coordinates are not known, it is possible to use the general position of

the fiducial marks (from the knowledge about the metric camera). The digitized images

shall be transformed to the fiducial marks using a plane transformation. Affine [13],

bilinear [11] or grid-wise [32] transformation can be used. For simplicity, affine trans-

formation is advised. The affine transformation also compensates the shrinking or

sheering of the photographic film [11]. After the transformation, the images must be

cropped (with respect to the origin of the coordinate system) to have the same dimen-

sion.

For the SfM-MVS processing, some initial values shall be stored to the EXIF files

of the images. At least information about focal length of the used lens, physical size

of the image and resolution in pixels should be written to the EXIF file. As a final step

of the pre-processing, the fiducial marks and frames of the images should be masked,

otherwise they could be misleading for feature matching algorithms.

Then, the pre-processed images can be processed according to the normal pipeline

of SfM-MVS processing in an arbitrary photogrammetric software.
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2.4 Articles

2.4.1 Article 1: Structure from motion processing of analogue im-

ages captured by Rollei metric camera, digitized with vari-

ous scanning resolution

Dlesk, A.; Vach, K.; Pavelka jr., K. ”Structure from motion processing of analogue im-

ages captured by Rollei metric camera, digitized with various scanning resolution.” Acta

Polytechnica 60.4 (2020): 288-302.

The aim of this article (Appendix: Article 1) was to present the suggested method of

pre-processing analogue metric images and to reveal what accuracy can be expected

when the suggested method is followed. For the experiment of this article, analogue

images captured by Rollei 3003 metric camera were used. The images belong to the

archive of EuroGV company. In 1999, the company provided a photogrammetric sur-

vey of the vaults in the Saint Vitus Cathedral in Prague. For this paper, seven images,

which captured the vault of the Zikmund➫s Chapel, were chosen. The negatives were

stored on photographic roll film with image dimensions of 36 mm x 24 mm.

The negatives were scanned by a Nikon Super Coolscan 8000 professional scanner

under four different scanning resolutions – 1000 dpi, 2000 dpi, 3000 dpi and 4000 dpi.

The digitized images were pre-processed according to the method presented above.

Then, the images with the highest resolution were processed by a classical and original

method in CDW software. In the photogrammetric model, one hundred survey points

were measured on the vault. Those points were used as the reference check points in

the further analysis.

Then, each group (according to the scanning resolution) of the digitized images

was processed by a modern SfM-MVS method. Agisoft Photoscan was chosen as a

commercial alternative and MicMac was chosen as a free open-source alternative. For

each group, in both kinds of software, the absolute orientation was computed and the

100 survey points were measured on the images. The coordinates of the survey points

were compared to the reference check points measured in CDW and the differences

in each axis were statistically analyzed. The analysis showed a respectable accuracy

on the results from both software. However, Agisoft Photoscan gave better results and

the set of the differences had, in every case, a normal distribution (tested on Q-Q plots

and by Shapiro-Wilk tests) which signified the reliability of the processing. On the con-



CHAPTER 2. PHOTOGRAMM. PROC. OF ANALOGUE METRIC IMAGES 8

trary, MicMac also gave respectable accuracy, but the differences were not generally

normally distributed. The testing showed that the best accuracy was achieved with the

highest scanning resolution (4000 dpi).

Also, the results of the self-calibration were compared to each other and to the val-

ues stated in the calibration report of the used camera. It is important to note, that the

Rollei metric camera has an interchangeable and focusable lens. So, the comparison

to the values in calibration report was expected to show certain differences. But the

comparison of the values of the self-calibration should fit each other. The comparison

showed that the parameters computed by the self-calibration in Agisoft Photoscan fit

each other very well while the parameters computed in MicMac differed to each other.

Again, this showed the better reliability of the commercial alternative Agisoft Photo-

scan.

Then, using the computed photogrammetric models, the point cloud of each group

(according to the scanning resolution) was generated. The point clouds were com-

pared to the check points by Cloud/Cloud method. The differences in the coordinates

of each axis were analyzed as was in the previous case. Again, the best accuracy

was given by the processing of images with a 4000 dpi scanning resolution. Agisoft

Photoscan provided accurate and reliable results (the set of differences had normal

distribution). MicMac provided results with a significantly lower accuracy.

Overall, the most accurate results were given by processing the images with the

highest scanning resolution. However, the biggest difference in accuracy occurred

between 1000 dpi scanning resolution and 2000 dpi scanning resolution. With higher

scanning resolution, the difference is not that significant. So, sufficient accuracy is pos-

sible to achieve even with lower scanning resolution and dealing with the data is then

much faster. Different software tools gave different results. Processing in commercial

Agisoft Photoscan gave more accurate and reliable results in every comparison and

it can be stated that this software tool is recommended for the processing of digitized

analogue metric images. On the other hand, in the case of MicMac, the accuracy and

reliability were lower. However, in MicMac, it was possible to compute a relatively ac-

curate absolute orientation. The point cloud generated by MicMac was less accurate.

Considering that MicMac is a free and open-source software with a high potential of

wide distribution, MicMac seems also as an option for the photogrammetric processing

of the analogue metric images.
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Summary of the article:

• Description of the pre-processing method

• Processing of the data in two types of software - commercial and open-source

• Analysis of the results when the pre-processing method was followed

• Final recommendation to scanning resolution and software

Research findings:

• Higher scanning resolution significantly prolongs the time of the pre-processing,

dealing with those data is more complicated.

• Highest accuracy was achieved with the highest scanning resolution, but suffi-

cient accuracy is also possible to achieve with lower scanning resolution.

• Agisoft Photoscan gave more accurate and reliable results. All sets of differences

had normal distribution.

2.4.2 Article 2: From analogue to digital photogrammetry: Docu-

mentation of Padise Abbey in two different time stages

Dlesk, A.; Uueni, A.; Vach, K.; Pärtna, J. From analogue to digital photogrammetry:

Documentation of Padise Abbey in two different time stages. Appl. Sci. 2020, 10,

8330.

The article (Appendix: Article 2) deals with the applied example of photogrammetric

processing of the analogue metric images using SfM-MVS method. In 1991, a group

from the National Design Institute of Cultural Heritage carried out a photogrammetric

survey of the south wall of Padise Abbey in Estonia. For the capturing, UMK 6.5/1318

metric camera was used, and the images were processed by stereophotogrammetric

method. Twelve glass-plate negatives (6 stereo-pairs) were, together with the survey

documentation, stored in the archive. In 2017, the glass-plate negatives were restored

and digitized to process them by SfM-MVS method. In 1991, the wall of Padise Abbey

was almost destroyed and in 2017 it was already renovated. By photogrammetric pro-

cessing using SfM-MVS method and generating new 2D and 3D result, it was possible

to get historically valuable models of the former state of the wall before the renova-

tion. Those results could have offered comparison of the former state to the current
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renovated state. In 2017, for the comparison, the wall was also photogrammetrically

surveyed by a modern equipment.

Before the pre-processing of the digitized images, all information about the pho-

togrammetric survey was utilized. To reconstruct the survey and achieve the important

information about the camera, images, control points, and capturing scenario, it was

necessary to get a general knowledge about the stereophotogrammetric surveys. Af-

ter the reconstruction, the images were pre-processed using the suggested method,

processed by SfM-MVS, and the point cloud with the orthophoto of the wall were gen-

erated. The results were checked in terms of accuracy by all possible information that

was read in the original survey documentation. From the new survey in 2017, the or-

thophoto and point cloud were generated as well. The results of the new survey were

transformed to the same coordinate system (as results of former survey) by using for-

mer control points which were still detectable on the wall even after the years and the

renovation.

Then, there were suggested methods of the spatio-temporal analysis of the results.

The results from the former and new surveys were compared to each other and two

methods of the comparison were proposed. The first one was the comparison in the

orthophoto. The orthophotos were overlayed on each other and the former state was

marked by 2D curves. Due to the marking, it is obvious which stone of the wall was pre-

served and which stone is the outcome of the renovation. This comparison is a result

which is easily understandable and readable. The second method was the comparison

of the point clouds. The point clouds were pre-processed by filter and subsampling

functions and compared to each other by the Cloud/Cloud method. By analyzing the

differences, it was possible to determine the preserved stones of the wall not just by

visual manner but also by the exact number determination. To check the comparison

and to avoid some errors from different point cloud sampling, the point cloud of the

new survey (which was used as reference in the comparison) was converted to the

triangulated model and the Cloud/Mesh comparison was carried out.

By this practical example, the article showed the high potential of the topic. It is

important to point out that in this particular case, it was very important to read all in-

formation of the former survey documentation. For understanding the documentation,

it was necessary to learn the fundaments of the photogrammetry and get knowledge

about former methods. Without all utilized information it would not be possible to get

such a high-quality result. Still, today, when the photogrammetric processing is accord-
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ing to the computer vision approach, for some specific applications, it is crucial to retain

the fundaments of the classic photogrammetry.

Summary of the article:

• Presentation of the practical example where the suggested pre-processing method

was used

• Description of the process of the gathering the data from the former survey

• Generation of the 2D and 3D results with significant historical value

• Suggestion of the spatio-temporal analysis for following research fields

Research findings:

• The suggested pre-processing method is applicable in praxis. Using the method,

it is possible to generate historically valuable models.

• For successful processing of the archival data, it is necessary to gather all possi-

ble information about the former survey.

• For successful processing of the archival data, it is necessary to have knowledge

about classic photogrammetry.

• The results of the photogrammetric processing can be an input for further spatio-

temporal analysis.

• It is possible to develop semi-automatic and automatic methods of detecting

which part of the object is an outcome of the restoration and which part of the

object is original. The idea was suggested.



Chapter 3

Photogrammetric processing of

thermal infrared images

The thermal infrared (TIR) images have a vastly different character compared to the

digital images captured by common digital cameras. The difference is given by the dif-

ferent character of the TIR camera. The industrial TIR cameras often have an uncooled

micro-bolemeter sensor [33]. Compared to the common digital image where CMOS or

CCD sensor is used [34], the physical dimension of the micro-bolometer sensor re-

sults in a much lower resolution of the TIR image [35]. The lenses of the TIR cameras

are usually made of germanium (Ge) or silicon (Si) [36] and have a much lower field

of view (FOV) compared to the lenses of digital cameras [37]. The main difference

between the TIR image and common digital image is that in the TIR image, visual

features are not detectable. This is the key negative factor for the photogrammetric

processing using the SfM-MVS method. In the TIR image, there are detectable only

the radiation differences on the scene [38]. Because of that, the TIR images are usu-

ally low-contrast, and the lack of features, and the feature matching algorithms of SfM

may fail to find a sufficient amount of key and tie points. This results in the significantly

lower accuracy of the relative orientation. Generating a point cloud is affected by the

missing visual features as well. Sometimes, computing the relative orientation or point

cloud generation may not be possible at all [39]. The fact, that the visible features of

the scene are not detectable also complicates the transformation of the photogrammet-

ric model. Instead of common photogrammetric targets, it is necessary to use special

passive [40] or active targets [41]. To sum it up, a lack of visible featrues, the prob-

lem with photogrammetric targeting, the low resolution of the TIR images, and the low

contrast are the main negative factors for SfM-MVS processing. To eliminate these

mentioned factors and successfully process the TIR images by SfM-MVS method, a

special approach must be used. Because of that, it is possible to define the TIR im-

12
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ages as non-traditional data.

To eliminate all the mentioned negative factors, two methods of the photogrammet-

ric co-processing of TIR images together with digital RGB images were designed by

the author of this thesis. Both methods rely on the fixed system of RGB and TIR cam-

era and for every TIR image, a corresponding RGB image must be captured. The first

method was called sharpening and the second method was called reprojection. The

design, development, description, implementation, and testing of the methods is the

main, major, and the most innovative part of this thesis.

3.1 Motivation

The thermography is a science which is possible to use in all kinds of different in-

dustries [42], [43], and [44]. Among those industries, it is possible to mention civil

engineering, energetics, agriculture, medical science, biology, and security. On a sin-

gle thermal infrared image, it is possible to detect a thermal anomaly on the object.

But, just from the thermal infrared image, it is not possible to determine the extent,

dimension, area, or the exact position of the anomaly in a reference system. The prob-

lem arises when the examined object is large (e.g. library, faculty, or hospital). As was

mentioned above, a thermal infrared image has usually a low resolution and the lens

of the TIR camera has usually a narrow FOV. Considering the resolution, to provide a

sufficient sample distance of the TIR image, it is necessary to capture the object at a

relatively close distance. Capturing at close distance and the narrow FOV cause that

it would be necessary to capture tens or even hundreds of thermal infrared images.

Detecting the anomalies in such an amount of TIR images is difficult and when the

anomaly is detected, it may not be possible to recognize even the relative location of

the anomaly. This practical example demonstrates why the photogrammetric process-

ing of TIR images is needed.

By photogrammetric processing of the TIR images, it is possible to generate 2D

and 3D models (point cloud, 3D model with texture, and orthophoto). The models

can be augmented by the thermal infrared information derived from the original TIR

images. The thermal infrared information can be stored in the point of the point cloud

or pixel of the texture or orthophoto. On those augmented results, it is easier to find the

anomalies. It is possible to exactly determine their extent, position, area, or dimension

and better comprehend the context of the situation. These results can be also data for

advanced spatial analysis, e.g., automatic leak detection, thermal distribution in time,
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etc.

3.2 State-of-the-art

As was shown by [45] and [46], under certain circumstances, photogrammetric pro-

cessing of solely TIR images using SfM-MVS method is possible but the presented

results contain imperfections visible even at the first sight. To have a universal process-

ing method for all kinds of objects and to eliminate the mentioned negative factors, two

methods of photogrammetric co-processing of TIR and RGB images were designed

by the author of this thesis. The idea of the photogrammetric co-processing occurs

several times in the scientific literature but the published methods are not completely

universal for all kinds of objects and also do not eliminate all the mentioned negative

factors. The presented methods of photogrammetric co-processing of TIR and RGB

images is possible to divide into two groups.

One of the approaches of the co-processing does not require a fixed system of the

TIR and RGB camera. An advantage of this approach is a larger flexibility. It gives

an opportunity to use a variety of cameras and a variety of camera carriers (RPAS,

Terrestrial, etc.). The capturing of the TIR and RGB images can even be carried out in

different times. On the other hand, during the processing, the relative orientation of the

TIR images must be computed. So, the approach does not eliminate the main nega-

tive factor and feature matching algorithms of SfM can fail. Methods with this approach

were presented e.g., by [47], [48], [49], and [50].

The second approach requires a fixed system of TIR and RGB cameras, and for ev-

ery TIR image, the corresponding RGB image must be captured. The main advantage

of this approach is that the processing does not require the relative orientation of the

TIR images and this approach is universal for every object. On the other hand, there

are some difficulties. This approach requires a fixed system of the cameras. Nowa-

days it may not seem like a significant problem, because modern handheld industrial

TIR cameras are also equipped with an RGB sensor and together it naturally creates

the fixed system. Capturing the corresponding images is also a complication. During

the capturing, the corresponding images must be captured with the same relative pose

between each other. The synchronization between the triggers of the cameras in the

fixed system may not be absolutely precise and it can cause an error especially on the

moving carrier such as RPAS. Another disadvantage of this approach is that a trans-

formation process between the corresponding images is required.
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Two methods designed by the author of this thesis also belong to the category

where the fixed system of TIR and RGB camera is required. The first method was

called sharpening. A similar approach to the sharpening method was published by

Weber [51]. His method uses the plane transformation and the method is not applicable

for close-range purposes (the method was design for capturing distances more than

200 m). Which means that the method is not universal. The sharpening method uses

the ray recalculation function instead which makes the method innovative compared to

the method presented by Weber. The second method designed by the author of this

thesis was called reprojection. In 2019, the idea of this method was already published

by the author of this thesis [46]. Also in 2019, Javadnejad [52] published a similar

method. Compared to the Javadnejad’s method, the reprojection method contains the

test of visibility which is the integral and innovative part. Without the test of visibility,

it is not possible to provide the correct thermal infrared augmentation of the spatially

oriented results.

3.3 Methods

Two methods of the photogrammetric co-processing of thermal infrared and RGB im-

ages were designed by the author. Both methods require the fixed system of TIR and

RGB camera and for every TIR image a corresponding RGB image must be captured.

The methods assume that the offset between the optical centers of the cameras is

small and the perspective changes are minimal. In both methods, there is a spatial

transformation process. The transformation process requires geometric calibration of

the cameras, determination of the translation vector between the optical centers and

a rotation matrix between the camera coordinate systems. Determining the required

parameters was a broad topic and the description of the problem, the results, and the

testing were presented in the article in the scientific journal [39]. Overall, the design of

the methods was carried out mainly to eliminate these negative factors:

• Lack of features in TIR images and the impossibility of calculating the relative

orientation, or the impossibility of point cloud generation by the SfM-MVS method

• Low resolution of TIR images

• Problems with non-visible photogrammetric targets

During the design, the emphasis was placed on the universality of the methods and

usage for close-range purposes.
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3.3.1 Sharpening

The first method was called sharpening, see figure 3.1 and figure 3.2. The sharpening

method pre-processes the TIR images and corresponding RGB images and creates

the sharpened images. The sharpened images are then processed by the SfM-MVS

method according to the standard pipeline. To create the sharpened images, the ray

recalculation process was designed. The ray recalculation process is the main innova-

tive part of the method.

For the ray recalculation process, the scaled depth map of each RGB image must

be created. Then, the blank raster with the same dimension as RGB image is created.

Every pixel of RGB image is taken and knowing the parameters of the interior orien-

tation and having the depth value from the depth map, the coordinates of the point on

the scene in RGB camera coordinate system are calculated. Then, knowing the rela-

tive rotation and translation between the cameras, the point is transformed into the TIR

camera coordinate system. Knowing the parameters of interior orientation the point is

projected to TIR image. The value from the pixel of the TIR image is taken and stored

to the corresponding pixel in the blank raster. This process is repeated for every pixel

of the RGB image. The filled blank raster creates the remapped TIR image. According

to the minimum and maximum TIR value of the all TIR images in the dataset, the pixel

values of the remapped TIR image must be stretched to 8-bit, or 16-bit values by the

histogram stretching function. Having the stretched remapped single-band TIR image,

it is possible to swap one of the bands of the RGB image for the stretched remapped

single-band TIR image and create RGT, RTB, or TGB image with e.g. 8-bit values of a

band. Another option is to add the stretched remapped TIR image to RGB image and

create RGBT image with e.g. 16-bit values of a band. The ray recalculation process is

repeated for every image in the dataset.

Having the dataset of RGT, RTB, TGB, or RGBT images, it is possible to process

the images using SfM-MVS method and create an augmented textured 3D model and

augmented orthophoto. The thermal infrared information is stored in the color of ev-

ery pixel of the texture, or orthophoto. In the pixel, there is stored thermal infrared

information stretched to 8-bit or 16-bit values. To get the original value, the inverse his-

togram stretching must be applied. Sharpening method is not suited for the augmented

point cloud generation, because during the generation, the color of the points is usu-

ally weighted [53]. This issue may also happen with the texture and the orthophoto but

in this case the color weighting and averaging can be usually prohibited in the software.
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The sharpening method was described in the more detail in the published arti-

cle [54]. In the article, the question what combination of the bands (RGT, RTB, TGB or

RGBT) is the most sufficient was discussed. The experiment of creating augmented

texture and augmented orthophoto has been presented on the test object.

Figure 3.1: Diagram of the sharpening method.
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Figure 3.2: Schematic workflow of the sharpening method.

3.3.2 Reprojection

The reprojection method (see figure 3.3 and 3.4) was designed primarily to create a

point cloud augmented by unweighted thermal infrared information. The reprojection

method requires a point cloud generated by photogrammetric processing of RGB im-

ages or by laser scanning. The point cloud must be scaled and referenced in the

chosen coordinate system. Together with the point cloud, parameters of the exterior

orientation of the RGB images in the reference coordinate system, and scaled depth

and normal maps of each RGB image are required. The depth and normal maps can

be generated by SfM-MVS processing of only RGB images.
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A point of the point cloud is taken. The first RGB image of the dataset is taken, and

knowing the parameters of exterior and interior orientation of the RGB image, the point

is transformed to RGB camera coordinate system and then reprojected to the RGB im-

age. If the reprojected point is within the RGB image dimension, it must be examined, if

the point really lies in the scene in the image. The examination is carried out using the

test of visibility. The test of visibility is carried out using the corresponding depth and

normal map of the RGB image. From the corresponding pixel in the depth map, the

depth value is taken and compared to the depth of the point in RGB camera coordinate

system. If the difference is under a certain tolerance, the point is potentially visible and

then the point is tested on the normal map. The value from the corresponding pixel of

normal map is taken and it is compared by cosine similarity to the normal vector stored

at the point of the point cloud. If the calculated angle is under a certain tolerance, the

point can be still considered as visible. Knowing the relative rotation and the relative

translation between the cameras, the point is transformed into the TIR camera coordi-

nate system and then projected to the TIR image. If the point lies within the TIR image

dimension, the point is truly visible. Then, the thermal infrared value from the TIR im-

age pixel is taken and stored to the point of the point cloud. The next RGB image of the

dataset is taken, and the process is repeated. There may be several thermal infrared

values assigned to a single point of the point cloud (the point may be visible on multiple

images). This gives an opportunity to statistically check the normality of the set of the

values, detect the outliers and eliminate wrongly assigned thermal infrared values. The

resulted thermal infrared value can be then determined as a mean. The process is re-

peated for every point of the point cloud and then the augmented point cloud is created.

The main part of the reprojection method is the test of visibility. In the test of visibil-

ity, certain depth and angle tolerances must be set. The experiment which have shown

what way the tolerances should be set was carried out and published in the article [39].

Unclarity of the setting the tolerances may be one of the disadvantages of the method.

Another disadvantage is that so far, the processing time of the reprojection method is

too long. For lowering the time, not all the RGB images of the dataset may be used. It is

possible to make a selection of the RGB images and linearly decrease the processing

time. In this case, it is important to select the right images to be sure that every point

of the point cloud is visible at least in one RGB image. On the other hand, the main

advantage of the method is that even the point cloud generated by the laser scanning

can be used. It can increase the accuracy of the result. Also, the fact that the resulted

thermal infrared value at the point can be given by the statistical calculation can be
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included among its important advantages.

The detailed description of the method, the experiment for the test of visibility, and

the experiment of the reprojection method were published in [39].

Figure 3.3: Diagram of the reprojection method.
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Figure 3.4: Schematic workflow of the reprojection method.

3.4 The code

The implementation of both methods was written in Python 3.7 language. The code

was solely written by the author of this thesis and beside the articles, it is one of the

concrete results of this thesis. Now, the code is published on the websites of the Lab-

oratory of Photogrammetry at the Department of Geomatics http://lfgm.fsv.cvut.

cz/termo.html. The code is released under the open-source BSD-3-clause license.

In total, 5 classes with their methods and 38 functions were developed. Several of

the functions deal with the basics of photogrammetry, transformations between coordi-

nate systems, the image processing, or format converting.

The code of the sharpening method is divided into several functions according to the

steps which are presented above. The ray recalculation is carried out by rayRecalculation()

function. The fusion of the images is carried out by fusionRGT(), fusionRTB(), fusionTGB(),

and fusionGeoTiFF() (RGBT) functions. Data which are generated by SfM-MVS are

post-processed by orthophotoRecalculation8bit() and orthophotoRecalculation16bit()

functions (works for both orthophoto and texture of the 3D model).

http://lfgm.fsv.cvut.cz/termo.html
http://lfgm.fsv.cvut.cz/termo.html
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The designed reprojection method is represented by a single and complex reprojection()

function.

A detailed description of the classes and functions is presented in the documenta-

tion attached to this thesis (Appendix: Documentation of the code). In the documen-

tation, the description, inputs, and returns of the functions are presented. The classes

and functions have been separated into four different files according to their theme:

• classes.py

• matrices.py

• transformations.py

• photogrammetry.py

For the development, some of the external libraries were used. Standard package

Python libraries [55] were used for mathematical operations and parsing the .csv files.

NumPy [56] library was used for mathematical operations with vectors and matrices,

Scipy library [57] for statistical operations, OpenCV [58] library was used for processing

the images, and GDAL [59] library was used for reading and processing the rasters in

GeoTIFF format.

3.5 Articles

3.5.1 Article 3: Transformations in the photogrammetric co-processing

of thermal infrared images and RGB images

Dlesk, A.; Vach, K.; Pavelka, K. Transformations in the Photogrammetric Co-Processing

of Thermal Infrared Images and RGB Images. Sensors 2021, 21, 5061.

The designed sharpening and reprojection methods require a transformation pro-

cess between both corresponding images of the fixed system. During the design of

the methods, the question which transformation is suitable has been raised. The idea

was to find a transformation which would be universal for all pairs of corresponding

TIR and RGB images in the dataset. So, the process could be automatized. The re-

search in this topic became broad and the experiments regarding the transformations
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were complicated. Because of that, at first, this topic was published in the article (Ap-

pendix: Article 3).

In the beginning of the paper, the motivation was declared. Then the review of the

literature was carried out. The reviewed papers were divided into two groups according

to their approach. The first group does not require the fixed system of the TIR and RGB

camera while the second group does. This division is significant for the transformation

processes because the first approach rather uses iterative closes point (ICP) algorithm

(or similar) to register data generated from TIR images and RGB images. The second

approach uses the 2D plane transformation, or the 3D spatial transformation to trans-

form data between the images. The methods suggested by the author of this thesis

belong to the second group. So, in the following experiment, the plane and the spatial

transformations were tested.

At first, because of the easier implementation, the 2D plane transformation was

used. To have the ability to neglect the perspective changes between the cameras and

use the plane transformation, images must be undistorted, and the optical centers of

the cameras should be close to each other with a more or less parallel optical axis.

The experiment was carried out. For the experiment, FLIR E95 handheld camera with

the fixed system of TIR and RGB cameras (the offset between the optical centers of

the cameras was roughly around 3 cm) was used. The passive aluminum-paper tar-

gets that are identifiable in the TIR images were placed on the test object. Then the

object was captured by pairs of corresponding TIR and RGB images from different dis-

tances (2 m – 11 m). The optical axis was more-less perpendicular to the object. Then

the transformation key was computed in the captured images at different distances and

the test, if the single transformation key can be universally used for all the rest of the

pairs, was carried out. As was shown in the experiment, it is not possible to find the

universal transformation key for all distances and when this type of transformation is

used, the RMSE of the residuals can be even around 7 pixels in TIR image. In the short

distances there was a strong influence of the offset between the cameras. Overall, the

experiment showed that even though the fixed system of cameras with a relatively short

offset was used, it was not possible to find the universal transformation key. The plane

transformation is not suitable for close-range purposes. In close-range capturing, the

distances and the scene vary. Even in one image there can be short and long distances

at the same time. Nevertheless, the plane transformation may be used for middle to

far and further distances from the object where the distance from the object is more or

less constant, e.g., capturing of the ground in non-urban areas from RPAS.
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Then for transforming the data between corresponding TIR and RGB images, the

3D spatial transformation was tested. The disadvantage of this transformation is that

several parameters of the cameras must be determined with a certain precision and

sufficient accuracy. More concretely, the needed parameters are the parameters of

the interior orientation of both cameras, three parameters of the relative translation

between the optical centers, and three rotation angles of the relative rotation between

the coordinate system of the cameras. To test the determination of the parameters,

three calibration fields were designed and created. To use the ellipse operator for pre-

cise point measurement, the planar stainless calibration field with circular holes was

created by a manufacturer. Then two spatial calibration fields with aluminum-paper

targets were created (2-level calibration field and 3-level calibration field) by the author.

Using those calibration fields, the cameras were calibrated, and the results were com-

pared to each other.

Then, the calibration fields and the calculated corresponding parameters of interior

orientation were used for the estimation of the relative pose between the cameras. To

achieve a sufficiently accurate relative pose estimation, it was necessary to achieve

a very good accuracy and precision in the determination of the exterior orientation

of each image of the image pair. The image pairs were captured, the control points

were marked on the images, the bundle adjustment was calculated, and the calculated

model was scaled. Exterior orientations of the images were computed. Then, for every

image pair, the exterior orientation of the TIR image was transformed to the camera

coordinate system of the corresponding RGB image and the new exterior orientation

parameters of the transformed TIR image give the relative translation and the rela-

tive orientation between the cameras. Because multiple image pairs were captured,

there were multiple values of the relative pose estimation. The mean of the values was

calculated, and the final relative translation and relative rotation between the TIR and

RGB camera were determined. The best results were determined with the three-level

calibration field. On the three-level calibration field, the standard deviation of the mean

of the translation parameters was under 1 mm and the standard deviation of the mean

of the rotation parameters was around 0.03°.

Then, the check of the calculated relative poses was carried out on the test object

with the aluminum paper targets. Again, the image pairs were captured in different dis-

tances (2 m – 11 m). The spatial transformation with the computed relative poses was

used to transform the check points between the corresponding TIR and RGB images
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and the residuals were checked. The lowest RMSE gave the relative pose calculated

on the three-level calibration field. In this case, for all distances, the RMSE in each

axis of the residuals was around 1 pixel (maximum 1.2 pixels) in the TIR image. It

was shown that spatial transformation is sufficient for the purposes of the designed

methods. Also, the experiment showed that the accuracy of the relative rotation has

the huge impact on the residuals. The impact is much stronger than the impact of the

accuracy of the relative translation parameters.

To conclude, only 3D spatial transformation is sufficient for the sharpening and re-

projection method. 2D plane transformation is not universal. The experiment showed

that it is possible to achieve enough accurate relative pose for the spatial transforma-

tion. The images should be captured in stable conditions and should have the shortest

possible sample distance. The targets should be equally distributed in all parts of the

images. The coordinates of the targets should be determined with a high accuracy, and

the targets should be spatially distributed in space (in all axes) as much as possible. If

those conditions are fulfilled, it is possible to achieve a sufficient accuracy of the spatial

transformation.

Summary of the article:

• Brief description of the designed methods

• Review of the related articles

• Presentation of the theoretical background of the transformation processes

• Testing of the 2D plane transformation

• Design of the calibration fields

• Geometric calibration of the TIR and RGB camera

• Determination of the relative translation and rotation of the fixed system of two

cameras

• Testing of the 3D spatial transformation

• Estimation of the accuracy of the spatial transformation

Research findings:

• 2D plane transformation is not sufficient. The transformation is not universal.
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• The best result of the geometric calibration and the relative pose estimation was

achieved using the three-level calibration field.

• For sufficient accuracy of the spatial transformation, it is necessary to achieve

relative translation and rotation with high accuracy.

• It is much more difficult to estimate a sufficiently accurate relative rotation. The

relative rotation has the major influence on the final accuracy of the transforma-

tion.

• It was possible to find sufficient relative pose estimation. The testing showed that

the expected error can be around 1 pixel in TIR image.

• Only 3D spatial transformation is universal and sufficient for the sharpening and

reprojection method.

3.5.2 Article 4: Photogrammetric co-processing of thermal infrared

images and RGB images

Dlesk, A.; Vach, K.; Pavelka, K. Photogrammetric Co-Processing of Thermal Infrared

Images and RGB Images. Sensors 2022, 22, 1655.

This article (Appendix: Article 4) was aimed at the detailed description and test-

ing of the sharpening and reprojection method. Few questions regarding the methods

were raised and experiments which tried to answer those questions were carried out.

In the beginning, the published article presents a review of the infrared thermogra-

phy (IRT) and a review of different kind of IRT applications. Then, for those applica-

tions, the motivation of creating 2D and 3D models augmented by the thermal infrared

information was pointed out. The theoretical background of the IRT was presented.

There was explained how the TIR image is created and why the TIR image has its own

specifics. In the article, a recommended method how to correctly capture TIR image

was presented. During the capturing, many external factors have an impact on the final

TIR image. Those factors were mentioned.

The essential part of the sharpening method is the ray recalculation funtion which

creates a remapped TIR image which can be overlayed with the corresponding RGB

image. To create the sharpened image, the single-band remapped TIR image can be

swapped for any band of the RGB image, and it is possible to create an RGT, RTB,
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or TGB image. Another option is to add the remapped single-band TIR image to the

RGB image and create four band RGBT image. There has been raised a question

of what band combination (RGT, RTB, TGB, or RGBT) shall be used. The advantage

of three band combination and 8-bit values is that the images can be processed in

every photogrammetric software (they appear as common RGB images). But, one of

the color band is missing and then the results of the photogrammetric processing have

false colors. RGBT combination keeps the full-color information. But, not every pho-

togrammetric software supports four band images. When the software supports four

band images, most likely enables to process images with 16-bit values. Depending on

the thermal sensitivity of the TIR camera and on minimum and maximum TIR values

of the dataset, sometimes 8-bit values are not enough and 16-bit values are needed.

Then RGBT combination is suitable to have 16-bit values. The experiment showed that

by SfM processing of three band images (8-bit), it may possible to achieve a higher

amount of tie points than by SfM processing of four band RGBT images (16-bit). Nev-

ertheless, by SfM processing of RGBT images, it is possible to achieve a rescpectable

amount of tie points as well. Because of the mentioned advantages, using RGBT (16-

bit) combination is recommended. For three band images, it is not possible to give

general advice on which combination (RGT, RTB, TGB) is the best. It depends on the

color of the significant features of the object. The features are important for SfM-MVS

processing. For example, when the significant features have a blue color, then by us-

ing RGT combination, the features would be lost and the SfM processing would result

in lower amount of tie points. To determine which image combination is the best for

the concrete object, it is possible to carry out an experiment that was presented in the

article.

The reprojection method was described in the published article and the main focus

was on the test of visibility. The test of visibility is an integral part of the reprojection

method and without the test of visibility the results may be wrongly augmented. The

test of visibility is carried out using the knowledge of the scene via depth and normal

maps. For comparison on the depth and normal maps, the tolerances must be set. It

is not possible to state how high the tolerances should be set in general (it depends

on the concrete case). However, the experiment in the article gives an instruction how

the tolerances can be set. The tolerance of the depth test is possible to set according

to the computed RMSE on the check points of the absolute orientation of the pho-

togrammetric model where the point cloud for augmentation was generated. Setting

the tolerance for test on normal maps is more difficult. The experiment showed, that

the normal vectors of the points of the point cloud can vary. To check the variance
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of the normal vectors, it is possible to create a cumulative distribution function (CDF)

for a group of points that should theoretically have the same normal vector. CDF can

show how high the tolerance can be set and what success rate of the test can be ex-

pected. Sometimes, it is needed to have the point cloud augmented as much correct

as possible, even when the cost is a significant loss of the points that the test of vis-

ibility wrongly considers as non-visible. Then, it is possible to set the tolerances very

low. Sometimes, it is important to not lose points of the point cloud, even though some

of the augmentations may not be correct. In this case, it is possible to use the bene-

fit of the reprojection method and detect the wrong augmentation by statistical function.

In the published article, there was presented an experiment of using sharpening

and reprojection method on the object of a family house. By the sharpening method,

an augmented orthophoto and augmented texture of the 3D model was generated. By

the reprojection method, a point cloud augmented by the thermal infrared information

was created. The experiment showed that the augmented point cloud was negatively

affected by the depth maps which were rendered on the imperfect 3D model created

by processing of RGB images. In some parts of the façade of the family house, there

were no features and then, in those parts, the inaccurate 3D model was generated.

Summary of the article:

• Presentation of the theoretical background of IRT

• Presentation of the correct TIR image capturing

• Detail description of the designed methods

• Discussion of what band combination of sharpened images is the most suficient

• Presentation of experiment which shows what band combination is the best for

the concrete object

• Discussion about the tolerances for the test of visibility

• Presentation of experiment which shows how the tolerances can be set

• Practical example of sharpening and reprojection method

Research findings:

• The sharpening and reprojection methods are applicable in praxis and in the

following research.
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• RGBT combination with 16-bit values is recommended by the author.

• In every project the tolerances of the test of visibility must set according to the

concrete conditions.

• The processing time of the reprojection method is too time-consuming. In the

following research, the code of the reprojection function should be rearranged in

order to decrease the processing time.



Chapter 4

Conclusions

The topic of the photogrammetric processing of the non-traditional data was a task

which required a certain creativity and innovativeness. It was not possible to treat the

non-traditional data with the practice which is rooted in every professional. During the

past years of research and development, the problems (mainly caused by the different

character of non-traditional data) were occurring constantly. The only way to overcome

the problems was to deepen the knowledge about photogrammetry, improvise and

experiment.

4.1 Summary of thesis

In this thesis, photogrammetric processing of the non-traditional data was presented in

two case studies.

The first case study was the photogrammetric processing of analogue metric im-

ages. This topic was researched during the first years of the author’s study. For

the successful photogrammetric processing using SfM-MVS method, a pre-processing

method was designed by the author of this thesis. The method was tested on Rollei 3003

metric images. There was provided a deep accuracy analysis of the results given by

two different software (commercial and open-source). The analysis showed that if the

suggested pre-processing method is followed, it is possible to get results with very re-

spectable accuracy. The pre-processing method is fully applicable in praxis. The prac-

tical example was demonstrated on the processing of UMK metric images. Through

the processing by SfM-MVS, there were created historically valuable results. Using

the generated 2D and 3D models, spatio-temporal analyses were suggested. Nowa-

days, the photogrammetric processing of the analogue metric images is much more

common. That is caused by the fact that in the professional photogrammetric software,

30
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similar pre-processing methods are being partly included. Nevertheless, the benefit

of the method suggested by the author is that the pre-processed data are not deter-

mined for concrete software. The designed pre-processing method is universal. By

researching this topic, the deep knowledge about classic photogrammetry was gained

and could have been used for the second case study - photogrammetric processing of

thermal infrared images.

The review of the literature showed that photogrammetric processing of TIR im-

ages by SfM-MVS is problematic. There was a space for developing new methods that

could have improved the photogrammetric processing. Because of that, two methods

of photogrammetric co-processing of TIR and RGB images were designed – sharpen-

ing and reprojection. According to the information presented in the previous chapters,

both methods can be considered as innovative and universal. The design, develop-

ment, coding, and testing of the methods were carried out solely by the author of this

thesis. The code of the implementation is published under open-source license at the

website of the Laboratory of Photogrammetry at the Department of Geomatics and can

be extended by another researcher. By using the methods by other researchers, the

methods will be tested on a variety of objects with different characters and then it would

be possible to expect that the methods and the code will be improved. Especially, the

processing time of the reprojection method should be reduced in the future. From now,

it is possible to state that the methods and the code are fully applicable in praxis and in

the following research. The developed methods create a significant contribution to the

scientific community and are considered as the main result of the thesis.

4.2 Fulfilments of goals

The goals of the thesis were fulfilled. There were found two cases of non-traditional

data - analogue metric images and thermal infrared images. For the photogrammetric

processing, three innovative methods were designed:

• A pre-processing method for analogue metric images

• Sharpening method for processing the TIR images

• Reprojection method of processing the TIR images

All the methods were designed, developed, and implemented solely by the author

of this thesis. The methods were analyzed and tested and it is possible to state that all

the methods are applicable in praxis. The research of the methods was presented to
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the scientific community in four articles in the scientific journals. The research findings

are presented above.

4.3 Further extensibility

The code of the sharpening and reprojection method is published under an open-

source license at the websites of the Laboratory of Photogrammetry at the Department

of Geomatics. It means that it can be used and extended by any researcher. The

methods were originally designed for thermal infrared images but they can be adapted

even for different datasets.
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Abstract. SfM processing of archived analogue images gives an opportunity to efficiently create
new and valuable 2D and 3D results. The SfM processing of digitized analogue images brings some
challenges. How to digitize negatives of photogrammetric images? What scanning resolution is the most
beneficial for processing? How to preprocess the digitized images to be able to process them using the
SfM method? What accuracy of results is possible to expect? This paper tries to deal with all these
questions.

For this paper, 7 negatives of former photogrammetric documentation of a vault were chosen. The
negatives were captured by Rollei 3003 metric camera in 1999. Two pieces of software were chosen
for the SfM processing. A commercial alternative Agisoft PhotoScan and free open-source alternative
MicMac. The results of the SfM processing were compared to the results of an original photogrammetric
method, which was used for former processing in 1999.

Keywords: Structure from motion, Rollei metric cameras, scanning resolution, relative and absolute
orientation, point cloud generation.

1. Introduction

There are probably many archived analogue images,
which were originally used for photogrammetric
documentation of different kind of objects.
The structure from motion method (SfM) is
designed primarily for processing of images captured
by digital cameras. Due to the algorithms of SfM,
the time cost of the photogrammetric processing has
been significantly reduced and it is possible to create
two-dimensional (orthophoto) and three-dimensional
(point cloud, textured mesh) results very efficiently.
Processing of archival analogue images (e.g. images
of cultural heritage objects) using current methods
brings new possibilities to create 2D and 3D results
with a potential historical value. Also, there is
a potential to have an opportunity to examine
the documented object in different time stages. The
results of the processing could be used for further work
and could be new and valuable data for information
systems like GIS or BIM.

The processing of analogue images using the SfM
method brings some challenges. The information
about images could be completely lost or prevailed
only partially. In some cases, important information
about the used camera and the used lens is missing.
The material of the negatives of the analogue images
could be deformed by time and the radiometric value
of negatives could be deteriorated. There is a question,
how to digitize the negatives and how to preprocess
them correctly. Because the images were most likely

captured for a different photogrammetric method than
SfM, there could be too few images in the dataset
captured in various angles with various overlap. All
these factors must be considered during the processing.

The main part of the paper is to suggest
a method how to digitize, preprocess and how
to process the digitized images using the SfM method.
The results were compared to the results of an
original method and were analysed and evaluated
in terms of spatial accuracy. What accuracy is possible
to achieve if the presented method is followed? For
the SfM processing, Agisoft PhotoScan was chosen
as a commercial alternative and MicMac as a free
and open-source alternative.

As a dataset of images for this paper, analogue
photogrammetric images captured by Rollei 3003
metric camera were chosen. In 1999, a Czech company
EuroGV s.r.o. has carried out a photogrammetric
documentation of vaults in Saint Vitus Cathedral
at Prague castle in Prague. The company provided
negatives of the analogue images, coordinates of
measured control points, the full documentation of
the project and calibration report for the camera lens.
Due to all the provided data, it was possible to fully
analyse the results of the SfM processing of analogue
photogrammetric images.

A pilot project with processing of analogue images,
captured by a Rollei metric camera, has been
published [1]. Several projects of SfM processing
of digitized analogue images are also presented.
Processing of digitized glass plate negatives by UMK
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cameras and TAN photo-theodolite was presented
by [2]. In literature, Agisoft PhotoScan prevails
as a photogrammetric software for processing analogue
images. Agisoft PhotoScan was used also by [3]
to create 3D model of historic buildings, by [4]
to process analogue images captured by RolleiMetric
camera and UMK camera of Omayyad mosque,
by [5] to analyse historic changes of a glacier, by [6]
to process archival images captured by Hasselblad
H5D-60 of chosen archeological area, by [7] to process
analogue non-metric images and by [8] to process
analogue aerial images to create DEM and orthophoto.
The open-source MicMac was used for processing
analogue images by [9]. Mentioned papers do
not analyse how various scanning resolutions affect
the accuracy of the results.

1.1. Rollei Metric

Before digital cameras, metric cameras were usually
used for the photogrammetric documentation. Metric
cameras are cameras with stable optics, ordinarily
fix-focus lens with minimal distortion and with fiducial
marks. Their parameters of interior orientation are
calibrated in laboratory and are constant for a long
time. The wide known metric cameras are, for
example, UMK and TMK by Zeiss manufacturer and
P31, P32 by Wild. [10]

Figure 1. Camera Rollei 6006 metric.

Rollei metric cameras are determined
as a semi-metric or partial-metric cameras because
the optical system is not completely stable. The
parameters of interior orientation are not constant
over the long time due to their interchangeable
and focusable lenses. Rollei metric cameras are
equipped with réseau plate. The réseau plate is
placed in front of the image plane and the reference
points are projected to the image during exposure
(Fig. 2). The reference points are used for the image
coordinate system definition.

As a sensor of the cameras, ordinary photographic
roll film was used. Rollei 6006 metric and its later
model Rollei 6008 metric used an image format of

Figure 2. Part of an image with projected reference
points of réseau plate.

60 mm × 60 mm [11, 12]. Rollei 3003 metric used
36 mm × 24 mm format. Cameras were equipped
with flash, had a wide variety of interchangeable lenses
with good quality optics, were flexible, light and easy
to operate. Because all the mentioned facts, Rollei
metric cameras became very important in the field
of architectural photogrammetry [13] and in many
other fields of industry. There are many archived
analogue images created in 90’s of the last century.

1.2. SfM processing

The structure from motion is the process how
to calculate relative orientation of the images, which
are captured from different positions and different
angles. Structure from motion processing is based
on feature matching algorithm e.g. SIFT, SURF,
BRISK, DAISY, HOG or GLOH and algorithm
for model fitting RANSAC.

In this paper, one commercial software and one
open-source software (as a free alternative) was
chosen for the SfM processing of archival analogue
images. As a commercial software, Agisoft PhotoScan
Professional in version 1.4.3 developed by Agisoft
LLC was chosen. Agisoft PhotoScan has a graphic user
interface and is easy-to-use. As a free and open-source
alternative, MicMac in version v1.0.beta13 was
chosen. MicMac is developed by the National
Institute of Geographic and Forestry Information
(IGN) and French National School for Geographic
Sciences (ENSG). MicMac does not have a graphic
user interface and is operated via command line
by commands and their parameters. Workflow
of the SfM processing and generation of a point cloud
consist of these steps:

(1.) Tie points identification

(2.) Relative orientation
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(3.) Absolute orientation

(4.) Point cloud generation

In Agisoft PhotoScan, the tie points identification
and relative orientation is obtained by a single function
Align Photos. In MicMac, the tie points identification
is executed by Tapioca command and the relative
orientation is computed by command Tapas.

To scale the relative orientation, the model needs
to be transformed to the control points. Computing
the absolute orientation is obtained by function
Update in Agisoft PhotoScan and by command
GCPBascule in MicMac. By command Campari
and function Optimize Camera Alignment the model is
adjusted by bundle adjustment, and the final absolute
orientation is computed.

In the absolute oriented model, it is possible
to measure single discrete survey points on the images.
By this, it is possible to compute coordinates of
the important points or to compute coordinates
of check points. The check points were used
for checking the accuracy of the relative and absolute
orientation of the model.

If the relative or absolute orientation is already
known, it is possible to create point cloud of the object.
In Agisoft PhotoScan, the point cloud is generated
by Build Dense Cloud function and in MicMac by
C3DC command. It is possible to export the point
cloud into different formats and it can be used, for
example, for creating hypsometry or other 2D or 3D
models [14–17].

2. Dataset
For the documentation of vaults in the Saint Vitus
Cathedral in Prague in 1999, EuroGV company
used the intersection photogrammetry method.
The results of the photogrammetric documentation
were hypsographic plans of the vaults. For this paper,
the vault of Zikmund Chapel was chosen.

The company used Rollei 3003 metric camera with
calibrated 28 mm lens for capturing the images. As
a storing medium, photographic roll film Konica
Color VX400 Film with dimensions 36 mm × 24 mm

convenient for capturing scenes under lower light
conditions was used [18].

In total, 7 images of the vault were captured,
see Fig. 3, with an approximate image scale
M = 477. To achieve a sufficient accuracy in height
with photogrammetric processing, it is crucial
to have a proper intersection angle between the rays
of observation. Because of the height of the vault, it
was not possible to get a better intersection angle than
30°, see Fig. 4. There was a presumption that because
of the too acute intersection angle, the accuracy in axis
Z will be worse than accuracies in axis X and Y .

Most of the vaults were textureless and it would
have not been possible to identify discrete survey
points on the images. To have the ability to identify
discrete survey points on the images and to reference

Figure 3. One of the images used for processing in
this paper.

them and compute their coordinates, it was necessary
to project a grid on the vault, see Fig. 5. The spacing
between points of the grid was approximately 0.2 m
on the vault. Although 7 images of the vault were
captured, the grid was applied only on 4 images.

In the cathedral, geodetic net was created. Control
points on the vaults were measured by polar method
from at least two different stations of the net and
the resulted position of the control points was
calculated as the mean. The geodetic net was
connected to the Czech coordinate reference system
and height reference system.

The negatives of captured images were printed
and digitized. Using manually selected control
and tie points, relative orientation of the images was
computed. Then, the bundle adjustment of the model
was executed. From the adjusted model with
the absolute orientation, it was possible to identify
discrete survey points on the projected grid and
compute their coordinates.

The result of the photogrammetric documentation
in 1999 was a hypsometric model created from
the survey points measured in software Close-Range
Digital Workstation (CDW).

3. Digitizing and preprocessing

The negatives of Rollei metric images were digitized
on photographic film scanner Nikon Super Coolscan
8000 ED. The scanner is equipped with holder,
which makes the negative flat and has the declared
highest optic resolution of 4000 dpi. The true
resolution testing on USAF1951 target [19] showed
that even if the flatbed scanners manufacturers declare
a high optical resolution (sometimes even more than
4000 dpi) the effective resolution is much lower (barely
more than 2000 dpi). On the contrary, tested scanners
of Nikon Super Coolscan series reach an effective
resolution of more than 3500 dpi when scanning on
the 4000 dpi option.

In the paper, four different scanning resolutions
were chosen to compare the results to each scanning
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Figure 4. Position of images related to the vault.

Figure 5. Grid projected on the vault in detail.

resolution and to determine which scanning resolution
should have been chosen in this particular case.

These different scanning resolutions were chosen
after the discussion about the quality of image
negatives and their resolving power.

There was rough estimation by the authors
of the paper, based on the resolving power
and contrast of images, that advantageous scanning
resolution should have been set around 2000 dpi. But
since it was not possible to estimate it precisely, 4
different types of resolution were chosen:

• 1000 dpi

• 2000 dpi

• 3000 dpi

• 4000 dpi (highest possible)

Scanning Pixel size Ground Sample
resolution of image Distance

1000 dpi 0.0254 mm 12 mm/pix
2000 dpi 0.0127 mm 6 mm/pix
3000 dpi 0.0085 mm 4 mm/pix
4000 dpi 0.0064 mm 3 mm/pix

Table 1. Parameters of scanned images.

The testing of SfM processing in the following
chapters shows if there was a benefit (in terms
of accuracy) of scanning the negatives on the highest
scanning resolution or if a lower scanning resolution
would be enough. Ground sample distance (GSD) on
vault has been calculated for each scanning resolution
(Tab. 1).

The scanning on the highest resolution was time
consuming and many prints of dust on the digitized
images were noticeable. Even though the images
were scanned under the same color palette, some
of the images have slightly different tone than others.
This could also be caused by different aging of each
negative.

For the transformation of images with reference
points of réseau plate, affine, bilinear or grid-wise
transformation is suitable [20]. For simplicity, affine
transformation was used in our case.

The scanned images had to be transformed
to have the same image coordinate system with
the same origin for each image. Reference points
of the réseau plate on the images were used for
the transformation. Their positions were calibrated
in laboratory by manufacturer and are stated
in the calibration report. Average residuals of
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Group of images Average residual [mm]

1000 dpi 0.0061
2000 dpi 0.0047
3000 dpi 0.0046
4000 dpi 0.0044

CDW 0.0040

Table 2. Average residuals on points used for affine
transformation (Image scale M = 477).

the affine transformation on reference points are stated
in the table Tab. 2.

For photogrammetric processing, the images were
cropped by a rectangle. After the cropping, all
the images of one group had the same image
resolution.

Digitized images are missing their EXIF file and
information about the image important for the SfM
software. The software needs the information about
the focal length of the camera and physical size
of the sensor of the camera. In the case of our dataset,
the information about the camera was ascertainable
from the calibration report of the camera. The
information was inserted into the EXIF file of each
image.

To avoid potentially disturbing objects in images
for photogrammetric processing (like reference points
of réseau plate or other descriptive information
on the images), the binary bitmaps as masks were
created and implemented on each corresponding image
before the start of the processing.

4. Processing in CDW
The original processing of images in 1999 was carried
out in software Close-Range Digital Workstation
(CDW). For this paper, the original processing was
repeated. While original processing was done with
images created by digitizing of prints of negatives,
nowadays, for purposes of this paper, digitized
negatives of images were processed. For processing
in CDW, images with 4000 dpi scanning resolution
were used. The results of the processing in CDW for
the highest scanning resolution images were considered
as a reference results in this paper. All the results
from the SfM processing were compared to them.

For the processing in CDW, it was necessary
to insert initial values of the interior orientation of
the camera. The interior orientation parameters were
read in the calibration report. Then, the reference
points of réseau plate were semi-automatically
digitized. Some of the reference points were not
possible to detect, because they were in the dark
or over exposed background and were not visible.
The average accuracy of the transformation was
0.004 mm. Unfortunately, it was not possible
to determine the type of the transformation used in
the CDW software due to the missing documentation
to the software.

The control points were manually marked on each
image. Then, the tie points were marked
as well. The tie points were chosen for their
conspicuousness in images and convenient distribution.
The coordinates of control points were imported
to the CDW and the rough position and rough
rotation was computed using Single image function.
After the Single image computation, the images were
computed together, and an absolute orientation has
been computed. The model was adjusted using bundle
adjustment and the parameters of accuracy were
checked and can be read in Chap. 5.1. For bundle
adjustment, the weight between the accuracy of point
marking and accuracy of coordinates of control points
was set the same as it was in processing in Agisoft
PhotoScan and MicMac.

At the adjusted model, the coordinates of discrete
survey points were measured on images. 313 survey
points on the projected grid on the vault were
measured. All the survey points lay on the vault
and are used as check points for accuracy checking
in this paper.

5. SfM processing — Relative and
absolute orientation

Agisoft PhotoScan as a commercial alternative and
MicMac as a free and open-source alternative were
chosen for the SfM processing of images. Four groups
of images (ordered by the scanning resolution) were
computed separately.

It was important to know at least approximate
focal length and size of the images. The processing
without known focal length or with very different focal
length could cause wrong relative orientation, or the
computation of the relative orientation would not even
be successful. Focal length was the same for all images
of the dataset.

The relative orientation of all 4 groups of images was
computed in both software programs. A full resolution
of images was used for the tie point detection. It
means that, in the function Align Photos in Agisoft
PhotoScan, the parameter accuracy as set to High
and in MicMac, processing parameter −1 was set. All
the images of all groups were successfully co-registered.

According to the Fig. 6, the highest number of tie
points of the relative orientation, for both software
programs, was while processing of images with the
scanning resolution 3000 dpi. Most of the tie points
were at the position of the projected grid on the vault.

The absolute orientation was calculated.
For the transformation of the relative model,
weights between the accuracy of marking of control
points (in pixels) and accuracy of geodetically
measured control points must be set . According
to the reports from geodetic measurements,
the accuracy of the control points coordinates was
estimated as 0.02 m. The accuracy of the marking
of control points was set as 0.0254 mm on a physical
image, which corresponds to the 1 pixel in group
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Agisoft PhotoScan MicMac CDW

1000 2000 3000 4000 1000 2000 3000 4000 4000
dpi dpi dpi dpi dpi dpi dpi dpi dpi

RMSEx [m] 0.0078 0.0035 0.0030 0.0026 0.0134 0.0057 0.0073 0.0102 0.0029
RMSEy [m] 0.0066 0.0054 0.0048 0.0047 0.0171 0.0046 0.0060 0.0102 0.0038
RMSEz [m] 0.0091 0.0095 0.0099 0.0062 0.0237 0.0096 0.0150 0.0149 0.0075
RMSExy [m] 0.0102 0.0064 0.0056 0.0054 0.0217 0.0073 0.0094 0.0144 0.0048
RMSExyz [m] 0.0137 0.0114 0.0114 0.0082 0.0321 0.0121 0.0177 0.0207 0.0089

Table 3. RMSE values of control points after bundle adjustment.

Figure 6. Number of tie points computed by SfM
processing.

of images scanned under 1000 dpi scanning resolution.
The same weights were set in the processing in
the CDW.

The bundle adjustment was computed. By that
step, the positions of optical centres and rotation
angles of images were computed and remained
unchanged. The accuracy of the absolute orientation
is given by Root mean square error RMSE.

According to the Tab. 3, in the case of Agisoft
PhotoScan, there is a trend of decreasing RMSE
with increasing scanning resolution. All the lowest
RMSE are at 4000 dpi scanning resolution. MicMac
gave the lowest RMSE at 3000 dpi.

After the bundle adjustment, the residuals of image
coordinates of control points and tie points were
checked and compared to the residuals from the CDW
processing. In Agisoft PhotoScan and MicMac,
the residuals are given in pixels and then recalculated
to millimeters, see Fig. 7.

5.1. Accuracy checking on check points

After the absolute orientation and bundle adjustment,
100 survey points were measured on images in Agisoft
PhotoScan and MicMac. Both software programs
support to measure discrete survey points. The
discrete point surveying could be used for points
which are very difficult or impossible to identify
in subsequent point cloud. The 100 survey points were
placed on the projected grid on the vault. The grid

Figure 7. Average residuals of tie points in SfM
processing (Image scale M = 477).

was projected only on 4 images, so the survey points
were marked on 4 images and their coordinates were
computed.

It is presumed that the accuracy of the model
is given by the highest possible accuracy of
measurement in the given model. To check
the accuracy, the measured survey points were used
as check points and were compared to the reference
coordinates computed in a CDW. The accuracy
checking on measured check points is very important
and should be carried out in every project to evaluate
the processed absolute orientation.

For each group of the scanning resolution,
differences ∆X, ∆Y and ∆Z between
the corresponding check points computed in CDW and
in Agisoft PhotoScan and between the corresponding
points computed in CDW and in MicMac were
calculated. The differences were analysed for each
group of the scanning resolution (1000 dpi, 2000 dpi,
3000 dpi, 4000 dpi). Statistical values of set
of differences are presented, see Tab. 4 and Tab. 6
and RMSE of check points are presented in Tab. 5
and Tab. 7.

The sets of differences ∆X, ∆Y and ∆Z have
been tested if they have a normal distribution.
The testing of normal distribution has been carried
out by Shapiro-Wilk test of normality with a 95 %
confidence level (see Tab. 4 and Tab. 6) and by
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Figure 8. The normal Q − Q plots of values of differences ∆X, ∆Y and ∆Z between check point coordinates
determined by distinct point measurement in Agisoft PhotoScan and coordinates given by CDW processing.

Agisoft PhotoScan Agisoft PhotoScan Agisoft PhotoScan Agisoft PhotoScan
1000 dpi 2000 dpi 3000 dpi 4000 dpi

∆X ∆Y ∆Z ∆X ∆Y ∆Z ∆X ∆Y ∆Z ∆X ∆Y ∆Z

Mean [m] 0.0003 -0.0036 0.0011 -0.0044 1.11e − 6 -0.0061 -0.0043 0.0006 -0.0080 -0.0043 1.77e − 5 -0.0043
Median [m] 0.0002 -0.0035 0.0001 -0.0045 −3.3e − 5 -0.0054 -0.0042 0.0007 -0.0086 -0.0045 0.0001 -0.0047
Std. Deviation [m] 0.0029 0.0028 0.0121 0.0024 0.0025 0.0096 0.0023 0.0024 0.0077 0.0020 0.0021 0.0074
Range [m] 0.0148 0.0141 0.0596 0.0114 0.0121 0.0602 0.0116 0.0125 0.0379 0.0123 0.0101 0.0338
Shap. - Wilk 0.291 0.763 0.696 0.238 0.939 0.161 0.965 0.754 0.746 0.552 0.835 0.436

Table 4. Statistical values of differences ∆X, ∆Y and ∆Z between check points coordinates determined by distinct
point measurement in Agisoft PhotoScan and coordinates given by CDW processing.

Agisoft PhotoScan

1000 dpi 2000 dpi 3000 dpi 4000

RMSEx [m] 0.0029 0.0050 0.0049 0.0048
RMSEy [m] 0.0046 0.0024 0.0025 0.0021
RMSEz [m] 0.0121 0.0113 0.0111 0.0085
RMSExy [m] 0.0054 0.0056 0.0055 0.0052
RMSExyz [m] 0.0133 0.0126 0.0124 0.0100
Max.euq.dist. [m] 0.0323 0.0412 0.0294 0.0218

Table 5. RMSE values of check points measured by distinct point measurement in Agisoft PhotoScan compared to
the coordinates given by CDW.
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Figure 9. The normal Q − Q plots of values of differences ∆X, ∆Y and ∆Z between check point coordinates
determined by distinct point measurement in MicMac and coordinates given by CDW processing.

MicMac MicMac MicMac MicMac
1000 dpi 2000 dpi 3000 dpi 4000 dpi

∆X ∆Y ∆Z ∆X ∆Y ∆Z ∆X ∆Y ∆Z ∆X ∆Y ∆Z

Mean [m] -0.0023 -0.0092 -0.0251 -0.0072 -0.0009 0.0146 -0.0015 -0.0014 0.0073 -0.0044 -0.0013 0.0043
Median [m] -0.0030 -0.0114 -0.0271 -0.0086 -0.0017 0.0137 -0.0023 -0.0021 0.0081 -0.0043 -0.0028 0.0030
Std. Deviation [m] 0.0066 0.0077 0.0157 0.0049 0.0043 0.0097 0.0071 0.0066 0.0081 0.0062 0.0077 0.0101
Range [m] 0.0289 0.0315 0.0666 0.0222 0.0208 0.0495 0.0307 0.0301 0.0403 0.0261 0.0320 0.0561
Shap. - Wilk 0.059 0.000 0.008 0.000 0.034 0.380 0.008 0.474 0.562 0.066 0.011 0.002

Table 6. Statistical values of differences ∆X, ∆Y and ∆Z between check point coordinates determined by distinct
point measurement in MicMac and coordinates given by CDW processing.

MicMac

1000 dpi 2000 dpi 3000 dpi 4000 dpi

RMSEx [m] 0.0070 0.0088 0.0072 0.0076
RMSEy [m] 0.0120 0.0044 0.0067 0.0077
RMSEz [m] 0.0296 0.0174 0.0108 0.0109
RMSExy [m] 0.0139 0.0098 0.0098 0.0108
RMSExyz [m] 0.0327 0.0199 0.0146 0.0154
Max.euq.dist. [m] 0.0534 0.0439 0.0265 0.0407

Table 7. RMSE values of check points measured by distinct point measurement in MicMac compared to the
coordinates given by CDW.
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Figure 10. Distribution of check points on the vault.

quantile-quantile plots (Q − Q plot), see Fig. 8 and
Fig. 9.

In the case of processing in Agisoft PhotoScan, all
the datasets of differences had normal distribution.
Shapiro-Wilk tests resulted with relatively confident
p-values (lowest p-value = 0.161). Q-Q plots also
show that the datasets have normal distribution even
with some observed outliers. It has to be noted that
the means of ∆X are not equal to means of ∆Y

for all scanning resolutions. For scanning resolutions
2000 dpi, 3000 dpi and 4000 dpi, the Q − Q plots
seem identical. The trend lines of ∆X and trend lines
for ∆Y are more or less parallel. The trend lines
of ∆Y are shifted approximately by −4 mm in Y axis
on the graphs. The Tab. 5 shows that RMSEx and
RMSEy are not equal for all four scanning resolutions.
However, std. deviations of ∆X and ∆Y are more or
less equal, see Tab. 4. RMSEz is significantly higher
as was expected by the presumption about too acute
intersection angle in the Z axis. The planimetric
accuracy represented by RMSExy is around 5 mm
for all scanning resolutions. RMSExyz is decreasing
with a higher scanning resolution. The RMSExyz is
0.01 m for the 4000 dpi scanning resolution. Maximal
computed Euqlidian distance between the check points
calculated in CDW and in Agisoft PhotoScan for
the 4000 dpi scanning resolution is 0.021 m. All
these facts indicate that the relative and absolute
orientation computed by the SfM method in Agisoft
PhotoScan is relatively accurate and the method
is applicable for processing digitized close-range
analogue images captured by Rollei metric cameras.
Also, the analysis showed that most of the statistical
values e.g. mean or range show the best accuracy
at the highest 4000 dpi scanning resolution.

In the case of MicMac, calculated differences ∆X,
∆Y and ∆Z between 100 points computed from CDW
and MicMac does not predominantly have normal

distribution. P-values computed by Shapiro-Wilk test
with 95 % confidence level are, in most cases, lower
than 0.05. The Q − Q plots confirmed the results
of Shapiro-Wilk testing. As it could be seen in Fig. 9,
the observations do not fit the trend lines and several
outliers are apparent.

RMSExyz of datasets decreases over higher
scanning resolution except for the 4000 dpi scanning
(approximately similar to the 3000 dpi scanning).

Maximal computed Euclidean distance between
a point calculated in CDW and in MicMac for
the 3000 dpi scanning resolution is 0.027 m. In case
of the 4000 dpi, the maximal Euclidean distance is
0.041 m due to the two significant outliers, which
could be seen in Q − Q plot for 4000 dpi (Fig. 9).
The analysis of results of processing in MicMac shows
that the accuracy is lower than the accuracy in Agisoft
PhotoScan, but even in the case of processing
in MicMac, it was possible to get a respectable
accuracy of the relative and absolute orientation.

6. Interior orientation
Part of the SfM processing is a definition of the interior
orientation of images. The interior orientation was
computed by self-calibration. Considered parameters
of the interior orientation in this paper are:

• Principal distance

• Principal point

• Parameters K1 , K2 and K3 of polynomial function
describing radial distortion on images

The Lens of Rollei metric cameras are
interchangeable and focusable so there was
a presumption that the principal distance
and position of the principal point calculated
by self-calibration could be different to the values
stated in the calibration report. However, the values
determined by the self-calibration should not differ
between each other. Very similar results for all
scanning resolutions were computed by self-calibration
in Agisoft PhotoScan. However, values computed
in MicMac are not similar to each other, see Tab. 8.
The check of the computed principal distance
and position of principal point showed reliability
of self-calibration in Agisoft PhotoScan.

In this paper, radial distortion is considered
as ideally symmetrical. The comparison of radial
distortions calculated from the self-calibration are
stated in Fig. 11 and Fig. 12 where they are compared
to the radial distortion stated in calibration report.

In the case of Agisoft PhotoScan the radial
distortion is more or less the same for all scanning
resolutions and also fits to the radial distortion
stated in the calibration report. Curves of the radial
distortion of MicMac differ more. The largest
difference at 15 mm from the image centre is around
0.14 mm on the image. Because the majority of the tie
and check points were within 10 mm, in Fig. 11 and
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f xp yp

[mm] [mm] [mm]

Calibration report 28.76 -0.14 -0.14
PhotoScan 1000 dpi 28.80 -0.10 -0.02
PhotoScan 2000 dpi 28.85 -0.07 -0.02
PhotoScan 3000 dpi 28.81 -0.11 0.01
PhotoScan 4000 dpi 28.82 -0.06 -0.03
MicMac 1000 dpi 29.40 -0.18 0.26
MicMac 2000 dpi 28.51 0.25 -0.11
MicMac 3000 dpi 28.43 -0.16 0.12
MicMac 4000 dpi 29.51 -0.27 -0.51

Table 8. Values of principal distance and principal
point determined by self-calibration of each processing
(Image scale M = 477).

Figure 11. Radial distortion determined by
self-calibration in Agisoft PhotoScan (Image scale
M = 477).

Fig. 12 the curves of radial distortion are presented
just until 15 mm. In this case, it would not be
relevant to present resulted radial distortion curves
until the image corner.

The results of the self-calibration in Agisoft
PhotoScan do not differ much from each other and thus
seem to be more reliable.

7. Point cloud generation
The subsequent result of SfM processing is a point
cloud. The point cloud is generated based
on multi-view stereo matching or pair-wise stereo
matching algorithms. The point cloud is obtained
by Build Dense Cloud function in Agisoft PhotoScan
and C3DC command in MicMac. The important
parameter for the point cloud generation is the usable
resolution on images (parameter Quality in Agisoft
PhotoScan and ZoomF in MicMac). As a first
attempt, the full resolution of images has been used
for the point cloud generation. Agisoft PhotoScan
generated the densest point cloud with the most points
with full resolution parameter of images at the highest
4000 dpi scanning resolution. MicMac generated the
point cloud with the highest number of points at

Figure 12. Radial distortion determined by
self-calibration in MicMac (Image scale M = 477).

the 4000 dpi scanning resolution with a full resolution
parameter as well. But in the case of MicMac, the
points were not equally distributed at all. There were
very large parts with missing points. Similar situation
occurred in the case of 2000 dpi and 3000 dpi scanning
resolution.

Those point clouds would not be possible to use
for further processing and modeling. To have
a reasonable point cloud, which could possibly be used
for further modelling and for analysis in this paper,
it was necessary to set a lower used resolution as
a parameter for the point cloud generation in Agisoft
PhotoScan and in MicMac. A parameter, which each
side of image resolution divides by 4, had to be used.

All generated point clouds were compared
to the 313 survey points computed in the CDW
by Cloud-to-cloud method. For each point
of 313 survey points computed in CDW, the nearest
corresponding point in the generated point cloud
was found. Then, the differences ∆X, ∆Y and ∆Z

were computed between the corresponding points.
The normal distribution of sets of differences were
tested by Shapiro-Wilk test of normality with
a 95 % confidence level and by quantile-quantile plots
(Q − Q plot).

In the case of point clouds generated in Agisoft
PhotoScan, p-values computed by Shapiro-Wilk
test showed a sufficient confidence except for sets
∆X and ∆Y at the point cloud generated from
the 1000 dpi scanning resolution images, see Tab. 9.
The Q − Q plots show few outliers in each sets
but most of the observations fit to the trend line
of Q − Q plot. It has to be noted that trend
lines of Q − Q plots of ∆X and ∆Y seem for
all sets approximately equal, unlike the trend lines
in Q − Q plots in relative and absolute orientation
accuracy analysis (Chap. 5.1.). Also RMSEx

and RMSEy (see Tab. 10) are almost equal, unlike
Tab. 5. Std. deviations of ∆X and ∆Y are also similar
to each other for all scanning resolution. RMSE,
std. deviation and range show the increasing accuracy
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Figure 13. The normal Q − Q plots of values of differences ∆X, ∆Y and ∆Z between point cloud generated in
Agisoft PhotoScan and point coordinates given by CDW.

Agisoft PhotoScan Agisoft PhotoScan Agisoft PhotoScan Agisoft PhotoScan
1000 dpi 2000 dpi 3000 dpi 4000 dpi

∆X ∆Y ∆Z ∆X ∆Y ∆Z ∆X ∆Y ∆Z ∆X ∆Y ∆Z

Mean [m] 0.0012 0.0003 0.0025 -0.0004 0.0003 0.0003 -0.0001 -0.0003 -0.0007 6.6e − 5 -0.0002 -0.0021
Median [m] 0.0019 0.0006 0.0022 -0.0003 0.0008 −9.2e − 5 -0.0002 -0.0004 -0.0009 -0.0001 -0.0005 -0.0022
Std. Deviation [m] 0.0151 0.0138 0.0161 0.0073 0.0071 0.0079 0.0052 0.0052 0.0064 0.0044 0.0043 0.0059
Range [m] 0.0923 0.0679 0.1157 0.0416 0.0453 0.0482 0.0317 0.0341 0.0441 0.0260 0.0256 0.0321
Shap. - Wilk 0.051 0.010 0.527 0.122 0.480 0.179 0.824 0.864 0.735 0.387 0.228 0.407

Table 9. Statistical values of differences ∆X, ∆Y and ∆Z between point cloud generated in Agisoft PhotoScan and
point coordinates given by CDW.

Agisoft PhotoScan

1000 dpi 2000 dpi 3000 dpi 4000 dpi

RMSEx [m] 0.0151 0.0073 0.0052 0.0044
RMSEy [m] 0.0138 0.0071 0.0052 0.0043
RMSEz [m] 0.0162 0.0079 0.0064 0.0062
RMSExy [m] 0.0205 0.0102 0.0073 0.0061
RMSExyz [m] 0.0261 0.0129 0.0097 0.0087
Max.euq.dist. [m] 0.0640 0.0280 0.0256 0.0191

Table 10. RMSE values of differences between point cloud generated in Agisoft PhotoScan and point coordinates
given by CDW.
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Figure 14. The normal Q − Q plots of values of differences ∆X, ∆Y and ∆Z between point cloud generated in
MicMac and point coordinates given by CDW.

MicMac MicMac MicMac MicMac
1000 dpi 2000 dpi 3000 dpi 4000 dpi

∆X ∆Y ∆Z ∆X ∆Y ∆Z ∆X ∆Y ∆Z ∆X ∆Y ∆Z

Mean [m] -0.0012 0.0015 0.0114 -0.0001 -0.0014 -0.0191 -0.0005 -0.0007 -0.0114 -0.0007 -0.0012 -0.0050
Median [m] -0.0014 0.0021 0.0132 0.0013 0.0004 -0.0185 -0.0002 0.0005 -0.0118 0.0002 -0.0005 -0.0048
Std. Deviation [m] 0.0212 0.0216 0.0279 0.0175 0.0198 0.0191 0.0093 0.0093 0.0106 0.0064 0.0066 0.0083
Range [m] 0.1722 0.1801 0.1827 0.1012 0.1120 0.0999 0.0556 0.0609 0.0563 0.0429 0.0472 0.0539
Shap. - Wilk 0.003 0.007 0.036 0.023 0.022 0.566 0.428 0.000 0.194 0.000 0.000 0.582

Table 11. Statistical values of differences ∆X, ∆Y and ∆Z between point cloud generated in MicMac and point
coordinates given by CDW.

MicMac

1000 dpi 2000 dpi 3000 dpi 4000 dpi

RMSEx [m] 0.0212 0.0175 0.0093 0.0064
RMSEy [m] 0.0216 0.0198 0.0093 0.0067
RMSEz [m] 0.0301 0.0270 0.0155 0.0097
RMSExy [m] 0.0303 0.0264 0.0132 0.0093
RMSExyz [m] 0.0427 0.0378 0.0204 0.0134
Max.euq.dist. [m] 0.1202 0.0845 0.0425 0.0359

Table 12. RMSE values of differences between point cloud generated in MicMac and point coordinates given by
CDW.
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Figure 15. Density of point cloud at different scanning resolution (parameter ZoomF = 4).

with increasing scanning resolution, see Tab. 9 (the
best results are at the 4000 dpi scanning resolution).
Maximal Euclidean distance between corresponding
points at the 4000 dpi scanning resolution is 0.019 m.

Differences ∆X, ∆Y and ∆Z between
corresponding points of point clouds generated
by MicMac and survey points in CDW are not,
in most of the cases, normally distributed according
to the Shapiro-Wilk test, see Tab. 11. The Q − Q plots
show that most of the observations fit the trend
lines but many outliers were observed. The analysis
of point clouds generated by MicMac showed more
present outliers than the point clouds generated
by Agisoft PhotoScan. RMSEx and RMSEy are also
more or less equal like in the case of the point clouds
generated in Agisoft PhotoScan. Std. deviations
of sets of ∆X and ∆Y are also very similar to each
other. The maximal Euclidean distance is decreasing
with increasing scanning resolution. The lowest
maximal Euclidean distance 0.036 m was observed
in the point cloud generated in MicMac using
images with the 4000 dpi scanning resolution. Few
other statistical parameters show the best accuracy
at 4000 dpi scanning resolution, see Tab. 11 and
Tab. 12.

Other results than point cloud could be textured
triangulated model, orthophoto or DEM in raster form.
For hypsometric model of vault, just the point cloud
would be sufficient as the result. The generated point
cloud can be seen at Fig. 4 or Fig. 15.

8. Conclusion

The paper shows SfM processing of digitized
analogue images captured by Rollei metric camera.
The images were originally used for a different
method of photogrammetry. The images were
originally created for the purpose of photogrammetric
documentation of vault of Zikmund’s chapel in Saint
Vitus Cathedral. Nowadays, with the SfM processing,
it is theoretically possible to get new and valuable 2D
and 3D results. This paper shows the method how
to digitize the analogue negatives, how to preprocess
them and how to process them using the SfM method.
As a software for SfM processing, Agisoft PhotoScan
was chosen as a commercial alternative and MicMac
as a free and open-source alternative. Then, the
results were compared to the results in the CDW, by
which the original processing was carried out.. Results
from the CDW were considered as the reference.
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Before the processing, it is necessary to
deal with digitizing original negatives and with
preprocessing, in order to obtain accurate results from
the SfM processing. Seven negatives of images were
chosen for the experiment. According to the resolving
power, four different scanning resolutions were chosen
- 1000 dpi, 2000 dpi, 3000 dpi and 4000 dpi.

The digitized images were processed in Agisoft
PhotoScan and in MicMac by the SfM method
and relative and absolute orientation was computed.
The relative and absolute orientation was checked
on 100 check points computed in the CDW by
the original method. The differences ∆X, ∆Y

and ∆Z between corresponding check points were
computed. In the case of Agisoft PhotoScan,
the differences between check points in all axes
had normal distribution, unlike differences computed
in MicMac. According to the showed results, it is
possible to conclude that Agisoft PhotoScan gave
better results than MicMac in terms of accuracy.
The resulted comparison showed lower RMSE, lower
maximal Euclidian distance, lower range and lower
std. deviation, etc. Despite that fact, MicMac was
also able to compute relatively accurate relative
and absolute orientation and the results could be
sufficient for some purposes. Also, the analysis showed
that with increasing scanning resolution, it is possible
to get more accurate results.

Parameters of interior orientation were determined
by self-calibration by processing in Agisoft PhotoScan
and MicMac. Resulted parameters in Agisoft
PhotoScan were very similar for all scanning
resolutions and it shows the reliability of processing.
Results of interior orientation in MicMac differ
to each other, some of them significantly. Curves
of radial distortion computed in Agisoft PhotoScan
fit to each other and to the radial distortion stated
in calibration report. Curves of radial distortion
computed in MicMac differ by approximately 0.14 mm
on image at 15 mm distance from the image center.

As one of the results of processing, point clouds
were generated in both software programs for each
scanning resolution. The point clouds were compared
to the 313 survey points calculated in the CDW.
For the comparison, cloud-to-cloud method was used
and the differences ∆X, ∆Y and ∆Z between
the points were analysed. The analysis of accuracy
showed that Agisoft PhotoScan is a sufficient tool for
point cloud generation based on digitized analogue
images. Most of the differences in all three axis were
normally distributed according to the Shapiro-Wilk
tests and to the Q−Q plots. In the case of point clouds
generated in MicMac, most of the differences were not
normally distributed according to the Shapiro-Wilk
tests. Most of the observed values fit to the trend
lines of the Q − Q plot, which could be characteristic
for the fact that the observations are normally
distributed, but a lot of outliers, which could cause
the results of Shapiro-Wilk tests, were presented.

It could be stated that the chosen scanning
resolution of images truly affects the accuracy
of results. Almost all the results of analysis showed
that with increasing scanning resolution we get better
accuracy. The biggest differences were between the
processing of images with a lower scanning resolution.
It can be stated that scanning with the highest
scanning resolution brought better results. However,
one should consider that the higher resolution can be
considerably more time consuming. So a compromise
between the accuracy and the time should be made
while dealing with a large set of images.

The experiment in this paper showed that it is
possible to use the SfM method for a processing
of digitized analogue images captured by Rollei metric
camera and originally used for a different method
of photogrammetric processing. Agisoft PhotoScan
gave more accurate and reliable results. Differences
in coordinates between corresponding check points
calculated by the SfM processing and by the CDW
were almost in all cases normally distributed. In
the case of MicMac, most of the differences were
not normally distributed, possibly because of several
outliers in the observations. Nevertheless, for some
kind of purposes, even the results from MicMac could
be sufficient. With respect to the fact that MicMac is
free, MicMac could be an option for SfM processing
of digitized analogue images captured by Rollei metric
cameras as well.
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Abstract: Exploration of historical buildings during their life cycles is one of many aspects of the cultural
heritage research. For studying different conditions of historical buildings over time, it is convenient to
use photogrammetric surveys carried out in different time stages. Modern photogrammetric methods
give the possibility to use archived analogue photogrammetric data, re-process them, and achieve
new potentially valuable results with sufficient geometric accuracy and with high visual quality.
The paper presents re-processing of analogue archival photogrammetric images captured by a metric
camera in 1991 and compares the results to the new photogrammetric survey with a digital camera.
The object of interest is Padise Abbey in Estonia. In 1991, parts of the abbey were in poor condition
and conservation and renovation works were at an early stage. Nowadays, the abbey is partly
renovated, and the results of the new photogrammetric survey give an opportunity to study two
completely different conditions.

Keywords: photogrammetry; structure from motion; analogue images; UMK metric camera;
Padise Abbey

1. Introduction

Photogrammetry is a method that is used in the fields of cultural heritage and archeology to get a
documentation of cultural heritage objects [1–5]. Due to the photogrammetric surveys carried out in
different time stages, we can study the objects and explore two different conditions of the object.

In the past, metric analogue cameras were used for photogrammetric surveys and single-image
photogrammetry and stereophotogrammetry were prevailing methods [6]. As a storing medium
of photogrammetric images, glass plate negatives or photographic film were used. In the past,
the metric cameras and other equipment were very expensive, and the processing required well-trained
workers [7]. In 1990s, photogrammetry experienced a revolution with the arrival of digital cameras.
Nowadays, close range images captured by digital cameras are often processed by effective and fast
structure from motion (SfM) method. The structure from motion method has a background in computer
vision science, which has different approach. The methods of computer vision were originally aimed at
object recognition, navigation of autonomous vehicles, or object modelling. The internal parameters of
source images for computer vision were not usually known in contrast to analogue photogrammetry,
where the cameras had high optic quality with calibrated lenses and where the main topic was accuracy
of a measurement [8].

Appl. Sci. 2020, 10, 8330; doi:10.3390/app10238330 www.mdpi.com/journal/applsci
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Digitizing and re-processing of analogue images of photogrammetric surveys carried out during
analogue era give an opportunity to get new and potentially valuable results. For example, one of the
results of the re-processing of digitized analogue images could be point cloud and orthophoto of a
cultural heritage object. These results can help to study how the object has changed. Re-processing of
the analogue images could have high meaning in some particular cases. For example, re-processing of
images was used by [9] to make a 3D restitution of destroyed and buried historical structures of the
Beaufort Castle in Lebanon. Processing of digitized analogue images of the Kronentor of the Dresden
Zwinger captured by non-metric cameras with mostly unknown camera geometry was presented
by [10]. Archival analogue photogrammetric images of the Great Mosque in Aleppo, Syria were used
and re-processed by [11]. The mosque has been damaged during the ongoing war. The analogue images
were digitized and re-processed by structure from motion method and 3D results were generated. It is
possible to study the former state of the mosque on those 3D results and it can help during the future
renovation. By [12], the change of Erbil Al-Qala citadel was presented on comparison of historical and
contemporary data.

Between 1972 and 1999, the group around Kalju Pärtna from the National Design Institute for
Cultural Heritage carried out several photogrammetric surveys of important cultural heritage sites
in Estonia and abroad. Photogrammetric images of the surveys contain important and high-quality
records about heritage site conditions and provide valuable information for heritage researchers,
owners, architects, engineers, conservators, and renovators. In 1991, one of the photogrammetric
surveys was a survey of the south wall of Estonian Padise Abbey. At that time, walls of the abbey
were in poor condition. Nowadays, the south wall has been renovated, so it is convenient to present
the re-processing of analogue images using SfM method in this case. Twelve of the analogue images
(six stereo-pairs) captured by UMK metric camera were digitized and re-processed. In 2017, new images
were captured by digital camera and the images were processed by SfM method. Due to resulting
point clouds and orthophotos by re-processing and by new survey, it is possible to compare the former
and current state of the walls.

1.1. The Importance of Padise Abbey, Historical Background

Padise Area was an important trade settlement, e.g., the location of the stronghold suggests
connections with the sea and a harbor site. Padise Stronghold, or the Old Stronghold (Vanalinnamägi)
as it is popularly known, is a site of the Middle Iron Age (7th–8th centuries) hill fort.

There is the Padise Abbey (Estonian: Padise klooster) close to the Old Stronghold. The Abbey was
a former Cistercian monastery in Padise in Harju County, Estonia, settled in 1310 by the dispossessed
monks of Dünamünde Abbey in Latvia. It was converted into a fortress after its dissolution in 1559
and later used as a country house until 1766. The ruins are a museum now.

The interest of monks from Dünamünde Abbey in the present Daugavgrı̄va near Riga in Padise
was first documented in 1283 in a letter from King Eric V of Denmark regarding the acquisition of
land for the construction of a Cistercian monastery, but almost certainly they had had a presence there
for several decades previously as a part of the Christianization of the territories of Estonia newly
conquered by the Teutonic Knights. In 1305, Dünamünde Abbey was appropriated by the Teutonic
Knights and the monks dispossessed. Then, King Eric VI of Denmark gave them permission to build a
fortified monastery in Padise, where they moved in 1310, although construction of the stone buildings
did not begin until 1317. The new monastery was made subordinate to Stolpe Abbey in Pomerania
in 1319.

By 1343, at the time of the St. George’s Night Uprising, when it was still only partly built,
the monastery was burnt down and rebuilding began after 1370.

By about 1400, the monastery had acquired extensive estates in Estonia and also in southern
Finland and throughout the 15th century, it enjoyed a period of great prosperity and influence as one
of the most important spiritual centers of Estonia.
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During the Livonian War, in 1559, the monks were ejected, and the buildings and estates were
confiscated. The monastery became a fortress, which the Swedes duly took in 1561, Russians took in
1576, and Swedes took again in 1580.

In 1622, King Gustavus Adolphus of Sweden gave the estates of the former Padise Abbey (Figure 1)
to Thomas Ramm and it remained in the possession of his family until 1919 [13–19].–

 

− −

Figure 1. Padise Abbey in 2017.

1.2. UMK Camera

For the photogrammetric survey, Kalju Pärtna and his team chose a metric camera UMK
6.5/1318 with a super wide lens SuperLamegon PI 5.6/64. From the photogrammetric perspective,
for re-processing of the analogue images, it was important to study the used camera.

UMK cameras (Universal Messungs Kammer) were metric cameras with high-quality lenses
manufactured by Carl Zeiss Company in Jena, formerly East Germany. As a first camera of the
series, UMK 10/1318 with a wide-angle lens Lamegon 8/100A was designed. The designation of UMK
10/1318 refers to the focal length of the used lens (10 cm) and to the dimension of the storing medium
(13 × 18 cm). As a universal UMK 10/1318 was not ideal for some photogrammetric applications,
Carl Zeiss Company came with other types of UMK cameras. There were manufactured cameras
UMK 20/1318 and UMK 30/1318 with longer focal lengths but also camera UMK 6.5/1318 with a super
wide-angle lens SuperLamegon PI 5.6/64.

The lenses of cameras were focusable in steps, except of Super-Lamegon, which had a fixed-focus
set to 8 m. UMK cameras were equipped with a shutter and adjustable aperture. The camera was
possible to rotate by +/−15◦ and +/−30◦ upwards or downwards.

The construction of cameras was designed to have long-term steady parameters of interior
orientation with low distortion. The parameters of interior orientation were usually calibrated
in laboratories.

As a storing medium, glass plate negatives with dimension 13 × 18 cm (useful dimension was
120 × 166 mm) or roll-film 19-cm wide were used. The glass plate negatives were possible to use in
portrait orientation or landscape orientation. A frame with fiducial marks that were projected to the
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image was placed in front of the images. It was possible to make marks on the frame (e.g., calibrated
camera constant of camera, position of an image in stereo-pair) [20].

2. Original Survey

In 1991, K. Pärtna and his team from the National Design Institute for Cultural Heritage carried
out a photogrammetric survey of the south wall of the Padise Abbey. As a photogrammetric method
he chose stereophotogrammetry. Using a metric camera UMK 6.5/1318, he captured six stereo-pairs.
As well as the glass plate negatives, we found only some of the documentation to the photogrammetric
survey. From that documentation, we were able to read only partially how the original survey was
carried out. Unfortunately, the calibration report of the camera was not found.

2.1. Photogrammetric Survey

From the available sketch of the original photogrammetric survey, we were able to read that K.
Pärtna and his team captured images in stereo-pairs. The capturing scenario is apparent from the
sketch (see Figure 2). Three stereo-pairs (A1–B1, A2–B2, A3–B3) were captured in one line and one
stereo-pair (A5–B5) was shifted by 1 m to the line. One stereo-pair (A4–B4) was captured from an
unknown further distance (according to the sketch, approximately 16 m). Stereo-pair A1_15–B1_15
(missing in Figure 2) was captured at exactly the same place as stereo-pair A1–B1 but the camera was
rotated by 15◦ upwards. The distances between the images of the same stereo-pair were measured and
were reported in an available document. There were markers M1–M6 on the south wall, signalized by
crosses carved to the stones of the south wall of the abbey. The distances between those markers were
measured most likely using a long tape. The result of the photogrammetric survey was a drawing of
stones of the wall.

– – –
– –

–
–

–

 

pair (left image marked by “A” and right image marked by “ ”). 
Another mark on the frame was a rotation angle ω ( 4). Most of the images were marked as ω

–
were marked as ω = +15°. Images of this stereo

–
– – – –

Figure 2. Sketch of original photogrammetric survey in 1991.

2.2. Captured Images

Black and white images captured by UMK 6.5/1318 camera were stored on glass plate negatives
(Figure 3). The used frame had four fiducial marks with calibrated coordinates. We also found
information about calibrated camera constant of the used lens in mm on the frame. The used lens
had camera constant c = 64.41 mm. On the frame, there were also found marks which signify the
left/right position of an image in a stereo-pair (left image marked by “A” and right image marked
by “B”). Another mark on the frame was a rotation angle ω (Figure 4). Most of the images were
marked as ω = 0, so it means that zenith angle of the optical axis was z = 90◦. Images of stereo-pair
A1_15–B1_15 were marked as ω = +15◦. Images of this stereo-pair were captured in exactly the same
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position as the stereo-pair A1–B1 (Figure 2) but they were rotated up by 15◦ so the zenith angle was
z = 75◦. Stereo-pairs (A1–B1, A1_15–B1_15, A2–B2, A3–B3) were captured approximately 8 m from the
wall so their approximate scale was M = 1:124.

 
(a) 

 
(b) 

ark “A” ark “ω
15°” indicates that 

Figure 3. Images of one stereo-pair of the south wall of Padise Abbey: (a) Left image A1; (b) Right
image B1.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

ark “A” ark “ω
15°” indicates that 

Figure 4. Details of the frame: (a) one of the four fiducial marks; (b) camera constant in mm written on
the frame; (c) mark “A” indicates that the image is the left image of a stereo-pair; (d) mark “ω = +15◦”
indicates that the axis of the lens is rotated by 15◦ upwards.
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3. Re-Processing of Original Images

To compare different conditions of the south wall in 1991 to the current condition, we have
digitized and re-processed glass plate negatives of the original photogrammetric survey and created
results such as a point cloud and an orthophoto. Those results were possible to compare with results
from the new photogrammetric survey carried out in 2017.

3.1. Data

All 12 images of photogrammetric survey carried out in 1991 were available for digitizing and
re-processing. Most of the glass plates evinced some kind of mechanical decay. Most common decays
were scratches and cracks. Overall, the negatives were assessed as they were in relatively good
condition without any major imperfections.

For creating a complete picture of the original survey, it was necessary to acquire every available
documentation. Despite the glass plate negatives, we had the sketch of the scene with six marked
points on the south wall and measured distances between the marked points. We also had a report
with measured distances between each image of each stereo-pair. For re-processing and following an
accuracy check, we wanted to use all information about the original survey.

3.2. Digitization

The glass plate negatives were digitized on a flatbed scanner Epson Perfection V700 Photo.
The glass plate negatives were scanned in 1200 dpi and 2400 dpi scanning resolution. After the
comparison between the different scanning resolutions, we decided to work with 2400 dpi scanning
resolution. We assumed that scanning under 1200 dpi scanning resolution was not sufficient because
geometric value of the negatives was assessed as higher. Images scanned under 2400 dpi were
demanding in terms of data size. Even these data were not easy to operate during pre-processing due
to the size and scanning glass plate negatives under a higher scanning resolution than 2400 dpi would
cause difficulties. Additionally, scanning under too high of a scanning resolution does not necessary
increase geometric value of the digitized images. After digitization, knowing approximate image scale
M = 1:124, we were able to calculate a ground sample distance (GSD), so 1 pixel in-image is equivalent
to approximate 1.3 mm on the wall.

3.3. Pre-Processing

The digitized images had to be transformed to achieve the same position of the origin of the
image coordinate system for all images. Fortunately, we had available a report from the original
survey with calibrated coordinates of each fiducial mark. The coordinates were used as the destination
coordinates in affine transformation. For transformation, affine transformation was considered as
sufficient according to [21].

After the transformation, the images had to be cropped by rectangular region to obtain the same
size in pixels for each image. Transformation and cropping were carried out in software Autodesk
Raster Design. The final resolution of the images was 11,717 × 16,441 pixels.

3.4. Processing

For re-processing of the digitized glass plate negatives, we used structure from motion method
and as a software tool, we chose commercial software Agisoft Metashape [22] in version 1.6.1. There are
some freeware and opensource alternatives, e.g., MicMac [23]. By [24], it was shown that MicMac
is suitable for processing digitized analogue photogrammetric images. There is also presented a
comparison of the results between Agisoft Photoscan (predecessor of Agisoft Metashape) and MicMac.
Based on the conclusions of the comparison, we chose Agisoft Metashape for our re-processing.
The used workflow of processing images in Agisoft Metashape consisted of these steps:
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• Relative orientation
• Scaling
• Refinement of orientation
• Point cloud generation
• Textured 3D model generation
• Orthophoto generation

At first, after uploading images to the software, it was necessary to insert focal length of the
images and pixel size in mm in the image. In the case of digital images, this information is ordinarily
stored in an EXIF file and the software reads the values automatically. The digitized images lack this
information. The camera constant was written on the frame of the image and the physical size of
1 pixel in the image in millimeters, we were able to calculate from the known scanning resolution.
We did not want to have the frame in the processing, so to cover the frame, a mask was created and
applied on every image.

The relative orientation was carried out by function “Align Photos” in Agisoft Metashape.
During this process, the algorithm finds corresponding tie points between the images. Based on the tie
points, the relative position and rotation of the images is found. The root-mean-square (RMS) error
of reprojection of the tie points of the relative orientation was 0.9 pix. After the relative orientation,
the signalized markers on the wall were found in the images. The relative orientation was scaled
using the longest measured distance on the wall. The rest of measured distances were left as check
distances for an accuracy check. Then refinement of relative orientation was carried out by function
“Optimize Cameras”.

After these steps, the parameters of interior orientation were calculated by self-calibration.
The considered parameters of the interior orientation were camera constant, coordinates of the
principal point, and coefficients of the radial distortion, k1, k2, and k3. The maximum of the radial
distortion (Figure 5) is around 2 pix, which confirms the fact mentioned in chapter 1.2 that lenses
of UMK cameras were designed to have low distortion. Unfortunately, due to the missing original
calibration report, we could not compare all the computed parameters of the interior orientation to the
calibrated parameters. The resulted parameters are presented in Table 1.

Using “Build Dense Cloud” function, a colored point cloud was generated. For point
cloud generation, parameter “Medium” was used, so each size of the images was divided by 4.
These down-sampled images were enough to create a sufficiently dense point cloud (Figure 6) for the
next steps.






The relative orientation was carried out by function “Align Photos” in Agisoft Metashape. 

“Optimize Cameras”.

 

Figure 5. Radial distortion for camera used in re-processing determined by self-calibration in
Agisoft Metashape.
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Table 1. Resulted parameters of interior orientation (camera constant c and position of principal point
ppx and ppy) by self-calibration. The calculated values are compared to the input values.

Parameter Input Value Calculated Value Difference

c (mm) 64.41 64.22 0.19
ppx (mm) Unknown 0.047 x
ppy (mm) Unknown 0.052 x

Using “Build Dense Cloud” 
parameter “Medium” was used, so each size of 

 

– –
–

–

–
–
–
–

–

Figure 6. Resulted point cloud of the south wall created by re-processing with relative position of
captured images.

As a next step, a textured 3D model and orthophoto with resolution 0.002 m/pix were created.
The resolution of the orthophoto was chosen according to the approximate GSD.

3.5. Accuracy Assessment

Accuracy checking is an integral part of photogrammetric processing. We have used all the
available information that we found to provide a proper accuracy check. In the original survey,
four distances were measured for scaling. We used the longest one for scaling and adjustment of our
relative orientation. The remaining three distances we used as check distances and we calculated
them in our photogrammetric model. The differences between measured value and calculated value
are presented in Table 2. On check distances M1–M2 and M2–M3, there is a difference 0.005 m.
This denotes a proper scaling of relative orientation. Check distance M5–M6 has a difference around
0.02 m. This distance is visible only on stereo-pair A5–B5, and markers M5 and M6 are placed out of
the south wall.

Table 2. Differences between measured distances and calculated distances from photogrammetric model.

Measured d (m) Calculated d (m) Difference (m)

Control distance M3–M4 8.955 8.955 0.000

Check distances
M1–M2 7.172 7.177 0.005
M2–M3 8.780 8.785 0.005
M5–M6 7.780 7.758 0.022
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In the original processing, distances between each image of each stereo-pair were measured.
We used this information for an accuracy check. We calculated the distances from computed exterior
orientation of images and compared them to the measured values from the original survey (see Table 3).
The difference between images of stereo-pair A4–B4 is the largest (0.021 m). This stereo-pair captures
the south wall from a farther distance (approx. 19 m farther) and the tie points are not well-distributed
in the images, which could cause worse accuracy. The remaining differences do not exceed 0.007 m.

Table 3. Differences between measured distances between images of each stereo-pair and distances
calculated in photogrammetric model.

Stereo-Pair Measured d (m) Calculated d (m) Difference (m)

A1–B1 2.060 2.066 0.006
A1_15–B1_15 2.060 2.067 0.007

A2–B2 1.849 1.852 0.003
A3–B3 1.676 1.678 0.002
A4–B4 3.444 3.423 0.021
A5–B5 1.923 1.919 0.004

All the presented distances had direction more or less parallel to the X axis. The results show
the accuracy of scaling the photogrammetric model in one axis. To have a proper accuracy check,
we should check the distances in different directions (Y axis and Z axis). Since we did not have
measured distances from the original measurement in different directions, it was not possible.

4. New Survey and Processing

Since the survey in 1991, Padise Abbey has been partly renovated. The renovation of the south
wall of the abbey, in which we were interested, is already in an advanced stage and the state of the wall
is very different on the first sight. After deeper inspection, it was obvious that during the renovation,
original stones of the wall were preserved. It was even possible to find the carved markers (M1–M4)
from the original survey. In 2017, we carried out a new photogrammetric survey. The new images
were processed using structure from motion method and point cloud and orthophoto was created to
have the possibility to compare the different state and condition of south wall of the abbey.

For capturing the images, we used a digital non-metric camera Nikon d610 with Nikon AF-S DX
Nikkor 35 mm f/1.8G lens and we captured 30 images with resolution 6016 × 4016 pixels from different
positions at different angles. The images were captured 18–39 m from the object with average GSD
4.8 mm/pix.

Structure from motion method was used to process the images and Agisoft Metashape was
chosen as a software for SfM processing. After computation of relative orientation, the model was
georeferenced to have the same coordinate system as we had in the photogrammetric model made by
re-processing. As a control and check points, we used the markers (M1–M4) from the original survey,
which were visible and identifiable also in new digital images. We also used significant corners of
the stones (P1–P6) of the wall which were possible to identify in images captured in 1991 and in the
new images captured in 2017 (see, Figure 7). The coordinates of the markers and significant points we
measured in the photogrammetric model made by re-processing. In total, four control points equally
distributed in-model were used for georeferencing.

Then, refinement of the orientation was carried out. After the refinement, we measured six check
points in images, and we compared their calculated coordinates to the coordinates calculated in the
photogrammetric model of re-processing. In Table 4, there are presented differences in coordinates,
Euclidean distance, and root mean square errors (RMSE) for each axis. The largest differences are in Y
axis, which is due to the configuration of images. RMSE in X and Z axis (plane XZ is approximately
parallel to the south wall) are under 0.01 m. In our case, the RMSE values represent only the accuracy
of georeferencing of the new survey model to the model of the re-processing. The accuracy of the
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model of the new survey itself is represented by reprojection error in pixels on control and check points
(Table 4). None of the reprojection error exceed 1 pixel. RMS reprojection error of the tie points was
0.4 pix.

− −
− −

− −
−

−
−
−
−
−

−

Figure 7. Distribution of control points (yellow) and check points (white).

Table 4. Differences on control and check points between measured coordinates from re-processing
and adjusted coordinates from new survey.

X (m) Y (m) Z (m) Euq. Dist. (m) Reprojection Error (pix)

Control points

M1 −0.001 0.001 −0.001 0.002 0.8
M4 0.003 −0.003 −0.001 0.004 0.3
P1 −0.001 −0.001 0.001 0.002 0.4
P2 −0.002 0.003 0.002 0.004 0.3

RMSE 0.002 0.002 0.001 0.003

Check points

M2 0.003 −0.005 0.005 0.007 0.4
M3 0.007 −0.028 0.011 0.031 0.3
P3 0.004 −0.033 0.013 0.036 0.6
P4 0.002 −0.007 0.009 0.012 0.7
P5 0.001 −0.010 0.003 0.011 0.4
P6 −0.006 0.001 0.008 0.010 0.6

RMSE 0.004 0.019 0.009 0.0209

After the accuracy check on check points, point cloud, 3D model, and orthophoto with 0.005 m/pix
resolution were generated. The resolution of the orthophoto was chosen according to the average GSD
(4.8 mm/pix) and according to the fact that RMS reprojection error and reprojection errors on control
points and check points do not exceed 1 pixel.

5. Comparison

The main and important difference between both processing are the datasets. The original
images are digitized analogue images captured by a precisely manufactured metric camera and the
images of the new survey are images captured by a non-metric camera, which is not designed for
photogrammetric purposes. Due to the high cost of the images, just 12 images stored on glass plates
were captured during the original survey. The average overlap on the object was approx. 5 images.
During the survey in 2017, we captured 30 images and almost all objects are seeable on every image.
During the new survey, we captured the images with larger GSD (avg. 4.8 mm/pix). This GSD is
sufficient for determining if a stone was preserved or an outcome of the renovation. For processing
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digitized analogue and digital images, we used the same method, and we processed the data in
the same software. Even though both datasets were inherently different, we achieved respectable
reprojection error (in both cases, RMS reprojection error is under 1 pix.). The comparison of datasets is
presented in Table 5. The merged point clouds and difference in capturing scenario is presented in
Figure 8.

Table 5. Comparison of datasets of the re-processing and the new survey.

Re-Processing New Survey

Images

Num. of images 12 30
Distance from the object (m) 8–19 18–39

F 35 mm eqv. (mm) 12.6 35
Sensor size (mm) 130 × 180 36 × 24
Resolution (pix) 11,717 × 16,441 6016 × 4016

Approx. GSD (mm/pix) 1.3 4.8

Processing Num. of tie points 12,691 21,159
RMS reprojection error (pix) 0.9 0.4

 

– –

Figure 8. Merged point clouds of the re-processing and the new survey. On the figure, it is possible to
observe different capturing scenarios (the highlighted images belong to re-processing).

For comparison of different states of Padise Wall in 1991 and 2017, we generated a textured 3D
model, point cloud, and orthophoto. The different states of the south wall are possible to examine and
explore in these results. The easiest way to compare the state of the wall is orthophoto comparison.
The orthophotos were overlayed on each other (Figure 9a) and the overlay was exported to .pdf format.
This result is easily transportable, readable, and understandable for architects, conservators, restorators,
and even for the wider public. On the overlay, it is easily possible to determine which stones of the
wall are preserved after the renovation and which stones are the outcome of the renovation. From the
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overlay, it is possible to create manually a drawing of stones of the wall with semantic information
(Figure 9b). The result could be a data for GIS and BIM systems [25].

 
(a) 

 
(b) 

Figure 9. Comparison between states in 1991 and 2017 of the south wall of Padise Abbey: (a) an overlay
of cropped orthophoto generated by re-processing (grey colors) and by new survey; (b) a drawing of
stones. Yellow color indicates preserved stones, blue color indicates new stones after renovation.

On the other hand, point cloud is not a result intended for general public. Even though tools
like plas.io, HexaLab, Potree, and Sketchfab bring the point clouds closer to the wider audience, it is
necessary to have certain knowledge and tools to operate and interpret point clouds. Despite that
fact, point cloud can offer an interesting comparison with the potential of gathering the semantic
data automatically and semi-automatically. The point clouds generated by re-processing and by
new survey were compared to each other by Cloud/Cloud distance method in CloudCompare [26]
software. According to [27], both point clouds had to be pre-processed before Cloud/Cloud comparison.
Both point clouds were filtered using statistical outlier removal function (SOR filter in CloudCompare).



Appl. Sci. 2020, 10, 8330 13 of 16

After the filtering, the point cloud of the new survey had a resolution of 1 point per ca. 2 cm2 and the
point cloud from re-processing had 1 point per ca. 0.6 cm2. To use the point cloud of the new survey
as the reference, we had to subsample the point cloud of the re-processing to have lower resolution
(final resolution was 1 point per 3 cm2). From the result of comparison, it is possible to easily examine
the changes between the states in 1991 and 2017, not only by visible matter but also by determination
of differences. The comparison showed that 76.2% of points have a lower difference than 0.05 m.
In respect to the accuracy of georeferencing of the model of the new survey, we considered these
points as points belonging to the preserved stones. The rest of the points were considered as points
belonging to the outcome of the renovation. The points with a difference under the threshold 0.05 m
were overlayed to the orthophoto and the position of points were compared to the manually created
boundary from the orthophoto (see Figure 10).

Figure 10. Overlay of the point cloud where differences of Cloud/Cloud comparison were under chosen
threshold of 0.05 m and of the orthophoto with the manually created boundary of preserved stones.

The final chosen resolution of the reference point cloud (new survey point cloud) after filtering
can have an impact on the result of the Cloud/Cloud comparison. To avoid that, we also created a mesh
from the point cloud of the new survey. The mesh was used as reference in Cloud/Mesh comparison
with point cloud of re-processing. A figure of 76.5% of the differences were under the chosen threshold
of 0.05 m and we considered them also as points belonging to the preserved stones. The overlay of the
points with orthophoto and manually created boundary were carried out.

By eye, both overlays seem identical (for that reason, we present only overlay with Cloud/Cloud
comparison in Figure 10). Both match with the boundary, which verifies the 0.05 m threshold (especially
around the windows). The percentage of points under the threshold is very similar so we observed
that even Cloud/Cloud comparison was relevant.

For distinction between preserved and new stones, it was sufficient to use presented method.
The topic of finding the semantic information from multitemporal data and Cloud/Cloud and
Cloud/Mesh comparison encourages future development of advanced semi-automatic methods. By [28]
were presented methods of change detection on depth maps of orthophotos generated based on the
images captured in different time stages. One of the methods was comparing histograms of the depth
maps and another method was based on subtracting of depth maps of orthophotos between each other.
Methods for structural changes on cultural heritage objects were presented by [29]. The point cloud of
the cultural heritage object was by automatic methods enriched by the information about the difference
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to the laser scanning point cloud, difference to the plane generated by RANSAC algorithm, luminance,
curvature, and roughness.

From the point clouds of the re-processing and the new survey, textured 3D models were created.
The textured 3D model is possible to upload to one of the internet services or export to the .pdf format
and present the results to the wider public. The main importance of textured 3D models we see with
the development and expansion of virtual reality (VR) technologies [30].

6. Conclusions

Due to the photogrammetric surveys carried out in different time stages, it is possible to create
2D and 3D results which help to study, examine, and explore different states and different conditions
of cultural heritage objects. Those multitemporal results are comparable and could be valuable for
architects, restorators, and conservators.

Capturing of the images for photogrammetric processing during analogue era was a highly
sophisticated work with a high-quality metric camera. Every capture of an image must be precisely
planned. The number of the images was a topic. The storing medium was expensive, and the
photogrammetric processing took much longer with higher number of images. On the other side,
nowadays, using a (sometimes low-cost) non-metric digital camera, it is possible to capture many
images without any additional cost. The preparation is thinner. Processing of the images is much
faster using structure from motion method and it is possible to gain a variety of two-dimensional and
three-dimensional results. Using modern structure from motion method, it is also possible to re-process
digitized analogue images. Although the datasets are inherently different, to achieve respectable
accuracy, the pipeline of processing could be similar for digital and analogue datasets. Even though it is
possible to process the digitized analogue data using modern methods, which were designed originally
by computer vision science, for analogue data restoration, digitization, and successful processing, it is
essential to keep the knowledge about fundaments of the analogue photogrammetry.

In 1991, K. Pärtna carried out photogrammetric survey of the south wall of Padise Abbey. Using an
analogue metric camera UMK 6.5/1318, he and his team captured 12 images in six stereo-pairs.
After more than 25 years, the glass plate negatives and partial documentation were found, and the
negatives were digitized and re-processed using SfM method. The relative orientation was computed,
scaled, adjusted, and the accuracy was checked on measured distances between markers and
measured distances between each image of each stereo-pair. Then, the textured 3D model, point cloud,
and orthophoto were generated.

The new photogrammetric survey with a digital camera was carried out in 2017 after the renovation
of the south wall of Padise Abbey. The images were processed using SfM method as well. The model
was georeferenced to the model made by re-processing to obtain the same coordinate system. As control
points and check points, we used markers carved into stones in 1991 and significant features of stones
of the south wall. The RMSE of differences in coordinates in X axis was 0.004 m and in Z axis
0.009 m (XZ plane is parallel to the wall). The results of the processing were also a textured 3D model,
point cloud, and orthophoto.

The different states of Padise Wall between 1991 and 2017 are possible to explore and present on
comparison of results made by re-processing of images and new survey. In our opinion, an overlay of
two orthophotos offers the easiest comparison of different states. The overlay is an easily understandable
result, could be exported to the widely used formats, could be a source for CAD drawing, and could be
a data for GIS and BIM systems. On the other hand, operating point cloud requires some knowledge
and proper software. As was shown, using Cloud/Cloud and Cloud/Mesh comparison, it is possible to
determine differences concerning which stones of the wall are preserved, and which stones of the wall
are an outcome of renovation. Differences under chosen threshold (0.05 m) were considered as points
belonging to the preserved stones and an overlay with orthophoto was carried out. The overlay showed
that the points fit to the manually created boundary. The semi-automatic or automatic gathering
of semantic data from Cloud/Cloud or Cloud/Mesh comparison is going to be a topic of the future
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research. From the point clouds were created textured 3D models. The textured 3D models are going
to be a more and more important result with development of VR technologies.

The created results can be supported by other modern survey measurement methods like
laser scanning, GNSS and total station measurement, ground penetrating radar measurements, etc.
Additionally, further testing and comparing different open software tools can be additional work.
All the methods offer different results with different backgrounds. By merging them and comparing
them, we can get a variety of 2D and 3D results. From those results, it is possible to derive manually,
semi-automatically, or automatically important semantic information, which can significantly help to
better understand the cultural heritage objects.
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Abstract: The photogrammetric processing of thermal infrared (TIR) images deals with several
difficulties. TIR images ordinarily have low-resolution and the contrast of the images is very low.
These factors strongly complicate the photogrammetric processing, especially when a modern
structure from motion method is used. These factors can be avoided by a certain co-processing
method of TIR and RGB images. Two of the solutions of co-processing were suggested by the authors
and are presented in this article. Each solution requires a different type of transformation–plane
transformation and spatial transformation. Both types of transformations are discussed in this
paper. On the experiments that were performed, there are presented requirements, advantages,
disadvantages, and results of the transformations. Both methods are evaluated mainly in terms of
accuracy. The transformations are presented on suggested methods, but they can be easily applied to
different kinds of methods of co-processing of TIR and RGB images.

Keywords: photogrammetry; thermal infrared image; thermal camera calibration; relative pose
estimation; close-range photogrammetry

1. Introduction

Photogrammetric processing of close-range thermal infrared (TIR) images deals with
several challenging difficulties. The resolution of TIR images is much lower compared
to the resolution of images captured by common digital RGB cameras. The field of view
(FOV) of thermal infrared cameras is generally much narrower. When the task is to inspect
a large object by a TIR camera, usually many images must be captured. The high amount
of images greatly complicates the thermal inspection of the object. Easing the inspection
would include creating the super-resolution image [1] or creating, e.g., point cloud, a 3D
textured model, or the orthophoto generated by photogrammetric processing using the
structure from motion (SfM) method.

The SfM processing of TIR images is complicated by several factors. In addition
to aforementioned issue of low-resolution of TIR images, the contrast of the TIR images
depends on the variance of the thermal radiation of the scene. Where the scene is in a more
or less similar temperature environment, e.g., interior of the room, building façade, etc.,
the TIR image can have very low contrast and the image lacks features. This is a crucial
complication for processing using the structure from motion (SfM) method. The algorithms
of SfM are unable to find a sufficient amount of key and tie points (see Figure 1a), which
significantly complicates the calculation of relative orientation, reduces the accuracy, or
even makes the computation impossible.

Another factor that makes photogrammetric processing of TIR images challenging is
that the conventional way of photogrammetric targeting is not usable, because the targets
are not detectable on TIR images (ordinarily, there is no difference in thermal radiation
on targets). These factors complicate the scaling or georeferencing of the results of the
SfM processing.
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All mentioned factors must be taken into account. To eliminate these negative factors,
several methods of photogrammetric processing of TIR images and RGB images together
were presented. The motivation of the co-processing is presented in the example (Figure 1).
In this example, it is apparent that the TIR image lacks any features so the SfM algorithm
for feature matching failed to find any tie points. On the other hand, the RGB image of
the same scene has identifiable features; the algorithm was successful in feature matching,
resulting in a sufficient number of tie points on the RGB image. The main idea of the
co-processing is to use the features with the quality of the RGB image and the thermal
information from the TIR image.

Photogrammetric co-processing of TIR and RGB images was presented in several prior
research contributions. The reported methods can be divided into two categories. The first
category of methods does not require capturing the corresponding RGB image to every
TIR image in the same configuration during the capturing. The scene can be captured by
a TIR camera and RGB camera separately, even at different times. The second category
requires a fixed system of TIR and RGB cameras and for every TIR image, an RGB image
must be captured. In both categories, the results of the photogrammetric processing of TIR
images are 2D and 3D models (orthophotos, point clouds, and textured models), which are
augmented by information which is derived from the original TIR image. These results can
help understand better the thermal behavior of objects of interest or localize the thermal
anomalies in the reference coordinate system and determine their scope. This could be
efficiently used in the different areas of research.

The following methods belong to the first category. A method presented by [2] consists
of the processing of RGB and TIR images separately. Based on the images, the point clouds
were obtained from the SfM method. Both of the generated point clouds were co-registered
based on known position of the images gathered from GNSS. Then, for following 3D model
generation, the author used the geometric quality from the processing of RGB images,
and the texture was applied from TIR images. A similar idea was presented by [3]. RGB
images were processed by the SfM method and the digital model of surface was generated.
Then the group of TIR images was processed by the SfM method as well. When the
final orthophoto of the scene was generated, the TIR images were applied on generated
DSM (created from RGB images). Reference [4] presented a method where the scene was
captured by TIR images and RGB images separately. Each group was then processed
separately by the SfM method and the point clouds from each group were generated. Then
both point clouds were co-registered by the ICP algorithm and the point cloud from RGB
images was used for DSM generation. The texture from TIR images was then applied to
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the DSM and the result was the 3D textured model with the thermal infrared information.
Reference [5] presented a method of generating a point cloud from TIR images captured by
a TIR camera and a point cloud from RGB images captured by a DSLR camera. Images
were processed separately using the SfM method; from both groups of images, colored
point clouds were generated. Then the point clouds were co-registered using the ICP
method. Then every point of the RGB point cloud was augmented by thermal information,
which was derived from the nearest point from the TIR point cloud. The nearest points
were found by the nearest neighbor search function. The result was point cloud augmented
by thermal information.

Several methods belong to the category that requires a fixed system of cameras and
capturing corresponding images. Developing methods in this category is supported by
the fact that modern handheld industrial thermal infrared cameras (which are suited for
close-range inspection of the objects) are equipped with both thermal infrared sensors
and digital RGB sensors. The cameras are usually lightweight, easily operable, and have
the potential of being used for photogrammetric purposes. Those cameras are not the
only option—another way could be to create one’s own fixed system of TIR camera and
RGB camera. A paper by [6] belongs in this category of methods. Different co-registration
methods were presented, including methods of co-registering corresponding images based
on features or based on 2D line segments, methods of point cloud co-registering (each
point cloud was generated from TIR and RGB images separately), by the iterative closest
point (ICP) algorithm, and by corresponding segmented planes. By [7], a PANTIR dual
camera setup that consisted of a panchromatic and TIR camera carried on the helicopter
was described. Both cameras were almost parallel to each other. The registration between
corresponding images was carried out using plane transformation. The author mentions
the fact that, in the case of a non-parallel optical axis, the images must then be taken
at constant altitude. Moreover, before the fusion of the images, both images must be
undistorted. Then the corresponding RGB and TIR images are fused to the PANTIR images
and the process of photogrammetric processing using SfM continues. A method presented
by [8] was using a modern industrial thermal infrared camera FLIR T1030sc equipped with
a TIR sensor and an RGB sensor in a fixed configuration was presented. For every TIR
image, an RGB image was captured. Then both sensors were geometrically calibrated in
order to undistort the images. The transformation key of the projective transformation was
computed and was used for all corresponding image pairs. Then the scene was captured
by a FLIR T1030sc camera and by a DSLR RGB camera. The images captured by the DSLR
camera were processed using the SfM method together with RGB images captured by
a FLIR T1030sc camera. The result of the processing was a DSM. Then the RGB images
captured by the FLIR T1030sc camera were replaced by the corresponding undistorted and
geometrically corrected TIR images. Only TIR images were used for the final generation of
a texture for the 3D model. The final result of the process was an orthophoto augmented
by thermal information. By [9], a method of photogrammetric co-processing of TIR images
and RGB images was presented. The corresponding images (RGB and TIR images) were
co-registered either by plane transformation (concretely by affine transformation) or by
3D spatial transformation. Overall, the important topic of this category of papers is the
transformation between the images captured by cameras in a fixed configuration. One
approach is to use 2D plane transformation and the second approach is to use 3D spatial
transformation. The plane transformation was used by [7], concretely [8] used projective
transformation and [9] used affine transformation. Spatial transformation was used by [9]
as well. Previously, authors of this article suggested two methods of co-processing the TIR
and RGB images, which were captured by the fixed camera system [10]. Both methods use
SfM processing. The first method was called Sharpening (according to the pan-sharpening
method); for this method, plane transformation was designed. The result of this method is
mainly augmented orthophoto. The second method is called Reprojection because it vastly
depends on the accurate reprojection process. Our method uses spatial transformation and
the result of the method is a point cloud.
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The focus of this article is the transformation between the images captured by the
fixed camera system. This article describes the process of the transformations, different
requirements of transformation, expected accuracy of transformation processes, results,
and potential usability for TIR and RGB image co-processing. The paper discusses the
plane transformation, which was designed for the Sharpening method, and spatial transfor-
mation, which was designed for the Reprojection method. Using the plane transformation
requires finding a universal transformation key between the TIR image and the corre-
sponding RGB image. In this paper, an experiment examines if the transformation key is
dependent on the scene, and how the scene influences the accuracy of the transformation).
In the literature, the images are captured in most of the cases from larger distance, often-
times from UAV, e.g., [2–4,6,7,9,11–13]. However, interest from the authors of this article
involves a close-range application. Thus, capturing for the experiments was done at close
range (from 2 to 11 m, approximately). In those distances, the scene changed a lot during
the capturing. Spatial transformation required accurate relative poses and relative orienta-
tion between the TIR and RGB cameras mounted on a fixed rig and determination of the
internal orientation of the cameras. This paper presents a process of geometric calibration
of the cameras, determination of interior orientation parameters, and determination of the
relative orientation and pose. Then the calculated parameters were tested on an experiment
and the accuracy of the spatial transformation was evaluated.

Both suggested methods (Sharpening and Reprojection), which are, for context, briefly
presented in this article as well, are in development, and the results of this article are
needed for final implementation. Even though the transformations are presented on the
two suggested methods, the knowledge and the results of the experiments can be used in a
variety of methods of photogrammetric co-processing of TIR and RGB images.

1.1. Suggested Methods

Two methods of photogrammetric co-processing of TIR images, together with corre-
sponding RGB images, were suggested by the authors of this article. These methods are
called Sharpening and Reprojection. In both suggested methods, there is the presumption
of having a fixed relative pose between the TIR camera and RGB camera, and for every
TIR image having captured a corresponding RGB image. Both methods were designed
for photogrammetric processing by the structure from motion method. Both methods
were previously presented by the authors of this article [10]. The methods are still in
development and both rely on correct transformation processes. Results of this article are
needed to finish the development and implementation.

1.1.1. Sharpening and Plane Transformation

For the Sharpening method (see Figure 2), during the capture of the TIR images, for
every TIR image, a corresponding RGB image was captured. The capturing scenario is
the same as suggested for processing by the SfM method. Before the processing, the TIR
image was transformed by a plane transformation to the RGB image to create an overlay
of the images. The same transformation key was then used for all other image pairs.
Presumptions for sufficient plane transformations are that both cameras are placed close
next to each other, both cameras have more or less parallel optical axes, and images of the
captured cameras are undistorted. To create the overlay, one of the channels of the RGB
image was skipped and replaced by values from the thermal infrared image, which were
recalculated by a function to 8-bit values (0–255) or 16-bit values. By this process (in case
of skipping the blue channel of the RGB image), a sharpened false-colored RGT image
was created, where visible information from the RGB camera (channels RG) and thermal
infrared information from the TIR image (channel T) was partly stored. An RTB or TGB
combination could be analogously created, or even 4-channel RGBT images. This process
was carried out for every image pair of TIR and RGB images.



Sensors 2021, 21, 5061 5 of 21

Sensors 2021, 21, x FOR PEER REVIEW 5 of 22 
 

 

created, where visible information from the RGB camera (channels RG) and thermal in-
frared information from the TIR image (channel T) was partly stored. An RTB or TGB 
combination could be analogously created, or even 4-channel RGBT images. This process 
was carried out for every image pair of TIR and RGB images. 

The group of sharpened images was then processed by SfM using the standard work-
flow, the relative and absolute orientation was calculated and then a point cloud, a 3D 
model, and an orthophoto were created. The result of this method is orthophoto aug-
mented by thermal infrared information. The orthophoto has false colors (e.g., RGT col-
ors). For every pixel of the orthophoto, the thermal information was calculated back from 
the T value in the pixel using the inverse previously used function. The thermal infor-
mation was then stored in the pixel. 

 
Figure 2. Diagram of the Sharpening method. 

For the transformation in the Sharpening method, a plane transformation [14] was 
designed. Concretely, affine transformation and projective transformation were consid-
ered. As stated below, both transformations were tested and gave more or less similar 

Figure 2. Diagram of the Sharpening method.

The group of sharpened images was then processed by SfM using the standard
workflow, the relative and absolute orientation was calculated and then a point cloud,
a 3D model, and an orthophoto were created. The result of this method is orthophoto
augmented by thermal infrared information. The orthophoto has false colors (e.g., RGT
colors). For every pixel of the orthophoto, the thermal information was calculated back
from the T value in the pixel using the inverse previously used function. The thermal
information was then stored in the pixel.

For the transformation in the Sharpening method, a plane transformation [14] was
designed. Concretely, affine transformation and projective transformation were considered.
As stated below, both transformations were tested and gave more or less similar results.
Testing of the affine transformation provided better results; that is why it is presented and
used for the following experiments.

One way how to determine the coordinate transformation between pixels in an RGB
image PRGB and pixels in a TIR image PTIR is the plane transformation. In this article,
affine transformation is used; see Equation (1).

PTIR =

[

mX cos α −mY sin(α + β)
mX sin α mY cos(α + β)

]

PRGB + T (1)
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For purposes of the Sharpening method, on the selected image pairs, it is necessary
to find a transformation key, respectively, parameters of affine transformation rotation
angle α, shearing angle β, scaling factor mX , mY and translation T between the images. The
same transformation key is then applied to the rest of the image pairs. Presumptions for
having sufficient results of the transformation include having both cameras next to each
other and having their optical axes parallel, as much as is possible. The accuracy of the
transformation is also dependent on the scene, on the images, and the distance to the scene.
The testing of the influence of the distance is carried out in this paper. Then the results and
sufficiency of affine transformation are discussed.

1.1.2. Reprojection and Spatial Transformation

In the Reprojection method (see diagram Figure 3), there is the presumption that,
during the capturing scenario, the relative pose of the TIR camera and RGB camera is
fixed and a corresponding RGB image is captured for every TIR image. During the
capture, the optical state of the cameras must not be changed. Then, only RGB images
are photogrammetrically processed by the SfM method and the point cloud is generated.
Then every point of the point cloud is reprojected to the automatically, semi-automatically,
or manually chosen set of RGB images, where the point of the point cloud is potentially
visible. Then it is necessary to carry out “test of visibility” for every image, to check if the
point of the point cloud is truly visible on the RGB image. It is possible to carry out the
visibility test, for example, using depth and the normal map of the tested RGB image from
the processing, using the SfM method. The depth and normal map are rendered, based on
the 3D model, which is generated based on the dense point cloud from RGB images. If the
test of visibility, based on the corresponding depth map and normal map, proves that the
point is visible on the RGB image, the reprojected point on the RGB image is transformed
by a spatial transformation to the TIR image. The thermal infrared information can be
read from the pixel on the TIR image (where the point was transformed) and the thermal
infrared information can be added to the point in the point cloud. Then it is possible to
create a colored point cloud with thermal infrared information.
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As the transformation for the Reprojection method, spatial transformation was de-
signed [14]. Having a point Pw in world coordinates, and knowing the parameters of
the exterior orientation of the RGB image, i.e., rotation matrix RRGB consisting of rotation
angles ω, ϕ, κ, and translation TRGB position of the camera in world coordinates, consisting
of XRGB, YRGB, ZRGB, it is possible to transform the point and get the coordinates of the
point in the RGB camera coordinate system PCRGB

.

R = RωRϕRκ , TRGB =





XRGB

YRGB

ZRGB



 (2)

PCRGB
= R

−1
RGB(Pw − TRGB) (3)

Knowing the rotation matrix RRGB→TIR and translation TRGB→TIR directly between
the RGB camera coordinate system and the TIR camera coordinate system, it is possible to
transform the point PCRGB

to the TIR camera coordinate system PCTIR
.

RRGB→TIR = R
−1
TIRRRGB (4)

TRGB→TIR = R
−1
RGB(TTIR − TRGB) (5)

PCTIR
= RRGB→TIR(PCRGB

− TRGB→TIR) (6)

Then, from the TIR camera coordinate system, knowing the calibration matrix of the
TIR camera KTIR, it is possible to reproject the point PCTIR

to the thermal infrared image
and get the position on the image PTIR.

KRGB =





c s px + ∆x
0 c(1 + m) py + ∆y
0 0 1



 (7)

PTIR = KTIRPCTIR
(8)

Calibration matrix KTIR consists of camera constant c, px and py are the coordinates of
the principal point of the camera, m is the scale difference, and s is sheer. Parameters ∆x
and ∆y are the calculated values of radial distortion for the concrete pixel.

This process requires the determination of the rotation matrix RRGB→TIR between
the RGB and TIR camera coordinate systems, the translation TRGB→TIR, and calibration
matrix KTIR. The rotation matrix RRGB→TIR is calculated by Equation (4) and can then be
decomposed to differences in rotation for each axis between the camera coordinate systems
∆ω, ∆ϕ, and ∆κ. The translation vector consists of ∆X, ∆Y, and ∆Z. The considered
parameters of the calibration matrix are c, px, py, and coefficients of radial distortion k1 and
k2. The determination of those parameters is problematic because it requires a process of
geometric calibration of both the TIR camera and RGB camera, and then processing of TIR
and RGB images together with highly accurate determination of the exterior orientation of
the image pairs. The determination of the relative pose and process of geometric calibration
is discussed in this paper in the following experiments.

1.2. Handheld Thermal Infrared Cameras

For the capture of close-range thermal infrared images in common industrial ap-
plications, it is suitable to use handheld TIR cameras. The handheld thermal infrared
cameras are usually light and durable. Modern cameras are also equipped with digital
RGB cameras. It is possible to use the cameras separately or for every captured TIR image,
the corresponding RGB image. The main reason as to why the TIR cameras are equipped
with RGB cameras is to achieve better orientation or better visual impressions during the
thermal infrared inspection. The software for inspection of thermal infrared images usually
includes the functions of overlaying the TIR images and corresponding RGB images. The
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software also has functions of gathering the edges from digital RGB images, projecting the
edges to the TIR images for better orientation in TIR images. These features help to better
understand the results of TIR imaging and lead to better inspections overall. However, the
fact that handheld TIR cameras are equipped with RGB sensors is applicable for purposes
of photogrammetry, which helps the suggested methods by authors who require a fixed
system of RGB and TIR cameras.

According to Table 1, the resolution of TIR images on handheld cameras starts from
320 × 240 pixels to 640 × 480 pixels. The resolution of digital cameras is according to
the public technical specifications (5 megapixels). The 5 MP resolution of RGB cameras
is a standard among handheld TIR cameras, but it is below standard compared to the
professional digital cameras, which are commonly used in photogrammetry. Nevertheless,
the 5 MP resolution of the digital camera promises to achieve better and more accurate
results of photogrammetric processing.

Table 1. Comparison of parameters of handheld thermal infrared cameras [15,16].

Camera
TIR Camera

Resolution (pix)
RGB Camera

Resolution (pix)

FLIR E75 320 × 240 5 MP
FLIR E85 384 × 288 5 MP
FLIR E95 464 × 348 5 MP
FLIR E96 640 × 480 5 MP

Fluke TiS60+ 320 × 240 5 MP
Fluke Ti480 PRO 640 × 480 5 MP

Fluke TiX501 640 × 480 5 MP

The FLIR E95 thermal infrared camera, which was used for the experiments in this
paper, is equipped with an uncooled microbolometer thermal sensor with dimension
7.888 × 5.916 mm and resolution 464 × 348 pix. The pixel pitch of the sensor was 17 µm.
The resolution of the TIR image, compared to the other presented handheld TIR cameras,
is in the mid-range category. FLIR E95 is possibly equipped with different lenses. The
29 mm lens has the longest focal length and the narrowest field of view (FOV) 14◦ × 10◦.
The 10 mm lens has the widest FOV 42◦ × 32◦, but the FOV is still narrow compared to
the common digital cameras. This factor also complicates the capturing of the TIR images
for photogrammetric processing. Only the 10 mm lens was used for the experiments of
this paper.

The lenses of the TIR camera of FLIR E95 are focusable with a focus ring. The digital
camera of FLIR E95 has a resolution of 5MP, specifically 2592 × 1944 pixels. The focal
length of the lens of the RGB camera is 3.29 mm and the field of view is 53◦ × 41◦, which
is wider than the FOV of the 10 mm lens on the TIR camera. The focus of the lens of the
digital RGB camera is fixed, according to the manual [15]. A summary of the parameters of
the TIR camera and RGB camera on FLIR E95 is presented in Table 2.

Table 2. Parameters of TIR camera and RGB camera of FLIR E95.

Parameter TIR Camera RGB Camera

Focal length (mm) 10 3.29
Sensor size (mm) 7.89 × 5.92 3.67 × 2.74
Resolution (pix) 464 × 348 pix 2592 × 1944

Size of a pixel (mm) 0.017 mm 0.0014 mm
FOV (◦) 42◦ × 32◦ 53◦ × 41◦

2. Affine Transformation for Sharpening Method

Testing—using the plane transformation for the Sharpening method—was conducted.
For the testing, the FLIR E95 camera was used. FLIR E95 is a TIR camera equipped with
a digital RGB camera, and for every TIR image, it is possible to capture a corresponding
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RGB image. Both cameras are naturally in a fixed position to each other. The goal of the
testing was to examine if there was a universal transformation key that could be applied to
all image-pairs of the dataset or if there was a dependency on the distance, which could
complicate the process of transformation in the Sharpening method, and how high the
influence of the different distance was. Before the testing, some of the presumptions were
done. The first presumption was that both cameras are close to each other (the RGB camera
is approximately 3 cm above the TIR camera). Both cameras have, by eye, parallel optical
axis. Both cameras have fixed focusing during the capturing. Moreover, the images must
be undistorted before the transformation process. Pilot projects of geometric calibration
show that both cameras are practically undistorted. The process of undistortion is probably
carried out by internal processes of the FLIR E95 camera because even the camera itself
has overlay functions. The radial distortion of the FLIR E95 camera is described more in
Section 3.1.

As a test object, a façade of a family house with a plane structure was chosen. On
the façade, cross aluminum paper photogrammetric targets were placed and equally
distributed. According to the previously mentioned literature, classic photogrammetric
targets are not often used for capturing TIR images. To achieve visibility of the targets,
instead of a color difference, there must be a difference in thermal radiation, which is
created by using a different emissivity of the two used materials. Instead of a black color,
aluminum material was used to achieve dark color on the thermal image. Aluminum foil is
a material with a low emissivity (emissivity ε = 0.04 [17]), so instead of emitting the thermal
radiation itself, aluminum reflects the thermal radiation of the surrounding ambiance. As a
white color, a paper was used on the target, which has high emissivity and mainly emits
thermal radiation (ε = 0.93 [17]). In praxis, having a cross aluminum paper target placed on
the façade, the center of the target is visible on the TIR image because the aluminum part
reflects thermal radiation of the cold of the sky (dark color in our case), and paper (bright
color) emits thermal radiation—significantly warmer itself (see Figure 4). Similar targets
were used in [5]. However, in some cases, even black and white printed photogrammetric
targets could be visible on TIR images. While the paper has high emissivity, printed ink
has lower emissivity (ε = 0.83 [18]). The same effect is achieved by having aluminum paper
cross targets; it is possible to achieve by ink-paper targets, but with significantly lower
emissivity difference.
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Figure 4. Image captured from 4 m distance. In the image are recognizable cross aluminum paper
targets.

After the photogrammetric targeting, 10 stations (from 2 m from the façade to 11 m)
were made. Those short distances were chosen because our goal was to focus on close-
range TIR photogrammetry. From each station, the TIR image and the corresponding RGB
image were captured. During imaging, the focus of the TIR camera was fixed to the 7 m
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distance. The RGB camera was fixed focus. All images were captured perpendicular to
the façade, so all of the photogrammetric targets in the images were at a more or less same
distance to the image. An image example is presented in Figure 4. Approximate sample
distances of the captured image pairs are presented in Table 3.

Table 3. Approximate sample distances for images captured from different distances.

Distance from
the Object

2 m 3 m 4 m 5 m 6 m 7 m 8 m 9 m 10 m 11 m

Sample
distance

(mm)

TIR
image

3.4 5.1 6.8 8.5 10.2 11.9 13.6 15.3 17.0 18.7

RGB
image

0.9 1.3 1.7 2.2 2.6 3.0 3.4 3.9 4.3 4.7

The affine transformation was chosen. The projective transformation was tested and
the results were more or less the same or slightly worse. Thus, the affine transformation
was chosen. For the affine transformation, a transformation key between the TIR image and
RGB image of one image pair was calculated, i.e., tested to see if the transformation key
calculated on one chosen pair was universal and sufficient enough for all other image pairs
of the dataset. At first, the transformation key calculated on the image pair captured from
the station 2 m from the test object was used. The transformation itself resulted in 0.4 pixel
RMS. Then the same transformation key was used for the other pairs captured from other
stations (3–11 m). For all distances, the transformed TIR images were overlaid on the
corresponding RGB images and the residuals were measured on the photogrammetric
targets on TIR images. From the residuals, RMSE for each axis on the TIR images were
calculated. The X-axis of the images went from the image center to the right and Y-axis
from the center image perpendicularly downwards. The resulting RMSEs are presented in
Figure 5a, and are presented separately for each axis (RMSEx, RMSEy). The same procedure
was repeated again, but the transformation key was computed in image pairs captured
from station 4 m from the test object (Figure 5b)), then in image pairs, captured 6 m from
the test object (Figure 5c)) and 11 m (Figure 5d)). All of the presented RMSE pixel values
are related to the TIR image pixels. Approximately 1 pixel in the TIR image was equal to
4 pixels in the RGB image.

From the presented figures, it is noticeable that there is no universal transformation
key for all of the image pairs. Moreover, in all figures, it is possible to read that RMSEx is
much lower and stable over all of the distances compared to the RMSEy. RMSEy differs,
and there is a certain trend for all cases. The fact that RMSEy is higher could be caused
by the relative position between the TIR camera and the RGB camera. The RGB camera is
placed around 3 cm above the TIR camera in the same direction, as is Y-axis in the images
(vertical direction). In the X-axis direction in the image (horizontal direction), the cameras
are, by eye, placed in the same position. Moreover, the optical axis of the cameras is, likely,
not ideally parallel, which can make an influence as well.

The observed trend in RMSEy could be readable. In the case of Figure 5a, the trans-
formation key was computed in the image pair 2 m from the façade. At this distance, the
RMSEy is low, 0.4 pixel (on TIR image), and equal to the RMS of the affine transformation.
However, when the distance from the test object increases, the RMSEy increases as well.
The RMSEy increases more rapidly when the distance is shorter, and when the distance
from the façade is longer, the RMSEy increases slower. One could observe the same in the
case of the transformation key computed in image pair 11 m from the façade. The lowest
RMSEx and RMSEy are at an 11 m distance (Figure 5d). With a decreasing distance, the RM-
SEy increases, and when the distance is shorter, the RMSEy increases more rapidly. In the
case of the transformation key, computed according to the 4 m image pair (Figure 5b) and
6 m image pair (Figure 5c), the RMSEy decreased to the distance where the transformation
key was computed and then increased again with the longer distance.
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The results showed that it was not possible to find a universal transformation key
that could be used for the plane transformation between the TIR and RGB image and
the coordinate transformation was dependent on the distance from the object. For close-
range photogrammetry, the plane transformation does not seem to be usable. The plane
transformation does not particularly seem to be used for very close-range photogrammetry,
with distances shorter than 5 m. At close-range photogrammetry, there are also captured
images from different convergent angles, and the object structure is very often spatial.
Thus, in one image, there could be an object, at the same time, in 2 m distances and 11 m
distances. This was tested in one image pair (see Figure 6). The transformation key, which
was computed in the 2 m image pair, was used. One could observe that the scene closer
to the image (approximately 2 m) shows significantly lower residuals. When the scene
is further (approximately 7 m), the residuals rise. All of the main residuals have the
same direction.

Nevertheless, the plane transformation could still be used as a proper coordinate
transformation. For example, taking the images from the more or less constant distance,
especially from a further distance, could still be a reasonable option. One of the scenarios
could be capturing the image pairs of the ground with no significant spatial structure
(considered a plane, especially from a further distance) from UAV with the same flying
altitude during capturing. This should be tested in the following experiments. However,
for close-range photogrammetry, the plane transformation is not the right option.
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3. Spatial Transformation for Reprojection Method

The second suggested method, “Reprojection”, is designed to use a spatial transforma-
tion between the RGB image and the corresponding TIR image. The spatial transformation
requires knowing the interior orientation of both RGB and TIR cameras and the relative
pose between the cameras in the fixed system. At first, the interior orientation was deter-
mined by calibration and then the calculated parameters of interior orientation were used
for relative pose estimation. The relative pose estimation was carried out by computing
the photogrammetric model of the set of image pairs and determining the relative pose
between the image pairs.

3.1. Camera Calibration

There are two types of calibration of the thermal infrared camera–radiometric calibra-
tion and geometric calibration. The radiometric calibration was carried out by a contractor.
The geometric camera calibration of the thermal infrared camera is presented for purposes
of this article. Via geometric calibration are the estimated parameters of the interior ori-
entation of the camera, which are necessary for the calculations of the suggested method.
As the considered parameters of interior orientation, there were camera constant c, the
position of the principal point px and py, and coefficients of the radial distortion k1, k2.
Tangential distortion was not considered, the shear was universally considered as 1, and
the scale difference m was considered as 0.

The parameters were determined by a camera calibration process using conven-
tional photogrammetry. For the camera calibration, three calibration fields were designed
and created.

• 2-level spatial calibration field;
• 3-level spatial calibration field;
• Plane calibration field.

Standard calibration fields are not usable in purposes of calibration of the thermal
infrared camera, so calibration fields with visible targets in the TIR image must have
been designed.

The 2-level spatial calibration field (Figure 7) was designed according to the sugges-
tions for the spatial calibration field [19]. The calibration field consisted of a plane desk
with approximate dimensions (700 × 600 mm) where were placed 35 cross aluminum
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paper cross targets. A frame was placed on the desk, where another 16 targets were placed.
Together, the 2-level spatial calibration field was created. The targets of the calibration field
were measured by a total station, from one station, and there were measured distances on
the field. The accuracy of the coordinates of the measured targets was determined as 3 mm
and the accuracy of the measured distance was determined as 1 mm.
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Figure 7. Images for camera calibration using the 2-level calibration field: (a) TIR image; (b) RGB image.

As a second calibration field, a 3-level calibration field was created (see Figure 8), on
the same principle as the 2-level calibration field created. The approximate dimension of
the 3-level calibration field was 1200 × 800 × 73 mm. The reason for creating the 3-level
calibration field was to test if there was improvement in terms of accuracy, and if there
was more 3D structure on the calibration field. The base was a plane desk, where the same
targets were placed, similar to the 2-level calibration field. Over the desk, a first construction
frame was placed, and then over the first construction frame, the second construction frame
was placed. On both frames, targets were placed. Targets were measured by total stations
and 12 distances were measured by a measuring tape. Both spatial calibration fields were
homemade creations. Again, the accuracy of the coordinates of the measured targets was
determined as 3 mm and the accuracy of the measured distance was determined as 1 mm.
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As a third calibration field, a plane calibration field was created, see Figure 9. In [18],
the authors showed that, by using circular targets, it is possible to achieve better results
compared to the chessboard plane calibration field. The plane calibration field was created
professionally by the manufacturer. The manufacturer advised using stainless steel to
have the highest possibility of a firm (not banded) plane field. The calibration field was a
350 × 350 mm desk, 1 mm thick, from stainless steel; in the desk, there were cut-out circles
with a diameter of 15 mm. The circles were cut out with a 0.1 mm tolerance of position. The
dimensions of the circles were chosen to have enough pixels in the TIR images, if imaging
was from a 30 cm distance for the ellipse operator or gravity operator function. The desk
was placed on a flat wooden desk. The main idea behind cut-out circles from the calibration
field was to have the same effect that we had with cross aluminum paper targets. Stainless
steel is a material with low emissivity and the desk was placed on a wooden flat desk, so
the holes had high emissivity; then, it was possible to detect the circles on TIR images.
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Capturing of images was carried out according to all of the suggested rules by [14,20,21].
On the TIR camera of FLIR E95, it is not possible to change aperture or shutter speed,
so it was not possible to operate with focus depth. The TIR camera focused on the 7 m
distance using a focusing ring, and the focus was fixed. The influence of changes in the
focus to the interior orientation parameters was published in [22]. The RGB camera has a
fixed-focus lens. Fixed-focus lenses rely on a very large depth of field. The depth of field of
the RGB camera was suspiciously too large. The RGB images were sharp even in very short
distances. Theoretically, there is post-processing on RGB cameras to eliminate blurring at
such short distances. That could be a potential problem for calibrating the camera on the
plane field, where images were captured very close to the plane field (40 cm). However, we
had to presume that both cameras had a fixed optical system during the capturing.

For spatial calibration fields, eight images were captured. Four different oblique
images with variant intersection angles and four perpendicular images were captured.
The roll angle of the camera was rotated by +/−90◦ to determine the accurate principal
point. Each side of the image was fully covered by targets at least once to have the ability
to describe the distortion of the camera. In the case of the plane field, pilot experiments
showed that eight images are not a sufficient number, probably because of coupling
between the parameters of interior orientation and exterior orientation. The experiments
showed that adding more convergent images with variant roll angles give more reasonable
and stable results. Because of that, the plane field was captured by 16 convergent images
with different roll angles and four perpendicular images with different roll angles.
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In the case of spatial fields, the targets were measured in images manually. The images
were sharp enough to mark targets in the images with 1 pixel accuracy. Targets in images
that belonged to the plane calibration field were measured by ellipse or gravity operators.
At first, the ellipse operator did not work well in RGB images during the digitization of
targets. Thus, the RGB images had to be pre-processed. Contrast of the images had to
significantly increase and saturation of the images decrease. This process created more or
less binary (black and white) images and it was then possible to use the ellipse operator.
The pre-process also solved a problem of a visible thickness (1 mm) of the plane field in
convergent images. Spatial calibration fields were large enough to capture the images with
a certain distance, where the TIR images focused on the 7 m distances were still sharp. On
the other hand, for proper distribution of the points, the plane field had to be captured
from a closer distance so the TIR images were noticeably blurred. In the case of blurred
circles, it was not possible to use the ellipse operator; the gravity operator was used instead.
The different ways of digitizing the points in images led to setting different weights (in the
following bundle adjustment process).

The calibration process was computed in the photogrammetric tool Close Range Digi-
tal Workstation (CDW). The resulting parameters are presented in Table 4 and Figure 10.

Table 4. The resulting interior orientations of the TIR camera and the RGB camera of FLIR E95,
determined on different calibration fields.

c (pix) Px (pix) Py (pix)

TIR camera
2-level calibration field 592.8 −2.7 1.0
3-level calibration field 593.5 −3.3 1.4
Plane calibration field 591.8 −2.6 2.1

RGB camera
2-level calibration field 2483.5 −26.5 25.3
3-level calibration field 2481.4 −23.4 27.1
Plane calibration field 2472.3 −29.1 31.8
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Computed parameters of the interior orientation are very similar in the case of the
2-level calibration field and 3-level calibration field. On the other hand, there is a certain
difference between computed principal points based on plane calibration and both multi-
level calibration fields.

According to the relatively low values of radial distortion (Figure 10) for both cameras,
there is a presumption that the images of both cameras are undistorted by a process in
the FLIR E95 camera. Figure 10 shows the highest value of radial distortion around 18 pix
in the far image corner; in the case of the TIR camera, the highest value is around 1.4 pix.
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One could observe (Figure 10a)) different trends of distortion in comparison to the plane
calibration field and on both multi-level calibration fields. The difference between the
curves is increasing, and in the image width from the center (1296 pix), the difference in
the radial distortion value is around 6 pixels. In the case of the TIR camera, the radial
distortion is computed on the plane calibration field and both multi-level calibration fields
seemed more or less the same from the image center to the image width (232 pix). In the
far image corners (232 pix and further from the center), the curves of the radial distance
differ by approximately 0.5 pix. In total, absolute values of the radial distortion are low.
The resulting radial distortion confirms that the images could be considered undistorted
even for plane transformation.

The advantage of the plane and 2-level calibration fields is that both fields are easily
portable and can be used for on-site calibration, before and after the capturing images, to
check if the optical system of the cameras remained fixed during the capturing.

3.2. Estimation of the Relative Pose

The relative pose was determined by a rotation matrix consisting of differences of
rotation in three axes ∆ω, ∆ϕ, and ∆κ, and by translation parameters among ∆X, ∆Y, and
∆Z. The translation parameters define the position of the TIR camera in the RGB camera
coordinate system, when the X-axis is from the optical center of the RGB camera pointing
to the right, Y-axis is from the optical center down, and Z-axis is the optical axis of the RGB
camera going towards the scene. The parameters of relative orientation define the rotation
of the TIR camera in the RGB camera coordinate system. For relative pose determination,
all three calibration fields were used again. Each calibration field was captured by eight
convergent image pairs in different angles in the fixed configuration using camera FLIR
E95. Images were captured in a way to have images covered by targets on the calibration
fields, as most as possible. This requirement was complicated by the different fields of view
of both cameras. For each calibration field, eight image pairs were processed separately by
the conventional photogrammetry process in CDW. For each group of eight images, the
interior orientation was used according to the used calibration field. Thus, for example,
the resulting interior orientation by calibration, on the plane calibration field, was used
also for bundle adjustment when processing the eight image pairs, which also captured the
plane calibration field. This is important to note because interior orientation correlates with
exterior orientation. According to [23], in particular, principal point estimation from camera
calibration strongly correlates with the exterior orientation. The exterior orientations of
the images of the eight image pairs were estimated by bundle adjustment. Parameters
and results of the bundle adjustment are presented in Table 5. For every image pair, using
Equation (4), rotation matrices were computed. The rotation matrices were decomposed to
the three angles ∆ω, ∆ϕ, and ∆κ determining the relative rotation between the TIR and
RGB camera. Using Equation (5), the relative translation of the cameras was computed.
Therefore, for every calibration field, eight relative poses were computed, i.e., eight time
parameters ∆X, ∆Y, ∆Z, ∆ω, ∆ϕ, and ∆κ. From eight values of each parameter, the mean
and its standard deviation were calculated. The mean was considered the final value. The
resulting parameters of the relative pose are presented in Table 6. Standard deviations of
the means are presented in Table 7.

3.3. Verification of Calculated Parameters

An experiment was carried out to test the calculated parameters of the relative pose.
A façade of a family house was chosen as a test object for the experiment. Aluminum paper
cross targets were placed on the façade. The coordinates of the targets were measured
by a total station from the single station. FLIR E95 was used to capture the images in
the experiment. For every RGB image, TIR image was also captured. In total, there
were 35 image pairs captured. Among the 35 image pairs, there were also 10 image pairs
that were captured perpendicular to the façade, at 10 different distances from the façade
(2–11 m), the same as it was when testing the plane transformation mentioned in the
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previous chapter. The sample distances of the image pairs are approximately the same as
stated in Table 3. The capturing scenario is presented in Figure 11.

Table 5. Parameters and results of the bundle adjustment. (The software that was used, where the bundle adjustment was
computed, uses different angle combinations: azimuth, tilt, swing).

Distance
from the

Object (m)

Sample
Distance

(mm)

Avg.
Residuum on

Image
Coordinates X

Avg.
Residuum on

Image
Coordinates Y

σX
(mm)

σY
(mm)

σZ
(mm)

σα

(mm)
σν

(mm)
σκ

(mm)

2-level
calibration field

TIR 0.9 1.5 0.28 0.29 0.89 0.67 0.95 0.057 0.060 0.046
RGB 0.9 0.4 0.96 1.11 0.90 0.70 0.95 0.058 0.063 0.047

3-level
calibration field

TIR 1.5 2.6 0.24 0.23 1.13 0.82 1.27 0.048 0.049 0.040
RGB 1.5 0.6 0.88 1.00 1.12 0.82 1.26 0.048 0.050 0.040

Plane calibration
field

TIR 0.4 0.7 0.13 0.24 0.23 0.26 0.26 0.036 0.062 0.061
RGB 0.4 0.2 0.72 0.91 0.33 0.31 0.32 0.047 0.078 0.078

Table 6. The resulting parameters ∆X, ∆Y, ∆Z, ∆ω, ∆ϕ, and ∆κ.

∆X (m) ∆Y (m) ∆Z (m) ∆ω (◦) ∆ϕ (◦) ∆κ (◦)

2 level calibration field −0.0001 −0.0246 −0.0045 −0.800 0.078 −0.009
3 level calibration field −0.0002 −0.0248 −0.0065 −0.833 −0.061 −0.007
Plane calibration field −0.0002 −0.0252 −0.0061 −0.663 0.163 −0.020

Table 7. The standard deviation of the mean of parameters ∆X, ∆Y, ∆Z, ∆ω, ∆ϕ, ∆κ.

σ∆X (m) σ∆Y (m) σ∆Z (m) σ∆ω (◦) σ∆ϕ (◦) σ∆κ (◦)

2 level calibration field 0.0008 0.0005 0.0004 0.031 0.047 0.027
3 level calibration field 0.0007 0.0008 0.0004 0.036 0.029 0.016
Plane calibration field 0.0006 0.0005 0.0001 0.058 0.065 0.041

First, only RGB images were processed solely by the SfM method using commercial
software Agisoft Metashape. The images were processed in three different projects. For
each project, before the processing, there were set parameters of the interior orientation of
the cameras according to the used calibration field. All of the inputted values of interior
orientation were fixed and were not changed during further processing. After the relative
orientation of the images, the geo-referencing on the targets was carried out. The total
RMSE of the georeferencing was around 5 mm for all three groups of interior orientation.
Parameters of exterior orientation (X, Y, Z, ω, ϕ, κ) for the 10 perpendicular images were
used for testing the computed relative poses.

For each image, of the 10 perpendicular images, the measured photogrammetric tar-
gets on the façades were transformed to the RGB camera coordinate system. Then, using
the parameters of the relative pose (∆X, ∆Y, ∆Z, ∆ω, ∆ϕ, ∆κ), the points were transformed
to the TIR camera coordinate system of the corresponding TIR image. From the TIR camera
coordinate system, the points were reprojected to the corresponding TIR image using cal-
culated parameters of the interior orientation. The affiliation to the chosen calibration field
was preserved. For example, when a plane calibration field was used for camera calibration
and for calculation of parameters of relative poses between the cameras, then the interior
orientation was also used for calibration input before processing in Agisoft Metashape. Af-
ter exterior orientation of RGB images, the relative pose estimated on the plane calibration
field was used to transform the point between the camera coordinate systems and, again,
the interior orientation calibrated on the plane calibration field was used for reprojection to
the TIR image. This was highly important in the case of coupling the parameters of the
interior orientation and exterior orientation and relative pose, respectively. The reprojected
point to the TIR image was compared to the position of the photogrammetric target in the
TIR image, and the residuals were calculated. From the residuals, RMSEx and RMSEy were
calculated. The process was repeated for all 10 perpendicular image pairs. The resulting
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RMSEx and RMSEy are presented in Figure 12. All of the presented RMSE pixel values are
related to the TIR image pixel.

According to Figure 12, in the case of the 2-level and 3-level calibration fields, one could
observe that the RMSEx and RMSEy are both mostly under the 1-pixel in the corresponding
TIR image. The RMSEy is a bit higher, and at some of the distances, RMSEy exceeds 1 pix.
It is important to mention that, even though the resulting RMSEs are respectable, the
TIR image has significantly low-resolution compared to the RGB image, and even 1 pixel
does matter.

RMSEy can be influenced by the Y coordinate of the principal point of the TIR camera
and also by the Y coordinate of the principal point of the RGB camera (which influences
the exterior orientation angle ωRGB). RMSEy is also influenced slightly by parameter ∆Y of
the relative pose and by ∆ω. On one TIR image, all residuals were more or less constant
with the same direction. The testing showed that estimation of the translation between the
cameras does not have such influence, but the estimation of the relative rotation influences
the result strongly. The difference of 0.05◦ in ∆ω can cause the difference of 0.5 pix in the
TIR image. According to Table 7, ∆ω was calculated with σ∆ω 0.03◦–0.06◦. Estimation of
the ∆ω angle can then have a high influence. There are insufficient results in the case of the
plane calibration field (Figure 12c). However, the result is still better compared to the plane
transformation and does not differ with too many overall distances (1.8 pix for 2 m and 3.
2 pix for 11 m). From Figure 12c, it is (slightly) possible to observe a trend in the case of
the plane calibration field, but there is not enough data to make a proper statement. In the
case of the plane calibration field, insufficient results may have their core in the insufficient
interior orientation determination, as was previously discussed.
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4. Conclusions

To obtain accurate 2D and 3D models, enriched with information derived from the
original thermal infrared image, it seems necessary to come up with certain methods
of photogrammetric co-processing of RGB and TIR images. Two of the methods were
previously suggested by the authors and they are also briefly presented in this article. Both
methods are designed for close-range photogrammetry purposes. For the first method,
Sharpening, the plane transformation was designed. For the second method, the spatial
transformation was designed. Determining and testing the transformations were the main
goals of this article. For purposes of this paper, a handheld TIR camera, FLIR E95, equipped
by an RGB camera, was used. Cameras like this offer, naturally, a fixed system of TIR and
RGB cameras. This advantage could be used for photogrammetric co-processing.

For plane transformation (affine transformation, in our case), it was necessary to use
undistorted images captured by cameras relatively close to each other, with the same
direction of their optical axes. Then the transformation key for the affine transformation
was computed. An experiment was carried out to see if there was a possibility of finding a
universal transformation key, which could be used for all other image pairs of the dataset.
The universal transformation key would let us avoid the process of computing a unique
transformation key for every image pair, which would make the Sharpening method
difficult and significantly less automatic. However, the experiment showed that, in the
case of our dataset, it was not possible to find a universal transformation key. The resulting
RMSEy was dependent on the distance of the object to the image. This was probably caused
by the shift of the TIR and RGB camera (the RGB camera was physically placed 3 cm above
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the TIR camera). According to the results of the experiment, there is potential to use the
plane transformation for purposes of photogrammetry, where there are longer distances
to the object, and where the distance of the capturing is more or less constant. One of the
applications could be to use UAVs from constant mid-range distances, capturing the ground
where surface changes are not significant. However, the article is focused on close-range
distances, and at close-range photogrammetry, there are expected substantial differences in
the distance on the scene during the capturing. For close-range photogrammetry, plane
transformation does not seem sufficient.

Spatial transformation is designed for the Reprojection method. Spatial transformation
also requires a fixed system of TIR and RGB cameras. The advantage of spatial transfor-
mation is that the process does not require undistorted images. Spatial transformation
requires geometric calibration of both cameras and estimation of the relative pose between
TIR and RGB cameras. The relative pose consists of relative translation with parameters ∆X,
∆Y, ∆Z, and relative rotation with parameters ∆ω, ∆ϕ, and ∆κ. The process of geometric
calibration and estimation of the relative pose is described in this paper. The experiments
showed that, during camera calibration, it is very important to decouple parameters of
the interior and exterior orientation. For estimation of the relative pose, it is important
to use decoupled interior orientation parameters, and accuracy, and precisely determine
the exterior orientation of the images, of the image pairs. This requires a short imaging
distance (larger sample distance), proper intersection angles, and accurate control points on
the scene. In the provided experiments, the relative pose was estimated on three different
calibration fields. The best results showed estimation on the 3-level calibration field. The
standard deviation of the mean of the calculated translation parameter was less than 1 mm
and the rotation parameter less than 0.04◦. The calculated parameters were tested on
10 different image pairs with all of them captured perpendicular to the façade. The exterior
orientation of 10 RGB images of the image pair was determined by the SfM method when
processed together with several other images of the façade. The testing showed that the
distance does not have a major influence on the resulting RMSE in the TIR image. RMS
was oscillating around 0.5 pix and RMSEy was a bit higher, 0.8 pix, but, twice, RMSEy little
exceeded the 1 pixel value. RMSE 1 pixel is still respectable, but a pixel in the TIR image
has a larger sampling distance due to lower resolution of the TIR image compared to the
RGB image.

Overall, the testing of spatial transformation showed better reliability. For close-range
purposes, it is not sufficient to use plane transformation and it is advisable to use spatial
transformation instead. If the spatial transformation was also used for the Sharpening
method, the method would be an alternative to the Reprojection method. Based on the
conclusions of this article, the Sharpening method must be redesigned and the spatial
transformation must be used. The authors believe that the way on “how” will be via
spatial transformation implementation being original. Detailed descriptions of processes,
of both methods and results of photogrammetric co-processing using those methods, will
be presented in a following article.
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Abstract: In some applications of thermography, spatial orientation of the thermal infrared infor-
mation can be desirable. By the photogrammetric processing of thermal infrared (TIR) images, it is
possible to create 2D and 3D results augmented by thermal infrared information. On the augmented
2D and 3D results, it is possible to locate thermal occurrences in the coordinate system and to de-
termine their scale, length, area or volume. However, photogrammetric processing of TIR images is
difficult due to negative factors which are caused by the natural character of TIR images. Among the
negative factors are the lower resolution of TIR images compared to RGB images and lack of visible
features on the TIR images. To eliminate these negative factors, two methods of photogrammetric
co-processing of TIR and RGB images were designed. Both methods require a fixed system of TIR
and RGB cameras and for each TIR image a corresponding RGB image must be captured. One of the
methods was termed sharpening and the result of this method is mainly an augmented orthophoto,
and an augmented texture of the 3D model. The second method was termed reprojection and the
result of this method is a point cloud augmented by thermal infrared information. The details of the
designed methods, as well as the experiments related to the methods, are presented in this article.

Keywords: photogrammetry; thermal infrared image; close-range photogrammetry; thermography;
augmented orthophoto; augmented point cloud

1. Introduction

Infrared thermography (IRT) is a non-contact, non-destructive, and non-invasive
technique [1] which can be carried out using measuring devices that are able to receive
radiation (of a certain wavelength) from an object which has a temperature higher then
absolute zero [2]. Thermal infrared cameras are devices which are equipped with a sensor
which can receive the thermal infrared radiation of the most external layer of the surface of
the object and then create a thermal infrared (TIR) image, also called a thermogram. The
TIR image is a matrix where a value of the intensity of the TIR radiation, or the intensity
converted to the surface temperature, is stored in each element of the matrix. Then, on
the TIR image, it is possible to analyze the temperature of the captured object [3] or the
temperature distribution, differences, anomalies, maximum, minimum, etc. The TIR image
can also be called as an IRT image [4], but when referring to photogrammetry, the term TIR
image is more often used [5–8]. As is described in published studies, thermography can be
used in a wide variety of applications in many different industries.

The main goal of this article is the development of methods aimed to building diagnos-
tics, but in the literature, there are many published applications of thermography. A review
of published articles concerned with IRT in the building industry was presented by [3].
In the building industry, relevant applications include surface diagnostics [9], material
investigation [10], and energy monitoring [11]. In the building industry, IRT has also been
used for object detection on a building [12] and for archaeological purposes [13]. IRT is
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also widely used in other industries, such as energetics [14], agriculture [15], security [16],
zoology [17], seed [18] and plant [19] monitoring, and environmental protection [20]. There
is also extensive use of IRT in the medical industry. A review of published articles in this
industry was presented by [21].

Most of the applications referred to treat TIR images as a simple 2D image [9,13,17–19].
This approach is sufficient for many purposes. However, for some applications, further spa-
tial information, such as dimension, orientation, or the area of studied thermal occurrences,
may be necessary, e.g., [22]. Adding spatial information to the TIR image can increase the
value of the thermal investigation. When the studied object is large (e.g., buildings, urban
areas, agriculture fields, glaciers, volcanos), and knowing that TIR cameras usually have
low resolution and a narrow field of view, it is necessary to capture the object with tens
or hundreds of TIR images. Thermal investigation of the object then becomes enormously
complicated or even impossible. When TIR images are processed photogrammetrically, the
results of the processing can be an orthophoto, a mosaic (2D) (see Figure 1), a point cloud
or a textured 3D model (3D). All the spatial results can be augmented by thermal infrared
information derived from the original TIR images. The results are optionally scaled and
transformed to the selected coordinate system.

(a) 

 

(b) 

Figure 1. (a) TIR images of a building façade. The thermal investigation of the façade on single TIR
images is confusing; (b) A mosaic created from the single TIR images. The mosaic helps in carrying
out improved investigation of the leaks on the façade.

The structure from motion (SfM) method is a prevalent photogrammetric method [23].
Photogrammetric processing of TIR images can also be carried out using the SfM
method [24–26]. Using these results, it is possible to better understand the studied ob-
ject, as they enable analysis in three dimensions, automatic or semi-automatic detection of
thermal anomalies, the gathering of spatially oriented semantic information, etc.

The photogrammetric processing of TIR images involves several challenging diffi-
culties [27]. TIR images have low resolution compared to the common RGB images [7].
TIR images lack visible features or can even be featureless (if there are no temperature
changes in the object scene), which significantly complicates, or makes impossible, SfM
processing [28]. Algorithms for the SfM method are not able to identify a sufficient number
of key or tie points on TIR images, and, as a result, the co-registration of TIR images can
fail (see Figure 2).
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(a) (b) 

Figure 2. TIR and RGB image of the same scene: (a) Feature matching algorithm failed to find any
key points or tie points; (b) Feature matching algorithm found a sufficient number of tie points
(blue dots) [28].

Another issue is that commonly used photogrammetric targets are not visible on TIR
images and, therefore, it is not possible to scale or transform the results. To address the
negative factors referred to, several methods of photogrammetric co-processing of TIR and
RGB images have been presented in the literature. A review of these methods has been
provided in [28]. Generally, for the processing of RGB images, geometric accuracy is used
and the results are augmented by corresponding information from TIR images. Overall,
the presented methods can be divided into two groups according to their approach. The
first approach does not require a fixed system of RGB and TIR cameras and capturing
the RGB and TIR images can be carried out completely separately, even at different times.
The second approach requires a fixed system of RGB and TIR cameras and, for every
captured TIR image, the corresponding RGB image must be captured. The fact that modern
hand-held thermal infrared cameras for industrial applications usually have both RGB and
TIR sensors, and the camera itself creates a natural fixed system, helps in the development
of methods of this approach.

In [24], the authors proposed two methods. Both methods belong to the category
in which a fixed system of cameras is required. The first proposed method is called the
“sharpening method” and the second method is called the “reprojection method”. The aim
of this article is to build on the research published in previous articles [24,28], to describe the
sharpening and reprojection methods in detail, and to highlight their specific characteristics.
The methods are discussed, and the advantages and disadvantages are pointed out.

A similar approach which is based on the sharpening method was also published
by [29]. However, only a plane transformation was used there and, for close-range purposes,
plane transformation is not sufficient. Instead of plane transformation, a ray recalculation
method has been developed and used. The ray recalculation method is the major improve-
ment for the sharpening method. A similar approach to that of the reprojection method
was used also by [6]. The main difference between the approaches is the “test of visibility”,
which was designed for the reprojection method. The test of visibility is a key and necessary
part of the reprojection method. The test of visibility is described and related experiments
are presented in this paper.

Thermal Infrared Image

This section briefly describes the theoretical background of the process of creating a
TIR image. The information on the theoretical background is mainly drawn from [3,30–33].
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Every object which has a temperature above absolute zero (−273.15 ◦C) emits elec-
tromagnetic radiation from its surface. The emitted radiation passes through the ambient
atmosphere and can be captured by a device which has a thermal infrared sensor, e.g., a
thermal infrared camera. The device captures the radiation in a certain wavelength range
and records the intensity of the radiation. Given the parameters of the object and the
surrounding ambience, the device can calculate the surface temperature.

The theory of thermography is based on a theoretical object called the black body. The
black body is an ideal object which absorbs all incoming radiation and emits all its energy
from its surface. According to Planck’s radiation law, the spectral specific radiation M0λ of
a black body can be described. In Equation (1), c is the speed of light, h is Planck’s constant,
k is the Boltzmann constant, T is the temperature in kelvins, C1 = 3.74 ∗ 10−16 W m2 and
C2 = 1.44 ∗ 10−2 K m.

M0λ =
2πhc2

λ5
1

e
hc

λkT − 1
=

C1

λ5
1

e
C2
λT − 1

(1)

The spectral specific radiation is dependent on the wavelength for different tempera-
tures. The dependency is presented in [34]. In [34], it is possible to observe that when the
temperature of a black body increases, the maximum of the spectral specific radiation is
in shorter wavelengths. This phenomenon is described by Wein’s displacement law λmax,
where b = 2898 µm ∗ K and T is the temperature in kelvins.

λmax =
b

T
(2)

By integrating the formula for spectral specific radiation over all wavelengths from 0
to ∞, the intensity of the radiation M0 is obtained. According to the Stefan–Boltzmann law,
the intensity of the radiation is equal to the fourth power of its absolute temperature. In non-
contact measurements, this law is used for the determination of the surface temperature
from the thermal radiation.

M0 = σ T4, σ = 5.67 ∗ 10−8 Wm−2K−4 (3)

Real objects, unlike a black body, do not emit all their energy. The spectral specific
radiation for these objects is given by Equation (4):

Mλ = ελ M0λ (4)

where ελ is the spectral emissivity of the object. The value of the spectral emissivity
is between 0 and 1 (the spectral emissivity of a black body is equal to 1). The spectral
emissivity is dependent on the wavelength, temperature, material and the angle of the
observation. However, there are some objects for which it is possible to consider the
emissivity as a constant (in a certain wavelength range). In the literature, these objects are
called grey bodies.

If there is radiation towards the object (e.g., the Sun) and the object has a temperature
higher than absolute zero, the object:

• absorbs the energy from the source (absorption α),
• reflects the energy from the source (reflectance ρ),
• the energy from the source transmits through the object (transmissivity τ),
• emits the absorbed energy (emissivity ε).

Then ε + ρ + τ = 1 and, because most bodies do not transmit in the infrared part
of the electromagnetic spectrum, then ε + ρ = 1. The emissivity is a key parameter in
non-contact temperature measurement. The emissivity of object materials is usually stated
in published tables, many publicly available on the internet. When the emissivity is known,
the reflectance is given by ρ = 1 − ε.

In the case of non-contact temperature measurement, a device with a thermal infrared
sensor is placed in front of the examined object. The object has a temperature TOBJ and the
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object is made from material with emissivity εOBJ . The object emits its own energy through

radiant flux ε
.
IOBJ . It goes through the atmosphere with the transmissivity τATM, so the

radiant flux ε τ
.
IOBJ goes to the device. All surrounding objects emit the radiation to the

examined objects and the examined object reflects the radiation. Afterwards, it goes to the
atmosphere and the radiant flux entering the device is (1 − ε) τ

.
IREF. The atmosphere also

has its own energy and the radiant flux of the atmosphere is (1 − τ)
.
IATM. The summary

of these three fluxes entering the device is called the equation of thermography and, using
the knowledge referred to above, it is possible to determine the surface temperature of the
examined object. Here, it is important to note that determining parameters, such as the
emissivity of the object, the reflected temperature, and the transmissivity and temperature
of the atmosphere are critically important for surface temperature measurement; insufficient
description of these parameters could provide the main source of errors in thermography.

.
ITOTAL = ε τ

.
IOBJ + (1 − ε) τ

.
IREF + (1 − τ)

.
IATM (5)

.
IOBJ =

1
ε τ

.
ITOTAL −

1 − ε

ε

.
IREF −

1 − τ

ετ

.
IATM (6)

One of the devices which can capture thermal infrared radiation is a thermal infrared
camera. TIR cameras are categorized according to their detector and range of wavelengths.
TIR cameras which are used in common industrial applications are usually cameras with a
microbolometer sensor [35] as a thermal detector with a wide range of wavelength detection
(approx. 2.5 um–20 um). The optics of TIR cameras are made from germanium [36]. The
germanium lens steers the radiation to the sensor, which is a grid with resolution much
lower than that of sensors of common RGB digital cameras. The resolution of the grid
of the TIR cameras is usually from 160 × 120 individual sensors to 640 × 480 individual
sensors [28]. Knowing the basic laws of thermography, the software of the TIR cameras
recalculates the captured radiation to determine the temperature (possibly in ◦C).

2. Methods

Two methods were proposed in [24,28]. In this section, the methods are described
in detail.

2.1. Sharpening Method

The sharpening method was designed mainly to create an orthophoto or a texture
augmented with thermal infrared information derived from original TIR images. The
sharpening method is named after pansharpening but, in the sharpening method, panchro-
matic images are not used. TIR images are sharpened by the visual features from RGB
images captured by common digital cameras. The sharpening method requires a fixed
system of TIR and RGB cameras. For capturing the TIR image, it is necessary to capture its
corresponding RGB image. In the sharpening method, the images are processed using the
SfM method. So, when the images are captured, it is necessary to follow basic capturing
instructions for the SfM method. The set of TIR images, and the set of the corresponding
RGB images, are the input for the sharpening method. In Figure 3, the workflow of the
sharpening method is presented.

At first, thermal infrared values (in ◦C) in TIR image pixels must be recalculated using
a histogram stretching function to 8-bit (0–255) or 16-bit values (0–65,535). The minimum
and the maximum of the thermal infrared values should be set the same for all TIR images
of the dataset. The minimum and maximum values for the histogram stretching function
can be set as actual extremes of the dataset or can be set as the minimum and maximum of
the TIR camera thermal range. A large range between the minimum and the maximum
can mean that the range of 8-bit values would not be enough (this depends on the TIR
camera used). For example, TIR camera FLIR E95 has a temperature range from −20 ◦C
to 120 ◦C [37]. Recalculating the values to 8-bit values would mean a step of 0.55 ◦C. This
step is not enough for many applications especially when considering that the FLIR E95
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camera‘s thermal sensitivity is around 0.04 ◦C. On the other hand, 16-bit values would
mean a step of 0.002 ◦C. This is less than the thermal sensitivity of the example camera and,
thus, there is no need to use a larger range of values than 16-bit.

Figure 3. Diagram of the sharpening method.

To overlay the TIR and RGB image and to create a sharpened image, it is necessary
to transform the values of the TIR image to the RGB image. A first idea was to transform
the information using plane transformation, such as affine or projective transformation.
Previously published experiments [28] showed that any plane transformation is not suffi-
cient for close-range purposes. Plane transformation is only sufficient when the images
are more-or-less perpendicular to the object, captured over a longer and constant distance
from the object, and when the depth of the images is more-or-less constant. However, the
authors’ interest is in terrestrial close-range photogrammetry, where there are expected
short distances and many changes in the depth of the scene. Because previously pub-
lished experiments [28] showed that plane transformation is insufficient, a ray recalculation
method has been designed.

The ray recalculation method requires parameters of the interior orientation of the TIR
and RGB cameras, the relative rotation and translation between the RGB camera and the
TIR camera of the fixed system, and depth maps of the RGB images. To obtain depth maps
of the RGB images, the RGB images must be preprocessed solely by any photogrammetric
method, possibly the SfM method. When the 3D triangulated model or the point cloud is
generated and scaled, the depth maps are rendered onto one of the generated results.

Having all the required inputs, the first RGB image of the dataset is taken. Then a
blank raster with the same dimensions as the RGB image taken is created. The goal is to
remap the corresponding TIR image to the blank raster image and to fill the blank pixels
with the thermal infrared information from the TIR image. The process of the remapping is
described below.

For the first pixel of the RGB image, a ray from the optical center of the RGB image
through the undistorted position of the pixel is computed. A point which lies on the scene,
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and which is projected to the pixel of the RGB image, must be found on the ray. The
ray itself is infinite, but knowing the depth information derived from the corresponding
pixel of the depth map, the 3D coordinates of the point on the scene in the RGB image
camera coordinate system is possible to compute using the basic similarity of triangles. The
coordinates of the point are possible to transform to the TIR camera coordinate system (the
rotation and translation between the RGB camera and the TIR camera for a fixed system is
known). The point is then reprojected from the TIR camera coordinate system to the TIR
image (the internal orientation of the TIR camera is also known). The pixel value of the
thermal infrared (the TIR image is already recalculated to 8-bit or 16-bit values) is stored to
the pixel of the blank raster (the same position as the examined pixel of the RGB image).
The process is then repeated for every pixel of the RGB image and the remapped TIR image
is created (see Figure 4).

 

 

(a) (b) (c) 

Figure 4. (a) Original TIR image; (b) TIR image remapped by a ray recalculation function with the
same resolution as RGB image; (c) Original RGB image; the remapped TIR image and RGB image can
be overlayed and merged.

Then, the remapped TIR image with 8-bit values can replace one of the channels of
the RGB image (with 8-bit channels) and create the sharpened image. For example, from
the RGB image, the blue channel is replaced by the remapped TIR image which creates
the RGT image (see Figure 5a), where visible features of the scene (channels, R and G)
and thermal infrared information (in channel T) are partly stored. This could be applied
analogously and the RTB or TGB sharpened image can be created (see Figure 5b,c). The
sharpened image should be stored in an image format without compression so as not
to change the data in the T channel. It is possible to process these 3-channel images in
any photogrammetric software because the images have the same structure as common
RGB images. In advanced photogrammetric software e.g., Agisoft Metashape [38], there is
support of multi-channel images with, e.g., 16-bit values of a band. Then, it is possible to
use the remapped TIR image with 16-bit values and to add the channel to the RGB image,
which must also be recalculated to 16-bit. Then the RGBT (Figure 5d) image, with full
visible features (channels RGB) and thermal infrared information (channel T), is created.
Every image of the dataset should be sharpened under the same scheme (e.g., RGT). The
fact that the visible information from RGB images is present in all combinations (at least
partly) helps the algorithms to better find the key and tie points and eliminates the problem
with photogrammetric targeting. In this case, standard photogrammetric targets can be
used and are easily identifiable in the images. The question of which combination is the
most sufficient to use for SfM processing has been raised and, to answer the question, an
experiment was performed (see Section 3.1).
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(a) (b) (c) (d) 

Figure 5. Sharpened images: (a) RGT combination; (b) RTB combination; (c) RGT combination;
(d) RGBT combination.

When the dataset of sharpened images is ready, the process continues with standard
photogrammetric processing with the SfM method. The results of the processing can be a
colored point cloud, a textured 3D model or an orthophoto. The color of the point cloud
is usually weighted in some way, meaning that we would not have the original values
from the TIR image. When creating texture for the 3D model or the orthophoto, usually the
software has an option to prevent averaging or weighting of the colors. Because of this, the
sharpening method is more suitable for an augmented orthophoto or textured 3D model.
In the case of an orthophoto and texture of the 3D model, it is possible to recalculate the
values of the T channel back to the original thermal infrared information. By adding the
original thermal infrared information to the pixels, the spatial results augmented by the
thermal infrared information are created. For a point cloud, augmented by the thermal
infrared information, it is more convenient to use the reprojection method.

2.2. Reprojection Method

The reprojection method was designed primarily to create a point cloud augmented
with thermal infrared information which is derived directly from a TIR image. The sets
of TIR images and corresponding RGB images captured by the fixed camera system are
the inputs of the reprojection method. The images should be captured according to the
common suggested capturing scenarios for SfM. Relative rotation and translation between
the RGB and TIR camera coordinate systems, and the parameters of the interior orientation
of both cameras gathered by geometric camera calibration, must be known. In Figure 6, the
workflow of the reprojection method is shown.

The first step of the reprojection method is SfM processing of the RGB images only.
This is an essential advantage of this method, because the TIR images do not enter SfM
processing at all; thus, all the negative factors referred to above are naturally eliminated.
After SfM processing, the resulting photogrammetric model is scaled or transformed by
control points. After scaling, the point cloud is generated. For the subsequent steps of the
reprojection method, it is necessary to generate the depth map and normal map of each
processed image. The depth maps and normal maps can be rendered on the point cloud, or
on the 3D triangulated model generated based on the point cloud.

Then every point of the point cloud should be augmented by thermal infrared infor-
mation. The algorithm takes a first point of the point cloud and reprojects the point to
the camera coordinate system of the first taken RGB image from the set of RGB images
which were used in SfM processing (the external orientation parameters of the images are
known). Knowing the parameters of the interior orientation of the RGB camera, the point
is transformed from the camera coordinate system to the RGB image. Even though the
point is possible to reproject to the RGB image, this does not mean that the point belongs to
the scene in the image (the point can be physically behind the image scene). To check if
the point is visible in the image, it is necessary to carry out the test of visibility. The test of
visibility requires information about the scene. The information about the scene is given by
the depth map and the normal map of the image. The correct test of visibility is the key
part of the reprojection method.
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Figure 6. Diagram of the reprojection method.

For the test of visibility in the reprojection method, four tasks have been designed.
The first task is to check if the projection of the point of the point cloud is within the RGB
image dimension. Knowing the exterior and interior orientation of the RGB image, the
point is simply reprojected to the RGB image and the coordinates in the images are read
and compared. If the reprojected point is within the image dimension, then the depth test is
carried out. For the depth test, it is necessary to create a depth map of the RGB image. The
position of the reprojected point of the point cloud to the RGB image is used also for the
depth map image and the depth value from the corresponding pixel is read. Then the test
compares the Z-coordinate of the point transformed to the RGB camera coordinate system
to the depth value from the pixel. If the difference is within a certain tolerance, the point is
still considered as potentially visible. The question is how to set the tolerance. The depth
test is easy to implement, and it is very efficient for points which are not clearly visible;
however, the reliability of the test decreases when the distance differences are closer to the
tolerance. In close-range applications, the tolerance will have an important effect when
deciding the visibility of the point (especially parts behind the corners and on edges of
structures, such as windows and door jambs). Because of this uncertainty, a normal test as
a third task of the test of visibility should be added. The third task of the test of visibility is
the normal test. For the normal test, the normal maps of RGB images must be rendered. In
each pixel of the normal map the normal vector converted to RGB values is stored. For the
normal test, it is necessary to also have a normal vectorof each point of the point cloud. In
common photogrammetric software, it is possible to store the normal vector of each point
to the point cloud. The laser scanning results also provide a normal vector of each point.
When the normal vector is not present in the point cloud, it is possible to calculate it in
other software, such as Cloud Compare [39]. The normal vector of the point taken of the
point cloud must be transformed to the camera coordinate system of the RGB image. If the
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point of the point cloud is reprojected to the RGB image within the image dimension, then
the image coordinates are used, and the pixel value of the normal map is read. The normal
vector of the point is then compared to the values read in the normal map. The vectors
are compared according to cosine similarity. If the angle between the two 3-dimensional
normal vectors is below a certain tolerance, the point of the point cloud is still considered
as visible, and the visibility test continues with the last task. Theoretically, the normal test
can be removed, but it requires a very accurate point cloud and very accurate parameters
of exterior orientation of the RGB images. As a fourth task, the point of the point cloud is
transformed from the camera coordinate system of the RGB image to the camera coordinate
system of the TIR image and the point is reprojected to the TIR image. If the reprojected
point is within dimensions of the TIR image, the point is considered as visible, and the
process of the reprojection method continues for other points of the point cloud, or for
other images.

If the test of visibility proves that the point is truly visible on the RGB image, then,
knowing the relative rotation and translation between the RGB and TIR cameras, the point
is transformed from the RGB camera coordinate system to the TIR camera coordinate
system of the corresponding TIR image. From the TIR camera coordinate system, the point
is projected to the TIR image. The value from the pixel where the point was projected is
read and stored to the point of the point cloud. Then the point is reprojected to the second
RGB image of the RGB images set and so on. If the point is visible in more than one image,
more thermal infrared values to the point of the point cloud are stored. The final thermal
infrared value is then calculated as a mean of the set of values; there is also the possibility
to statistically detect outliers and remove them from the set of values.

The advantage of this method is that, in the process, it is possible to replace the point
cloud generated from RGB images with a laser scanning point cloud referenced in the same
coordinate system. A point cloud from a laser scanner can have higher accuracy or density
compared to the point cloud generated from RGB images. Then, the process remains
unchanged and the result of the reprojection method is augmented by a laser scanning
point cloud. When a laser scanning point cloud is used for the reprojection method, the
depth and normal maps should be rendered on a 3D triangulated model, because the model
is continuous. The main disadvantage of the reprojection method is that the computation
of the method (when there are a lot of points of the point cloud and many images) takes
many hours. To linearly reduce the processing time, it is not necessary to use all the RGB
images in the set, but it is enough to use only selected images. For example, to process the
point cloud of a building façade, it is not necessary to use all 30 images from which the
point cloud is created, but it is sufficient to manually select just 3 or 4 images, if it is certain
that each point is visible in at least one image. However, this requires manual selection
input which precludes automatization of the processing.

3. Experiments

In Section 2, several questions were raised regarding the presented methodologies. To
answer these questions, experiments were carried out and are presented in this chapter. For
the experiments, TIR camera FLIR E95 was chosen. FLIR E95 is a camera equipped with a
thermal infrared sensor and an RGB sensor and a fixed camera system is created which
is required for the processing using sharpening and reprojection methods. The general
parameters of FLIR E95 cameras are detailed in Table 1. Both cameras of FLIR E95 were
geometrically calibrated using a three-level spatial calibration field. The relative translation
and rotation between the RGB and TIR camera coordinate systems was also computed
on the three-level spatial calibration field. The result of geometrical calibration and the
relative translation and rotation is presented in Tables 2 and 3. The process of gathering
the resulting parameters, as well as the impact of the accuracy of the resulting parameters
to the transformation processes of the suggested methods, is presented in [28]. The TIR
camera was radiometrically calibrated by the manufacturer.
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Table 1. Parameters of TIR camera and RGB camera of FLIR E95 [28].

Parameter TIR Camera RGB Camera

Focal length (mm) 10 3.29
Sensor size (mm) 7.89 × 5.92 3.67 × 2.74
Resolution (pix) 464 × 348 pix 2592 × 1944

Size of a pixel (mm) 0.017 mm 0.0014 mm
FOV (◦) 42◦ × 32◦ 53◦ × 41◦

Table 2. Resulting parameters of the interior orientation of TIR camera and RGB camera of FLIR E95,
determined on a three-level calibration field [28].

c [pix] Px [pix] Py [pix]

TIR camera 3 level cal. field 593.5 −3.3 1.4
RGB camera 3 level cal. field 2481.4 −23.4 27.1

Table 3. Resulting parameters of relative translation (∆X, ∆Y, ∆Z) and relative rotation (∆ω, ∆ϕ, and
∆κ) [28].

∆X [m] ∆Y [m] ∆Z [m] ∆ω [◦] ∆ϕ [◦] ∆κ [◦]

3 level cal.
field

−0.0002 −0.0248 −0.0065 −0.833 −0.061 −0.007

3.1. Sharpening Method–Test of Image Band Combinations

The question of which combination of image bands is the most suitable for SfM
processing has been raised. An experiment was carried out. Three image samples were
chosen, with each image sample capturing a different part of the object which was a
family house. Initially, the RGB images of three samples were processed solely in Agisoft
Metashape. The RGB images were masked to have exactly the same computational area
as the masked images of different combinations (i.e., RGT, RTB, TGB, RGBT). The images
were co-registered using their full resolution. Then the point cloud was generated. The
number of tie points (TP) and the number of points in the point cloud (PC) were noted.
The process was repeated in the same way for all four combination of image bands (also
masked), and the numbers of TP and PC were compared as percentages (see Table 4) to
the numbers resulting from the RGB image processing. As a last step, the TIR images
were also converted to .bmp image format and processed, and the numbers of results were
also compared. In Agisoft Metashape, it is possible to set a key point or tie point limit
for co-registration. In our case, no parameter limit was set, so, in Table 4 the maximum
possible tie points are provided.

Table 4. The number of tie points and points of the point cloud from processing of samples of
different band combination in comparison to the numbers of processing of RGB images.

RGT RTG TGB RGBT TIR

Sample 1
(25 images)

TP 96% 65% 82% 77% 7%
PC 98% 81% 93% 88% 4%

Sample 2
(10 images)

TP 100% 89% 76% 99% 9%
PC 98% 84% 99% 81% 6%

Sample 3
(18 images)

TP 95% 75% 84% 84% 12%
PC 97% 92% 84% 89% 3%

According to Table 4, it is possible to see that the image band combination RGT gave
the best results. Most of the numbers are almost the same as the results given by processing
the RGB images. The remaining combinations gave numbers around 80% of the numbers
for RGB image processing. The RGBT combination compared to the RGT combination gave
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the worse results, but the advantage of a lesser temperature step and full colour information
still prevailed there. The processing of TIR images showed a very low number of tie points
and points of the point cloud. It must be noted that the resolution of TIR images is lower
than the resolution of RGB images so that the comparison is not fair. The numbers are still
presented to illustrate that some co-processing with RGB images is necessary. Even though
all TIR images were co-registered, the number of tie points was very low. The point cloud
generated based on TIR images was too thin and insufficient even on first impression.

3.2. Test of the Visibility–Experiment

The aim of this experiment was to determine what is the best way to set the tolerances
of the test of the visibility. For this experiment, part of the building façade was chosen
as a test scene. The scene was captured by thermal infrared camera FLIR E95 and for
each corresponding RGB image, the TIR image was captured. The methods of this article
are focused on close-range photogrammetry, so the façade was captured at a distance of
2–4 m. The average sample distance of the images was approximately 1.3 mm/pix. Overall,
24 images were captured. On the façade, four photogrammetric targets were placed and
used as control points. The targets were measured by a total station just from one station.
The images were processed using the SfM method with the commercial photogrammetric
software Agisoft Metashape. For image co-registration, full image resolution was used. The
average tie point residuum in the images was 0.93 pix. The photogrammetric model was
transformed to the targets and the RMSExyz on control points was 0.001 m (approx. 1 pixel).
After georeferencing, the point cloud and 3D textured model were generated. Again, the
full resolution of the images was used for point cloud generation. The experiment was
performed on the points of the point cloud. The depth maps and normal maps have been
rendered on a 3D model.

The tolerances in the depth test could have been set according to the accuracy indica-
tors of the photogrammetric model, e.g., sample distance, RMSE values of the control or
check points. In this experiment, the tolerances were set according to the RMSExyz on the
control points. The RMSExyz on the control points was 0.001 m. The tolerances have been
set as RMSExyz multiplied by 5, 10 and 15. The tolerances for the experiment were 0.005 m,
0.010 m, 0.015 m. It is more difficult to decide the angle tolerance in a normal test. The
normal vectors usually have higher variance, especially at surfaces of the model, which are
either textureless or not ideally covered with sufficient image overlap or by the images. It is
possible to set the tolerance by a rough estimate or by deeper examination of the variance
of the normal vectors of the point cloud. To examine the variance of the normal vectors
on the point cloud, three groups of the point cloud were manually created. Only points
which represented a plain façade wall (W) belonged to the first group. Only points which
represented left window jamb (LB) and right window jamb (RB) (see Figure 7a) belonged
to the other two groups. All three parts were considered as planar and similar normal
vectors were expected at all points of each group. In each group of points, an average
normal vector, as a mean of the x, y, z components of the normal vector of all points of
the group, was computed. Then, every normal vector of every point of the group was
compared to the average normal vector by cosine similarity and the angle between the
vectors was calculated. The distribution of the set of computed angles is presented in a
cumulative distribution graph in Figure 8.

According to Figure 8, the normal vector of the points varied. On the part of the point
cloud which represents the wall, the variance of the normal vector was the lowest and the
angle tolerance for the normal test could be set between 20◦–30◦ to cover most of the points.
A more problematic situation was on the jambs. These parts did not have ideal intersection
angles in the images, so the variance of the vectors was higher. To cover around 80% of the
points, the angle tolerance should be set between 50◦–70◦. This wide-angle tolerance can
lead to wrong indications if the point is visible or not. For practical application, it is more
important to ensure correct indication of the visibility even when a certain percentage of
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points is lost, rather than to indicate the point as visible when it is not. That would lead to
incorrect thermal augmentation of the points and the final result would be misleading.

𝑥, 𝑦, 𝑧

 

(a) 

  

(b) (c) 

Figure 7. (a) Centre image. In the figure, the positions of the points of the three groups of point cloud
(wall, left jamb, right jamb) are shown; (b) Left image; (c) Right image.

𝑥, 𝑦, 𝑧

Figure 8. Cumulative distribution graph of set of angle differences.

For the following experiment, three images of the dataset were chosen. The left image
captures the window from the left side, the center image is perpendicular to the façade and
the right image captures the scene from the right side. For each image, points of the groups
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were reprojected to the images and the visibility test with various tolerances was carried
out. The results of the experiment of the visibility test are presented in Table 5. In the table,
when the group of points is visible in the image is noted. Then, the depth tests and normal
tests were carried out with various tolerances. According to the RMSExyz on the control
points on the photogrammetric model, 5 mm, 10 mm and 15 mm tolerances were set for
the depth test. According to the examination of the variances of the normal vectors of the
point cloud, 25◦, 40◦ and 60◦ tolerances for the normal test were set.

Table 5. Testing of tolerances for the depth test and the normal test.

Reality
Depth Test
(Tol = 0.005)

Depth Test
(Tol = 0.01)

Depth
Test

(Tol = 0.015)

Normal
Test

(Tol = 25◦)

Normal
Test

(Tol = 40◦)

Normal
Test

(Tol = 60◦)

Depth Test
(Tol = 0.01)

and Normal
Test (Tol = 40◦)

Left
Image
13,233

W Visible 100% 100% 100% 98% 99% 100% 99%
LJ Not Visible 1% 3% 4% 3% 10% 27% 1%
RJ Visible 84% 96% 99% 43% 68% 87% 66%

Centre
image
13,239

W Visible 100% 100% 100% 95% 99% 100% 99%
LJ Visible 17% 33% 49% 22% 48% 76% 16%
RJ Visible 6% 13% 21% 25% 50% 78% 7%

Right
image
13,217

W Visible 72% 100% 100% 96% 99% 100% 99%
LJ Visible 86% 95% 97% 48% 72% 88% 70%
RJ Not Visible 0% 1% 2% 3% 10% 25% 0%

From Table 5, it is possible to observe high confidence when the wall group of points
was reprojected. Both tests for all images show that they were very successful even using
the lowest tolerances.

The depth test showed the worst results when testing the wall group of points repro-
jected in the right image with the lowest tolerance (72%). The image captures the group
of points at a very acute angle. The capturing angle has an effect on the results of the test
of visibility, especially for the depth test. This effect is possible to observe at the left jamb
and right jamb points in the center image. Even though all the points of the left jamb and
right jamb group are visible, the depth test was able to recognize the visibility only in 49%
of points on the left jamb when the largest 15 mm tolerance was set. The right jamb is
captured at an even more acute angle, so the depth test recognized the visibility only in
21% of points. When the points of the left jamb were tested in the right image (the right
image axis is approximately perpendicular to the plane of the left jamb), the depth test was
successful in 97% of points, and when the points of the right jamb were tested in the left
image (also perpendicular angle), the depth test was successful in 99% (using the 15 mm
tolerance) of points. The testing showed that when the image captures the group of points
with normal vector towards the camera, the depth test is confident even with the middle
tolerance of 10 mm.

The normal test looks independently at the angle of capture of the object. According
to the results, the normal test is dependent of the variance of the normal vector in a group
of points. The results correspond to the cumulative distribution function in Figure 8. For
example, the normal test on points of the left jamb with a tolerance of 40◦ showed 48% in
the center image and 72% for the right image, respectively. According to the cumulative
distribution function, the expected value was 56%. Because of the large variance of the
normal vector on jambs, the normal test in some cases falsely determined points not visible
as visible. With the 60◦ tolerance, the normal test wrongly determined 27% of the points on
the left jamb in the left image and 25% of the points on the right jamb in the right image.
Fortunately, in these cases, the depth test is reliable in detecting not visible points, and,
when both tests were applied together, there was only 1% of points wrongly determined as
visible, and 0% on the right image, respectively.

To conclude, it is not straightforward to set the proper tolerances for the depth and
normal tests. It is not possible to give general advice. The tolerances depend on each
project, on its purpose and the demands placed. It is not possible to set a general rule.
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For some of the projects it is possible to set low tolerances for the test. In this case, a lot
of points of the point cloud could be lost. However, in some of the applications, where
it is important to obtain accurate temperature data, it is a better solution to lose a certain
amount of points rather than to have the full recalculated point cloud with potentially
wrong temperature values. It is advisable to set lower tolerances when there is a larger
dataset of testing images.

3.3. The Sharpening and Reprojection Method Used on the Test Object

To test the proposed sharpening and reprojection methods, an experiment was carried
out. As a testing object, a family house was chosen (see Figure 9). The family house is
inhabited, so parts of the building are covered by vegetation and other regular objects. The
family house facade is isolated, so there were not expected to be temperature changes. The
family house is colored in one color and the facades are textureless. Due to these two facts,
there was presumed to be a difficulty with processing of images using the SfM method.
However, the object was chosen because it represents a common real object. On the object
black and white targets were placed for scaling and orientation of the results. The targets
were measured by a total station.

 

Figure 9. The test object.

3.3.1. Capturing the Images

The process of capturing the images was carried out according to the suggestion of
the local distributor of the FLIR E95 camera. At first, a day with cloudy weather and stable
air conditions was chosen. As input to the camera, multiple parameters were measured
and set in the TIR camera. The air temperature and humidity were measured using a
calibrated thermometer and hygrometer. The reflected ambient temperature is a very
important parameter. Crumpled aluminum foil was placed on the object and the average
temperature of the foil was measured by the FLIR E95 camera and used as the reflected
ambient temperature. The reflected ambient temperature was determined at 3.1 ◦C and
the main source of the reflectance was the cloudy sky. Because the weather was constant
during capturing of the images, the reflected ambient temperature was expected also to
be constant. This was confirmed by measurement at the end of image capturing when
the reflected ambient temperature was measured at 3.0 ◦C. After parameter setting, the
object was captured by the FLIR E95 camera in different positions and angles to cover
every part of the object in multiple images. For every TIR image, a corresponding RGB
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image was captured. In total, 187 image pairs of corresponding images were captured. The
average sample resolution of the RGB image was 3.2 mm/pix. On the object, five surface
temperature check points were established and the surface temperature of the façade was
measured using a calibrated touch thermometer. The temperatures were compared to
the temperatures in the captured TIR images. The values did not exceed 0.9 ◦C which is
below the accuracy of reading the temperature of the FLIR E95 camera signifying that all
parameters were set correctly.

3.3.2. Processing Using the Sharpening Method

The sharpening method was used to create TIR orthophotos of the facades of the
objects with the temperature value stored in each pixel of the orthophotos.

Initially, only RGB images were processed in the Agisoft Metashape software. For the
relative orientation computing, the full resolution of the images was used. The average
residuum of tie points in the images was 1.3 pix. To scale the model, the relative orientation
was referenced using 10 control points. The RMSExyz of the referencing was 6.5 mm.
After referencing, the point cloud was generated. It was obvious that some parts of the
building with very low texture were not ideally described by the point cloud. To partially
improve the result, lower filtering was used when the point cloud was generated. From the
generated point cloud, the 3D triangulated model was generated. The model was deformed
in only some of the textureless parts. On the model, the scaled depth maps of the images
were generated. It was necessary to prepare the following data:

• The set of RGB and TIR images;
• Parameters of the interior orientation of the RGB camera and the TIR camera;
• Relative translation and rotation between the RGB camera and the TIR camera;
• Depth maps for the RGB images.

The group of TIR images, the corresponding RGB images and the corresponding
depth maps were prepared for the process of ray recalculation. Based on the created depth
maps and the known parameters of the interior orientation of both cameras and the known
relative translation and rotation between the cameras, 4-channel RGBT images were created.
In the fourth channel, temperature information recalculated using the histogram stretching
function to 65,536 values (16-bit) was stored. The recalculated images were processed by
Agisoft Metashape. First, the relative orientation was computed. In some pixels of the
RGBT image there was a “no data” value in the fourth channel. Those parts were covered
by a mask and then there were no calculated tie and key points. The model of the relative
orientation was referenced using five control points (equally distributed on the object).
Five check points were used for the accuracy check. The average tie point residuum in
the images was 1.9 pix. The RMSExyz of the referencing was 0.6 pixels, which signifies
relatively good accuracy of the relative orientation. However, the RMSExyz on check points
was 17 mm. This error was probably caused because measurement of the coordinates of
the targets by total station was carried out from multiple stations. After the accuracy check,
the 3D textured model was created and, using the model, four orthophotos (one for each
façade) were generated. To achieve unchanged temperature values, every averaging of
the pixel values (colors) was disabled during orthophoto generation. The fourth channel
of the RGBT orthophoto was separated and recalculated back to the temperature values,
using the inverse histogram stretching function, and TIR orthophotos were created (see
Figure 10). The TIR orthophotos were visualized in QGIS [40]. Some parts of the façade,
which were covered by some other object, were cropped on the orthophotos.
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Figure 10. The resulting orthophotos augmented by thermal information.

3.3.3. Processing Using Reprojection Method

The reprojection method was used to create a point cloud of the object where a
temperature value is stored in points of the point cloud. The reprojection method can use a
point cloud generated by photogrammetric processing or a point cloud acquired by laser
scanner. For this experiment we chose a point cloud acquired by laser scanner.

The testing object was laser scanned using a Leica BLK360 laser scanner. The point
cloud from the laser scanner was processed in a Cyclone Register 360 and the point cloud
was referenced to the seven control points. The RMSExyz of the referencing on the control
points was 0.012 m. It was then necessary to process the RGB images to obtain their absolute
exterior orientation. The model from RGB images was already computed for the sharpening
method and the details are presented in Chapter 3.2.2. From that model the scaled depth
maps and normal maps were created. The following data were prepared:

• Set of RGB and TIR images
• Parameters of the interior orientation of the RGB camera and the TIR camera
• Relative translation and rotation between the RGB camera and the TIR camera
• Referenced point cloud acquired by laser scanner
• Exterior orientation of RGB images
• Depth maps of RGB images
• Normal maps of RGB images

To reduce the processing time of the reprojection method, the point cloud was subsam-
pled to 0.02 m distance between the points, so the point cloud had 1.2 million points in the
end. Moreover, only half of the images (94 RGB images) were chosen from the RGB image
dataset. According to the previous experiment, where the tolerances were discussed, the
tolerance for the depth test was set at 0.025 m (RMSExyz on control points in photogram-
metric model multiplied by five). The tolerance for the normal test was set at 25◦. The
tolerances could have been set low, because the reprojection method was carried out using
a substantial number of images. Then the reprojection process was started. The processing
took 12.3 h. The processing time was too high even for a significantly subsampled point
cloud. The final resulting point cloud augmented by the temperature information had
511,622 points, which was 42% of the inputted point cloud (see Figure 11). The points were
removed either because of low tolerances, or because of imperfections of the 3D model
which was used for depth and normal map rendering. Some parts of the model (where the
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object did not have any texture) were visibly wrong mainly because of a lack of point cloud
points from the photogrammetric processing.

 

Figure 11. The resulting augmented point cloud visualized in Cloud Compare.

The augmented point cloud was analyzed. From the total 511,622 augmented points,
most of the points (15%) were visible in just one TIR image. According to Figure 12a, 85%
of points were visible in more than one image (of a set of 94 images), so, in these cases, the
temperature information was determined as a mean of the multiple values. In the case of
multiple values, the ranges between the minimum temperature value and the maximum
temperature value for each point were analysed. According to Figure 12b, 92% of the
observed ranges were under 4 ◦C, which corresponds to the temperature measurement
accuracy of the TIR camera used (±2 ◦C) [37]. The remaining points can be considered
as points with potentially incorrectly assigned temperature, but the high range could be
caused by just one outlier.

  

(a) (b) 

Figure 12. (a) Histogram of number of observation values on points of the point cloud. (b) Histogram
of temperature range values on points of the point cloud.

4. Conclusions

The aim of this article was to present and describe the proposed sharpening and
reprojection methods in detail. Both implemented methods were also tested by experiment
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(see Section 3.3). Each method has its problematic questions which have been raised.
Experiments were carried to try to answer these questions.

The sharpening method is easy to implement, fast, and suitable mainly for augmented
orthophoto and texture of 3D model generation. In the case of the sharpening method,
the question of which image band combination is most suitable to use has been raised.
According to the experiment described in Section 3.1, the best combination appears to be
the RGT combination. This combination obtained slightly fewer tie points compared to
the processing of RGB images. When the color information of the result is not needed
and when the difference between the minimum and maximum temperature in the dataset
is not too large, the RGT combination appears to be a good option. However, the RGT
8-bit combination may not be most suitable for many applications. In the case of a larger
difference between the minimum and maximum temperature in the dataset, the 8-bit values
may not be enough and a 16-bit RGBT combination should be used. This combination
also obtained a respectable number of tie points compared to the RGB images. The RGBT
combination also has an advantage in that the full-color information is stored in the
resulting augmented orthophoto.

The reprojection method was designed for augmented point cloud generation. Com-
pared to the sharpening method, the processing time is (so far) too high. Among the
advantages is that the method can also process laser scanning data (the sharpening method
relies on a point cloud generated by photogrammetry). In the reprojection method, the
test of visibility is an innovative element. The test of visibility is the key process in the
reprojection method. Without the proper visibility test, the final augmentation of the point
cloud would be incorrect or misleading. There are many questions regarding the visibility
test. The main question is how to set the tolerances in the depth test and normal test.
An experiment on the visibility test was carried out and is presented in Section 3.2. The
experiment did not provide general rules on how to set the tolerances but gave ideas
on how the tolerances can be determined. The tolerances depend on the concrete case.
Sometimes it is necessary to set low tolerances, to lose a significant number of points, and to
have the certainty that every point will be augmented by correct temperature information.
Sometimes it can be more important to preserve every point of the point cloud even when
the augmented temperature information may be wrong. In this case, it is possible to use
the advantage of the reprojection method, that every point can be augmented by multiple
values, and then the incorrect values can be determined and eliminated by outlier detection.

This article sought to present the methods and to raise the main questions regarding
the methods. In future research, more extensive testing of the methods on selected objects
with different characteristics will be performed.
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1. Classes 
1.1. classes.py 

 

class Camera 

 The class represents position and rotation of the common camera. 

Methods 

  __init__(pos_x, pos_y, pos_z, omega, phi, kappa, name) 

 Constructor method. 

  Parameters 

• pos_x (float) – Position of the optical center of the camera 

on the X axis. 

• pos_y (float) – Position of the optical center of the camera 

on the Y axis. 

• pos_z (float) – Position of the optical center of the camera 

on the Z axis. 

• omega (float) – Omega parameter of the rotation matrix of 

the camera.    

• phi (float) – Phi parameter of the rotation matrix of the 

camera. 

• kappa(float)– Kappa parameter of the rotation matrix of the 

camera. 

• name (string) – Label of the camera. 

show() 

 Prints the parameters of the position and rotation of the camera in the console. 

 

class Camera.Calibration 

The class represents a set of values which define geometric parameters of the 

camera, its camera’s lens and camera’s sensor. The parameters are considered as 

photogrammetric camera calibration. 

Methods 

__init__(c, px, py, K1, K2, pixel_size,im_dim_x,im_dim_y, m, s) 

 Contructor method. 

  Parameters 

• c (float) – Constant of the camera in pixels. 
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• px (float) – Position of the principal point of the camera on 

the X axis in pixels. 

• py (float) – Position of the principal point of the camera on 

the Y axis in pixels. 

• K1 (float) – The first coefficient of the radial distortion of 

Brown’s  distortion model    
• K2 (float) – The second coefficient of the radial distortion of 

Brown’s distortion model 
• pixel_size(float)– Physical pixel pitch between in 

millimeters. 

• m (float) – Scale difference in X and Y axis. 

• s (float) – Skew coefficient. 

show() 

 Prints the parameters of the calibration in the console. 

 

class ThermalCamera 

The class represents position and rotation of the camera in the camera coordinate system of 

the second camera in the fixed system.  

Methods 

 __init__(dx, dy, dz, d_omega, d_phi, d_kappa) 

 Constructor method. 

  Parameters 

• dx (float) – Position of the optical center of the camera on 

the X axis in the camera coordinate system of the second camera 

in the fixed system. 

• dy (float) – Position of the optical center of the camera on 

the Y axis in the camera coordinate system of the second camera 

in the fixed system. 

• dz (float) – Position of the optical center of the camera on 

the Z axis in the camera coordinate system of the second camera 

in the fixed system. 

• d_omega (float) – Omega parameter of the rotation matrix 

of the camera. Related to the relative rotation of the camera 

coordinate systems on in the fixed system.    

• d_phi (float) – Phi parameter of the rotation matrix of the 

camera. Related to the relative rotation of the camera coordinate 

systems on in the fixed system. 

• d_kappa(float)– Kappa parameter of the rotation matrix of 

the camera. Related to the relative rotation of the camera 

coordinate systems on in the fixed system. 

show() 
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Prints the parameters of the relative position and relative rotation of the camera in 

the console. 

class Camera.Calibration 

The class represents a set of values which define geometric parameters of the 

camera, its camera’s lens and camera’s sensor. The parameters are considered as 
photogrammetric camera calibration. 

Methods 

__init__(c, px, py, K1, K2, pixel_size,im_dim_x,im_dim_y, m, s) 

 Contructor method. 

  Parameters 

• c (float) – Constant of the camera in pixels. 

• px (float) – Position of the principal point of the camera on 

the X axis in pixels. 

• py (float) – Position of the principal point of the camera on 

the Y axis in pixels. 

• K1 (float) – The first coefficient of the radial distortion of 

Brown’s  distortion model    
• K2 (float) – The second coefficient of the radial distortion of 

Brown’s distortion model 
• pixel_size(float)– Physical pixel pitch between in 

millimeters. 

• m (float) – Scale difference in X and Y axis. 

• s (float) – Skew coefficient. 

show() 

 Prints the parameters of the calibration in the console. 

 

class Point2D 

The class represents a position of a point in the common two-dimensional coordinate 

system. 

Methods 

 __init__(point_x, point_y) 

 Constructor method. 

  Parameters 

• point_x (float) – Position of a point in the common two-

dimensional coordinate system in X axis. 

• point_y (float) – Position of a point in the common two-

dimensional coordinate system in Y axis. 

show() 
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 Prints the position of the point in image. 

 

class Point3D 

The class represents a position of a point in the common three dimensional coordinate 

system. 

Methods 

 __init__(point_x, point_y, point_z , R, G, B, nx, ny, nz) 

 Constructor method. 

  Parameters 

• point_x (float) – Position of the point on the X axis. 

• point_y (float) – Position of the point on the Y axis. 

• point_z (float) – Position of the point on the Z axis. 

• R (int) – Red color value in the RGB color model.    

• G (int) – Green color value in the RGB color model. 

• B(int)– Blue color value in the RGB color model. 

• nx (float) – X element of normal vector of the point. 

• ny (float) – Y element of normal vector of the point. 

• nz (float) – Z element of normal vector of the point. 

 

show() 

 Prints the parameters of the point. 
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2. Functions 
 

2.1. matrices.py 

Dependencies: NumPy, math 

 

Functions: 

createRotationMatrix(omega, phi, kappa) 

Creates rotation matrix from the input parameters (angle scheme – omega, phi, 

kappa). 

  Parameters 

• omega (float) – Rotation around X axis. 

• phi (float) – Rotation around Y axis. 

• kappa (float) – Rotation around Z axis. 

   Returns 

Rotation matrix. 

 

createRotationMatrix2(yaw, pitch, roll) 

Creates rotation matrix from the input parameters (angle scheme – yaw, pitch, roll). 

  Parameters 

• yaw (float) – Yaw in the navigation coordinate system. 

• pitch (float) – Pitch in the navigation coordinate system. 

• roll (float) – Roll in the navigation coordinate system. 

   Returns 

Rotation matrix. 

 

createKameraMatrix(c, px, py, pixel_size) 

Creates camera matrix K. 

  Parameters 

• c (float) – Constant of the camera 

• px (float) – Position of the principal point of the camera on 

the X axis. 
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• py (float) – Position of the principal point of the camera on 

the Y axis. 

• pixel_size(float)– Physical pixel pitch between in 

millimeters. 

   Returns 

Camera matrix. 

 

omega_phi_kappaFromR(R) 

Derives rotation angles from the rotation matrix. 

  Parameters 

• R (array) – Rotation matrix. 

   Returns 

Angles omega, phi, kappa. 

 

omega_phi_kappaFromR(R) 

Another solution for derivation of rotation angles from the rotation matrix. 

  Parameters 

• R (array) – Rotation matrix. 

   Returns 

Angles omega, phi, kappa 

 

getRbetweenCameras(R1, R2) 

Creates rotation matrix between the two cameras where are given their rotation 

matrix in the reference coordinate system. 

  Parameters 

• R1 (array) – Rotation matrix of camera_1 . 

• R2 (array) – Rotation matrix of camera_2. 

   Returns 

Rotation matrix between the camera_1 and camera_2. 

 

quaternionFromR(R) 

Derives quaternion components from the rotation matrix. 
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  Parameters 

• R (array) – Rotation matrix. 

   Returns 

Quaternion components. 
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2.2. transformation.py 

Dependencies: NumPy, OpenCV, GDAL, math, csv, matrices.py, photogrammetry.py 

Functions 

world2camera(point, camera) 

Transforms point from the world coordinate system to the camera coordinate 

system. 

  Parameters 

• point (Point3D) – Point which shall be transformed. 

• camera (Camera) – Camera coordinate system defined by 

the camera where the point shall be transformed. 

   Returns 

Point3D with transformed coordinates. 

 

camera2world(point, camera) 

Transforms point from the camera coordinate system to the world coordinate 

system. 

  Parameters 

• point (Point3D) – Point which shall be transformed. 

• camera (Camera) – Camera coordinate system defined by 

the camera where the point shall be transformed. 

   Returns 

Point3D with transformed coordinates. 

 

camera2imagePix(point, camera) 

Transforms point from the camera coordinate system to the image coordinate 

system. 

  Parameters 

• point (Point3D) – Point which shall be transformed. 

• camera (Camera) – Image coordinate system defined by the 

camera where the point shall be transformed. 

   Returns 

Point2D with transformed coordinates (in pixels). 
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camera2imageM(point, camera) 

Transforms point from the camera coordinate system to the image coordinate 

system. 

  Parameters 

• point (Point3D) – Point which shall be transformed. 

• camera (Camera) – Image coordinate system defined by the 

camera where the point shall be transformed. 

   Returns 

Point2D with transformed coordinates (in millimeters). 

 

image2camera(im_x, im_y, im_z, K, pix_in_mm, dim_x, dim_y) 

Transforms point from image coordinate system to the camera coordinate system. 

  Parameters 

• im_x (float) – Position of point in image coordinate system 

on the X axis. 

• im_y (float) – Position of point in image coordinate system 

on the Y axis. 

• im_z (float) – Position of point in image coordinate system 

on the Z axis. 

• K (array) – Calibration matrix of the camera. 

• pix_in_mm (float) – Physical dimension of the pixel pitch 

in millimiters. 

• dim_x (float) – Resolution of the image in X axis. 

• dim_y (float) – Resolution of the image in Y axis. 

 

   Returns 

Position of the point in the camera coordinate system. 

 

imagePix2imageM(point2D, camera) 

Transforms point in image coordinates in pixels to image coordinates in millimeters 

and adds the Z element. 

  Parameters 

• point (Point2D) – Point in image coordinates in pixels. 

• camera (Camera) – Camera. 

   Returns 

Position of the point in the image coordinate system with the Z 

element. 
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azimuth_tilt_swing2omega_phi_kappa(azimuth, tilt, swing) 

Transforms the angles between different angle schemes. 

  Parameters 

• azimuth (float) – Azimuth value. 

• tilt (float) – Tilt value. 

• kappa (float) – Kappa value. 

   Returns 

Angles in omega, phi, kappa scheme. 

 

azimuth_tilt_swing2omega_phi_kappa(azimuth, tilt, swing) 

Transforms the angles between different angle schemes. 

  Parameters 

• azimuth (float) – Azimuth value. 

• tilt (float) – Tilt value. 

• kappa (float) – Kappa value. 

   Returns 

Angles in omega, phi, kappa scheme. 

 

rgbCameraSys2Termo(point, tir_camera) 

Transforms point from the one camera coordinate system to the image coordinate 

system of another camera. The function was developed to transform the point 

between the cameras as fixed system - from RGB camera coordinate system to TIR 

image. 

  Parameters 

• point (Point3D) – Position of the point in camera 

coordinate system. 

• tir_camera (ThermalCamera) – Second camera, where 

the point shall be transformed. 

   Returns 

Position of the point in the image (in TIR image). 
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csv2GeoTIFF(path, min, max, nrows, ncols) 

Convert TIR images captured by FLIRE95 TIR camera stored as .csv to GeoTIFF. The 

values are recalculated to 16-bit values. 

  Parameters 

• path (string) – Path to csv file. 

• min (float) – Minimum value on the image for histogram 

stretching function. 

• max (float) – Maximum value in the image for histogram 

stretching function. 

• nrows (int) – Number of rows of the image. 

• ncols (int) – Number of columns of the image. 

   Returns 

Image in GeoTIFF with 16-bit values. 

 

csv2RawGeoTIFF(path, min, max, nrows, ncols) 

Convert TIR images captured by FLIRE95 TIR camera stored as .csv to GeoTIFF. The 

values are not recalculated to 16-bit values. 

  Parameters 

• path (string) – Path to .csv file. 

• nrows (int) – Number of rows of the image. 

• ncols (int) – Number of columns of the image. 

   Returns 

Image in GeoTIFF 16-bit values. 

 

jpg2GeoTIFF(path) 

Convert image in .jpg format to GeoTIFF. 

  Parameters 

• path (string) – Path to .jpg file. 

   Returns 

Image in GeoTIFF. 

 

csv2jpg(path, min, max, nrows, ncols) 

Convert TIR images captured by FLIRE95 TIR camera stored as .csv to .jpg. The values 

are recalculated to 8-bit values. 

  Parameters 
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• path (string) – Path to .csv file. 

• min (float) – Minimum value on the image for histogram 

stretching function. 

• max (float) – Maximum value in the image for histogram 

stretching function. 

• nrows (int) – Number of rows of the image. 

• ncols (int) – Number of columns of the image. 

   Returns 

Image in .jpg format with 8-bit values. 

 

orthophotoRecalculation8bit(path, min, max, n_band) 

Recalculates the orthophoto from 8-bit values to raw values according to the 

minimum and maximum of the histogram stretching function. 

  Parameters 

• path (string) – Path to the orthophoto. 

• min (float) – Minimum value on the image for histogram 

stretching function. 

• max (float) – Maximum value in the image for histogram 

stretching function. 

• n_band (int) – Number of the band with thermal values. 

   Returns 

Recalculated orthophoto in GeoTIFF. 

 

orthophotoRecalculation16bit(path, min, max, n_band) 

Recalculates the orthophoto from 16-bit values to raw values according to the 

minimum and maximum of the histogram stretching function. 

  Parameters 

• path (string) – Path to the orthophoto. 

• min (float) – Minimum value on the image for histogram 

stretching function. 

• max (float) – Maximum value in the image for histogram 

stretching function. 

• n_band (int) – Number of the band with thermal values. 

   Returns 

Recalculated orthophoto in GeoTIFF. 
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2.3. photogrammetry.py 

Dependencies: NumPy, OpenCV, GDAL, math, transformations.py, matrices.py 

Functions 

getDistortionX(point_2D, camera) 

Calculates distortion value on X axis on image. 

  Parameters 

• point_2D (Point2D) – Position on the image in pixels. 

• camera (Camera) – Camera. 

   Returns 

Distortion value. 

 

getDistortionY(point_2D, camera) 

Calculates distortion value on Y axis on image. 

  Parameters 

• point_2D (Point2D) – Position on the image in pixels. 

• camera (Camera) – Camera. 

   Returns 

Distortion value. 

 

createConverter(rgb, thermal_camera, distance) 

Creates converter for the TIR image only according to the set distance. 

  Parameters 

• rgb (Camera) – RGB camera. 

• thermal_camera (Camera) – TIR Camera. 

• distance (float) – Distance between cameras and the 

scene. 

   Returns 

The converter (array). 

 

createDepthMapConverter(rgb, thermal_camera, depth_map) 

Creates converter for the TIR image based on the depth map of the RGB image. 

  Parameters 
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• rgb (Camera) – RGB camera. 

• thermal_camera (Camera) – TIR Camera. 

• depth_map (string) – Path to the depth map. 

   Returns 

The converter (array). 

 

convertImgUsingConverter(img_path, converter) 

Uses converter to recalculate the TIR image in .bmp format. 

  Parameters 

• img_path (string) – Path to TIR image. 

• converter (array) – Converter which is used for 

recalculation of the TIR image. 

   Returns 

The recalculated TIR image in .bmp format. 

 

convertArrayUsingConverter(a_array, converter) 

Uses converter to recalculate the the array. 

  Parameters 

• a_array (array) – Array which shall be recalculated. 

• converter (array) – Converter which is used for 

recalculation of the array. 

   Returns 

The recalculated array. 

 

convertGeoTIFFUsingConverter(path, converter) 

Uses converter to recalculate the TIR image in GeoTIFF format. 

  Parameters 

• path (string) – Path to TIR image. 

• converter (array) – Converter which is used for 

recalculation of the TIR image. 

   Returns 

The recalculated TIR image in GeoTIFF. 
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fusionGeoTiFF(rgb_path, thermal_path) 

Fuses the RGB image and TIR image (both must be in GeoTIFF) to RGBT image. 

  Parameters 

• rgb_path (string) – Path to RGB image. 

• thermal_path (string) – Path to TIR image.  

   Returns 

The fused RGBT image. 

 

fusionRGT(rgb_path, thermal_path) 

Fuses the RGB image and TIR image, both in .bmp. 

  Parameters 

• rgb_path (string) – Path to RGB image. 

• thermal_path (string) – Path to TIR image.  

   Returns 

The fused RGT image. 

 

fusionRTB(rgb_path, thermal_path) 

Fuses the RGB image and TIR image, both in .bmp. 

  Parameters 

• rgb_path (string) – Path to RGB image. 

• thermal_path (string) – Path to TIR image.  

   Returns 

The fused RTB image. 

 

fusionTGB(rgb_path, thermal_path) 

Fuses the RGB image and TIR image, both in .bmp. 

  Parameters 

• rgb_path (string) – Path to RGB image. 

• thermal_path (string) – Path to TIR image.  

   Returns 

The fused TGB image. 
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visibilityTestDepth(depth_map, point, camera, tol) 

According to the depth map and set tolerance the function determines if the point is 

potentially visible. 

  Parameters 

• depth_path (string) – Path to the depthmap image. 

• point (Point3D) – Coordinates of the point in the world 

coordinate system. 

• camera (Camera) – Camera. 

• tol (float) – The tolerance. 

   Returns 

Returns True/False value. 

 

visibilityTestNormalVector(normal_map, point, camera, tol) 

According to the normal map and set tolerance the function determines if the point 

is potentially visible. 

  Parameters 

• normal_path (string) – Path to the normal map image. 

• point (Point3D) – Coordinates of the point in the world 

coordinate system. 

• camera (Camera) – Camera. 

• tol (float) – The tolerance. 

   Returns 

Returns True/False value. 

 

rayRecalculationBmp(path, rgb_camera, tir_camera) 

Ray recalculation function which is a core of the sharpening method. This concrete 

function works only with images which are in .bmp format.  

  Parameters 

• path (string) – Path to the TIR images in .bmp format. In 

the same directory depth maps in .tif format are required. 

• rgb_camera (Camera) – RGB camera of the fixed system. 

The calibration of the camera is required. 

• tir_camera (Camera) – TIR camera of the fixed system. 

The calibration of the camera is required. The relative rotation 

and translation is required. 

   Returns 

Recalculated images in .bmp format. 
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rayRecalculationGeoTiff(path, rgb_camera, tir_camera) 

Ray recalculation function which is a core of the sharpening method. This concrete 

function works only with images which are in .tiff format.  

  Parameters 

• path (string) – Path to the TIR images in .tiff format. In the 

same directory depth maps in .tif format are required. 

• rgb_camera (Camera) – RGB camera of the fixed system. 

The calibration of the camera is required. 

• tir_camera (Camera) – TIR camera of the fixed system. 

The calibration of the camera is required. The relative rotation 

and translation is required. 

   Returns 

Recalculated images in .tiff format. 

 

reprojection(path_pc, path_eo, path_images, rgb_camera, 

tir_camera, depth_tol, normal_tol) 

The reprojection method. For further information, please see the thesis.  

  Parameters 

• path_pc (string) – Path to the point cloud which is the 

main input for the reprojection method. As the delimiter, a single 

space is expected. The information shall be in this order: X, Y, Z, 

R, G, B, n_x, n_y, n_z (elements of the normal vector). 

• path_eo (string) – Path to the .txt file where is stored 

information about external orientation of the RGB images. As the 

delimiter, “;” is expected.  Lines which starts with “#” are ignored 

(e.g. header). The information shall be in this order: Name, X, Y, 

Z, omega, phi, kappa. 

• path_images (string) – Path to the .txt file where are 

stored depth map and normal map images. The images must 

have the same name as the RGB image with a suffix _depth_map, 

or _normals respectively.  

• rgb_camera (Camera) – RGB camera of the fixed system. 

The calibration of the camera is required. 

• tir_camera (Camera) – TIR camera of the fixed system. 

The calibration of the camera is required. The relative rotation 

and translation is required. 

• depth_tol (float) – The tolerance for the depth test of 

test of visibility.  

• normal_tol (float) – The tolerance for the normal test of 

test of visibility.  
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   Returns 

The point cloud augmented with the TIR information. The point cloud 

is stored with suffix _reprojection in the same path as original point 

cloud. In the same path is stored also file with the statistic 

information for each point. For each point is presented number of 

valid observations on images, standard deviation, range, and result of 

the normality test by Shapiro Wilk test.  
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