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Abstract

Automation of clinical laboratories enables laboratories to process a larger amount of sam-
ples and it also leads to requested test results becoming available faster than before. Modular
laboratory automation systems make it possible to adapt the selection of components based
on individual laboratory needs. This thesis presents a simulator that simplifies and speeds up
the suitability analysis of technological laboratory designs that are based on modular labora-
tory automation systems DxA 5000 and DxA 5000 Fit. The second part of this thesis focuses
on improving an already existing mathematical model that increases laboratory throughput
by finding the optimal distribution of available tests among biochemical analyzers. The
presented changes refine the model of analyzer DxC 700 AU.

Keywords: total laboratory automation, modular systems, discrete event simulation, through-
put maximization, integer linear programming

Abstrakt

Automatizace provozu klinických laboratoř́ı umožňuje zpracováváńı vyšš́ıho množstv́ı vzork̊u
ale také zkráceńı doby do obdržeńı výsledk̊u požadovaných test̊u. Modulárńı laboratorńı au-
tomatizačńı systémy umožňuj́ı přizp̊usobit výběr jednotlivých komponent podle individuálńıch
potřeb laboratoře. Tato práce prezentuje simulátor, který usnadňuje a urychluje analýzu
vhodnosti technologických návrh̊u laboratoř́ı využ́ıvaj́ıćıch modulárńı automatizačńı systémy
DxA 5000 a DxA 5000 Fit. Druhá část práce se zaměřuje na úpravy již existuj́ıćıho matem-
atického modelu, který umožňuje zvýšit pr̊uchodnost laboratorńı sekce s biochemickými ana-
lyzátory nalezeńım optimalńıho rozložeńı prováděných test̊u. Prezentované změny zpřesňuj́ı
model analyzátoru DxC 700 AU.

Kĺıčová slova: úplná laboratorńı automatizace, modulárńı systémy, simulace diskrétńıch
událost́ı, maximalizace pr̊uchodnosti, celoč́ıselné lineárńı programováńı
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Chapter 1

Introduction

Being healthy is one of the greatest concerns for all of us. To cure our illnesses, physicians
first need to diagnose them. Numerous medical conditions are diagnosed by some form
of chemical tests. Many of these types of tests are performed from blood, urine, or other
types of samples, which clinical laboratories then process to obtain the results of methods
requested by the diagnosticians.

In times when the world is affected by a global pandemic, such as the ongoing case of
COVID-19, the number of tests required can rapidly increase and put a lot of pressure on the
healthcare system. The most common source of this pressure is the lack of trained personnel
[1]. Therefore it is desirable to decrease the work performed by the medical staff as much as
possible.

Laboratory automation can help with this problem in multiple ways. It has been shown
that the use of auto-verification of results can increase productivity and relieve the laboratory
personnel from the need to attend to most of the samples [2]. Many other benefits of
laboratory automation have been presented in the literature, such as a significant decrease
in turnaround times, decrease in financial cost per sample [3], reduction in errors, improved
precision [4] and other benefits.

The construction costs of automated clinical laboratories are very high, and so are the
upgrades or modifications to the ones that already exist. One of the ways to save some
capital is to thoroughly explore and assess the choices of medical equipment to fit the needs
based on the present and expected future demand. Modular systems enable the laboratory
to choose the best-suited equipment, which can subsequently decrease the cost while keeping
open doors for future extensions.

The problem with this approach is that the accurate prediction of whether or not a specific
choice of laboratory equipment and configuration is sufficient while not being unnecessarily
costlier than needed, based only on the demand and system parameters, is a very complex
task. Therefore, it is necessary to find a way to support such claims by providing factual
data.

This can be done by defining a set of metrics relevant to the problem and subsequently
evaluating them by generating data with the use of virtual representations of the real-world
systems, so-called ”digital twins” [5], digital modeling, and simulations. This kind of ap-
proach may be challenging to implement due to the complexity of such systems. However,
the ability to use real-world data as input and the ability to collect and output a range of
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metrics, such as sample turnaround time, percentage of maximum load achieved, and causes
of sample delay, corresponding to the concrete input data, are great benefits of this approach.

The main aim of this thesis is to gain a good understanding of a modular laboratory au-
tomation system DxA 5000 Fit [6] and its components and to use this knowledge to build a
software solution that could be used to simulate different configurations of the DxA 5000 Fit
system in order to find the best fit for small and mid-sized laboratories that wish to use this
laboratory automation system. Chapter 3 describes the simulated laboratory automation
system, and we present the implemented simulator in Chapter 4. An already existing math-
ematical model of a laboratory, which uses the DxA 5000 laboratory automation system, is
revised, and changes improving the model’s precision are presented in Chapter 6.
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Chapter 2

Related work

2.1 Quality and performance indicators

One of the most important laboratory key performance indicators used in practice and
literature is turnaround time (TAT). There exist a plethora of different TAT definitions; Breil
et al. [7] fortunately performed an analysis of over 1000 articles leading to the identification
of 162 different TAT definitions, from which 19 different TAT definitions were used in the
laboratory domain. It is not easy to compare studies when most of them use different TAT
definitions. Additionally, even when the same definition of TAT is used, the process of
measuring it is different, i.e., measurements by solely using electronically available points in
time versus manual records from shadowing the medical staff. For this reason, Breil et al.
compiled a timeline for laboratory TAT, shown on Figure 2.1. According to them, the most
common laboratory definition of TAT begins with the receipt of a specimen and ends when
the results are available. These two milestones on the timeline presented in Figure 2.1 are
called ”receipt in lab” and ”report available”.

Figure 2.1: Turnaround time definitions in the laboratory domain [7]

Other quality indicators and their relations have been studied by Tsai et al. [8]. One
other major indicator identified was cost, which includes numerous sources such as personnel
cost, reagent cost, and maintenance cost. In the case of clinical laboratories working with low
amounts of urgent specimens, a more meaningful indicator than TAT might be the efficient
usage of laboratory resources. Resource usage, however, negatively correlates with TAT [8]
and therefore, some laboratories may actually benefit from making changes that lead to a
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slight increase in TAT.

An evaluation process of laboratory changes based on measurements of quality indicators
has been proposed by Miler et al. [9]. This process is shown on Figure 2.2 and has been
used by the authors to evaluate the transition of hospital laboratory to total laboratory
automation.

Figure 2.2: Flowchart of recommended steps for implementation of changes in laboratory
with explained steps on the left side of the chart [9].
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2.2 Total laboratory automation

Laboratory automation can be classified into multiple levels ranging from no automation at
all to total laboratory automation (TLA), where most analyzers and many pre-analytical
and post-analytical workstations are physically integrated as modular systems or connected
by track systems and managed by software [10]. It has been shown that the implementation
of TLA can yield many benefits such as a significant decrease in turnaround times, decrease
in financial cost per sample [3], reduction in errors, improved precision [4], decrease in labor
cost and improvements in TAT [11, 2]. In the case of intra-laboratory TAT, the results
of Angeletti et al. [12] point to TLA having the most significant positive impact on the
pre-analytical phase. The benefits of TLA can be substantial even when upgrading from a
partially automated laboratory [13]. Lippi and Da Rin [10] compiled an overview of the pros
and cons of total laboratory automation shown on Figure 2.3.

Figure 2.3: Potential advantages and limitations of TLA [10].

In hospital environments, statim (short TAT) tests are usually performed in dedicated
laboratories; however, with the emergence of TLA systems, results for all commonly required
laboratory tests can be reported in time consistent with statim needs [14]. Since TLA systems
are expensive, hospitals may not afford to use TLA in all departments. Therefore a core
laboratory using TLA may be built and shared by different departments, which is depicted
in Figure 2.4.
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Figure 2.4: Moving from a compartmentalized laboratory department, in which stat testing
is one of the independent laboratory sections, to a consolidated laboratory activity, where
the core laboratory, using total laboratory automation (TLA), performs first-line tests and
assures clinically suitable turnaround times (TAT) and satellite laboratories just execute
specialized tests, may provide the occasion to create a decision making-based laboratory
department [14].

According to [14], a well-designed TLA in a core laboratory allows eliminating the dis-
tinction between statim and ordinary orders by treating all of them as statim orders. The
TLA should thus manage samples so that it is not forced to prioritize statim samples dur-
ing load peaks. Sample arrivals to the laboratory should be optimized not to create large
batches. The authors also stress the importance of identifying and limiting tests that should
be included in the TLA. Infrequent tests, tests performed in very specific ways, and other
tests needing careful result checks should be excluded from TLA or use specifically reserved
TLA parts [14].

2.3 Laboratory simulation and modeling

The use of virtual models or simulations of clinical laboratories is almost non-existent in
the publicly available literature. In 1994, Vogt [15] used discrete event simulation to model
a hospital laboratory and was able to achieve results comparable to the real system. The
simulation was then used to predict the amount of medical staff and analyzers needed for the
laboratory to be able to process one order of magnitude increase in the number of samples.

More recently, Yang et al. [16] used a discrete event simulator to create a specific model
for a laboratory with total automation. The model was then used to perform optimization of
proposed rules and strategies to reduce sample TAT during periods of peak demand. A blood
laboratory was also modeled in [17] to analyze bottlenecks and laboratory processes. The
authors explored optimal allocation of medical staff and machines to reduce the throughput
time of the system and increase the number of analyzed blood samples. As a result, the
authors achieved significant improvements in desired system parameters.

Simulation of an arbitrary configuration of modular automated laboratory systems is not
present in the literature. This makes it an attractive topic that could potentially bring new
insights into the field.
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2.4 DxA 5000 and DxA 5000 Fit laboratory automation sys-
tems

DxA 5000 [18] is a modular total laboratory automation system developed by Beckman
Coulter, Inc. A smaller version of this system also exists and is called DxA 5000 Fit [6].
It is essential for us to understand how these systems and their parts operate. Fortunately,
workflow analysis and optimization of a laboratory that uses DxA 5000 system have previ-
ously been done by Březina [19]. His work also contains a review on the use of optimization
in the context of clinical laboratories.
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Chapter 3

Laboratory automation system
description

This chapter provides a description of a modular laboratory automation systems DxA 5000
[18] and DxA 5000 Fit [6]. Firstly, some commonly used terms are introduced in Section
3.1. The chapter then continues with the description of individual modules of the systems
in Section 3.2, followed by the description of the sample processing workflow in Section 3.3.

3.1 Commonly used terms

Laboratories usually define two or three levels for TAT guarantees. Physicians appropriately
mark one of these levels for each ordered test to indicate how urgent the results are for
that particular test. Some results are acquired from chemical reactions with long incubation
times, so it may not be possible to order these tests with the most strict TAT guarantee level.
In the context of laboratory automation, each sample is assigned a priority based on the most
strict TAT guaranty level associated with tests for that sample. Both the DxA 5000 and
the DxA 5000 Fit laboratory automation systems distinguish between two levels of sample
priority, standard priority and high priority. We will sometimes refer to samples with
low priority as routine samples and to high priority samples as statim samples. Another
commonly used priority level in a hospital environment is vital, which is also included in
high priority samples.

Among the many tests that laboratories can perform, some are more important and
more common. There are also certain pitfalls associated with the execution of some of the
methods, and these pitfalls must be avoided to obtain accurate results.

An analytical technique for measuring ions in water-based solutions is ISE (Ion Selective
Electrode) [20]. This technique is used by analyzers of the DxA laboratory automation
systems to measure the concentration of three ions. The measured ions are Na+, K+ and
Cl−.

The quality of a blood sample can significantly impact the results of photometric tests;
therefore, the blood quality needs to be measured [19]. The measurements are done by
performing a set of methods called Lipemia, Icteric, and Hemolysis. It is common to refer
to this set of methods as LIH methods.

Multi-step methods are tests that require measurements from multiple reactions to
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determine the final results. Therefore, these methods need multiple aliquots to be able to
perform the different reactions. An example of such methods are methods BIL and BILK
with their variants BIL blind and BILK blind; these methods determine the results by
calculating the difference between two values measured where each value is gained from one
version of the test [19].

Interfering methods are pairs of tests that may negatively affect their results if they
are pipetted after each other. Mutual sensitivity of the used reagents causes this adverse
effect, and a minimal number of washings of the pipetting needle is defined to minimize the
probability of their occurrence [19].

All laboratory automation systems need to transport samples between multiple parts of
the system to fulfill their function. One property of modules in modular TLA systems is
direct track sampling. It is the ability to collect an aliquot from a sample that is placed on
a conveyor, which transports the samples between the modules of the laboratory automation
system without removing the sample from the conveyor and transporting it somewhere else
first.

3.2 Description of modules

Both the DxA 5000 and the DxA 5000 Fit consist of multiple modules that perform pre-
analytical and post-analytical processing of samples, and analyzers that perform the neces-
sary reactions and analyses. A conveyor belt provides the connection between these different
parts of the system.

Figure 3.1 depicts an example of the DxA 5000 system with some pre-analytical parts
and processes colored in green, post-analytical parts colored in blue and analyzer connections
in purple. Centrifugation (1), sample quality detection (2), tube decapping (3) and system
entry point (4) are display as examples of pre-analytical parts and processes. Post-analytical
examples of sample processing are sample storage (9), sample retrieval (10) and result auto-
validation (13) [18].
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Figure 3.1: DxA 5000 Features [18].

3.2.1 Conveyor belt

A conveyor belt provides the transportation of samples between different modules of the
laboratory automation system. There are two tracks present on the belt. The samples are
usually transported via the inner track and only use the outer track to visit the connected
analyzers or modules. The conveyor in the DxA 5000 system can additionally move a sample
onto the track going in an opposite direction at specified places. Thus, the samples do not
always need to travel around the whole length of the belt to reach their destinations.

3.2.2 Input-Output module

The input and output modules of the DxA 5000 system are combined into a single module in
the DxA 5000 Fit system. The input module is where samples get inserted into the system,
and the output module is used for their retrieval. The rest of this section describes the
combined input-output module (IO module).

The IO module has two robots, one is used for removing the caps of samples on the
conveyor belt, and the other robot handles the distribution of samples. New samples are
introduced into the system by manual insertion into the input buffer of the IO module. The
samples from the input buffer are then identified and moved into an internal buffer.

Samples from the internal buffer get handled in four different ways. Processed samples or
samples that need to be processed outside the automation system are moved into the output
buffer. Secondly, samples that do not need to be centrifuged are unloaded to the track.
Thirdly, samples that must be centrifuged are moved into the input buffer of the centrifuge.
Lastly, nothing is done with samples that are still waiting for some test results.

The distribution robot of the IO module can handle 375 samples per hour. The input
module in the DxA 5000 system has two distribution robots instead of one, so it can manage
two samples in parallel.
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3.2.3 Centrifuge

The automation system may be equipped with a centrifuge. In the vast majority of cases, a
centrifuge is present; however, its presence is not required. When the centrifuge module is
present, it is located directly next to the input module or the combined IO module.

The input module prepares batches of samples for the centrifuge in specials buffers. There
are four such buffers, with each holding up to 14 samples. In total, up to 56 samples can be
centrifuged at once. The centrifuge spins for 4 minutes and then decelerates to a stop.

After the centrifugation finishes, the racks with spun samples are transferred from the
centrifuge to a different part of the centrifugation module, where the samples are unloaded
one by one onto the conveyor.

The system is designed such that the preparation of samples for centrifugation, the cen-
trifugation of samples, and the sample unloading onto the conveyor happen simultaneously,
each with different batches of samples.

The buffer exchange proceeds as follows. The racks with samples prepared for centrifuga-
tion are shifted from the input module into the centrifugation module. An empty rack is set
aside from the racks in the unloading area to make space for a new rack. A rack with spun
samples is moved from the centrifuge to the unloading area. A rack with prepared samples
is then inserted into the centrifuge. Finally, an empty rack is moved from the unloading
area among the racks with prepared samples. This cycle repeats additional three times with
the remaining racks in order to move all four racks from each section to the next. The rack
exchange process concludes with the input racks shifting back into the reach of the input
module. The whole rack exchange process takes less than two minutes.

3.2.4 Rack Building Unit

A rack building unit (RBU) is used to connect analyzers which work with racks of samples
instead of each sample individually. This module collects samples from the conveyor belt
and inserts them into rack units. Priority samples are inserted into priority racks.

The racks are sent into the connected analyzer whenever a rack gets full or after a
timeout is triggered. The timeout is configurable and can be set to a different value for racks
of different priorities. The RBU’s decision to send or not send a rack into the analyzer can
also be influenced by the samples that are currently heading to it.

The RBU can also be configured to delay the process of unloading the samples back to
the conveyor [19]. One of the reasons for doing so is the decreased time it takes the sample to
repeat some tests on the connected analyzer. In those cases, the samples that need to redo
some tests are moved to a new rack, usually a priority rack, and are sent for processing by
the analyzer. The other samples from the original rack are then unloaded onto the conveyor
[19].

The RBU can manipulate only one sample at a time. It takes only a few seconds to load
or unload a sample. Each rack can hold up to 10 samples, and the RBU can hold up to 27
racks in its buffer.

3.2.5 Analyzer DxI 800

The DxI 800 is an immunoassay analyzer capable of direct track sampling. When a sample
arrives in front of the analyzer, its label is scanned to identify it and determine how many
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aliquots the analyzer needs to create from the sample. The number of aliquots taken is
calculated based on the total volume of the requested tests. One aliquot is pipetted if the
total volume does not exceed 500 µl. If the total volume is greater than 500 µl, additional
aliquots are pipetted, each covering at most another 500 µl of the total volume needed.

The analyzer can take an aliquot from a sample every 18 seconds. The aliquot pipetting
itself is very fast and only takes up a small fraction of the time. The aliquot can be retrieved
from the internal storage 9 seconds after the start of the pipetting cycle. Most of the time
is then spent moving and washing the pipetting needle. The analyzer releases the sample
after the required amount of aliquots gets pipetted. Since the aliquot pipetting itself is fast,
the sample is not delayed much if only one aliquot is needed and the last pipetting of the
previous sample started more than 18 seconds ago.

Four robotic arms are located inside the analyzer, and their job is to perform the requested
tests. This is done by dividing the stored aliquots into reaction slots and by subsequently
adding correct reagents to them [19]. Each arm can start the reaction for one method every
36 seconds. The four robotic arms are offset so that a reaction can be started every 9 seconds.
However, only one arm may use an aliquot at any given time, so two arms cannot perform
two different tests simultaneously for one sample if they come from the same aliquot. The
necessary reagent for the given test may also be unavailable because another arm is using it;
hence the execution of this test must also be postponed to a later time. Table 3.1 shows an
artificial example of the inner pipetting mechanism.

Time [s] Arm 1 Arm 2 Arm 3 Arm 4

0 M1 - - -
9 M1 M2 - -
18 M1 M2 M3 -
27 M1 M2 M3 M4
36 M5 M2 M3 M4
45 M5 M6 M3 M4
54 M5 M6 - M4
63 M5 M6 - -
72 - M6 - -

Table 3.1: An artificial example of the inner pipetting mechanism of the DxI 800 analyzer
assuming the following aliquots were collected: A1={M1, M5}, A2={M2, M6}, A3={M3},
A4={M4}.

The analyzer can prioritize the execution of tests for statim samples over routine samples.
The incubation time is different for each immunological method, and the results of performed
tests are therefore reported separately.

A variant of this analyzer exists, and it is called DxI 600. The difference between them
is that the performance of the DxI 800 is two times the performance of the DxI 600.

3.2.6 Analyzer DxC 700 AU

The DxC 700 AU is an analyzer used to perform biochemical tests, and is shown on Figure 3.2.
The analyzer is capable of direct track sampling. The rack feeder module (7) is not present
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when direct track sampling is used and it is replaced by the track. A separate aliquot
is pipetted (6) for each requested method of the sample. Multiple aliquots are collected
to perform a single test if the method is a multi-step method. The length of the aliquot
pipetting cycle is 4.5 seconds.

Figure 3.2: DxC 700 AU Hardware Overview (Top and Front View) [21].

ISE methods are handled a little differently from all other methods on this analyzer.
The same pipettor (6) is used to collect the ISE aliquot and all other aliquots; however,
the ISE aliquot is handled differently inside the analyzer, because it is handled by the ISE
module (12) instead of the photometry component (3). Only one aliquot is needed for the
ISE methods, yet another ISE cannot be pipetted after 4.5 seconds but only after 18 seconds.

The requested methods of a sample are pipetted in a defined fixed order except for ISE
methods which are pipetted as soon as possible. Interfering methods are handled by waiting
for an appropriate number of pipetting cycles to pass to ensure sufficient washing of the
pipetting needle. The fixed pipetting order mentioned earlier is created in order to minimize
the waiting caused by needle washing.
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The sample is released from the analyzer after the pipetting of all aliquots for the re-
quested methods has finished. The analyzer reserves one pipetting cycle between two con-
secutive samples as shown in Table 3.2

Time [s] Pipetted sample: method

0 Sample 1: A
4.5 Sample 1: B
9 -

13.5 Sample 2: A
18 Sample 2: C

Table 3.2: DxC 700 AU pipetting example with skipped pipetting cycles (-).

The incubation time for biochemical tests is more or less the same for all of them.
Therefore, the sample’s test results of methods performed on this analyzer are reported
collectively.

3.2.7 Analyzer series AU5800

The AU5800 is a series of biochemical analyzers that differ only in the number of photometric
modules and the number of modules specialized for ISE methods. The analyzer can have
anywhere from 1 to 4 photometric modules and from 0 to 2 ISE modules. The specific
configuration can be derived from the name AU58XY, where X stands for the number of
photometric modules and Y stands for the number of specialized ISE modules.

This analyzer is connected to the track via a rack building unit (RBU) described in
Section 3.2.4 and a rack feeder unit [22] shown on Figure 3.3. The analyzer receives racks
with samples from the RBU via the rack loader unit (4) and stores them inside a rack buffer
unit (13). The buffer can hold up to 24 racks with up to 10 samples in each rack. When a
rack is selected for processing, it is inserted into one of two processing lanes of the analyzer.
The rack is inserted into a bypass lane (11) if the rack has high priority and into the primary
sample transport lane (9) otherwise. The rack then visits the modules of the analyzer. The
ISE modules are located before the photometric modules. When the rack reaches the end of
the line it travels through the return lane (10) to the rack unloader unit (5) and to the RBU
where the samples are unloaded back on the conveyor.
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Figure 3.3: Rack Feeder Unit [22].

In the ISE module, one aliquot is pipetted from each sample with ISE requested from
the rack. The pipetting order is the same as the order in the rack, and the length of this
pipetting cycle is 12 seconds.

Each photometric module contains two reaction carousels that store sample aliquots.
Chemical reagents are added to the aliquots to cause reactions that are used to determine
the results of the requested tests. Each carousel operates with one robotic arm that pipettes
the aliquots. The arm makes an aliquot every 3.6 seconds. The two carousels take turns,
and so in ideal conditions, an aliquot is made every 1.8 seconds. The aliquots are pipetted
only from one sample at a time, and the order of samples is given by their order in the rack.
The rack can shift its position in time to allow the pipetting of an adjacent sample by the
other carousel, i.e., an aliquot from the following sample can be taken 1.8 seconds after the
aliquot from the previous sample.

One reason for skipping a pipetting cycle is the washing of pipetting needles caused by
interfering methods. However, the methods are usually assigned to the carousels such that
this happens as little as possible.

Another reason for skipping a pipetting cycle in the photometric module are odd methods
[19] caused by the assignment of methods to carousels. Simply put, a pipetting cycle is
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skipped whenever a carousel does not have reagents for any of the not yet pipetted sample
methods. Carousels contain reagents only for those methods that are assigned to them. This
is done in order to save money. An example of skipped pipetting cycles due to the occurrence
of odd methods is shown in Table 3.3, the missed cycles are denoted by ”-”.

Sample - methods Time [s] Inner carousel (A, B) Outer carousel (C, D)

Sample 1 - A, C
0 A
1.8 C

Sample 2 - A, B
3.6 A
5.4 -
7.2 B

Sample 3 - D 9 D

Sample 4 - A
10.8 A
12.6 -

Table 3.3: An example of skipped pipetting cycles (-) caused by odd methods.

The rack feeder unit sends the racks from the buffer to the analyzer whenever a line has
enough space for a new rack. The maximum number of racks in a module is 2 in a line.
Samples from one are undergoing aliquot pipetting, and the other waits for the first to be
done. The only exception is in front of the first module, where one extra rack can wait. The
modules process racks in the bypass lane first.

The incubation time is the same as in the case of DxC 700 AU. Therefore, the sample’s
test results of methods performed on this analyzer are also reported collectively.

3.2.8 Other

Other modules and analyzers than the ones specified in Section 3.2 can be used with the DxA
5000 laboratory automation system. The system also supports analyzers for hematology [18],
coagulation [19] and a selection of other third party instruments [18]. An example of this is an
installation [19] of the DxA 5000 system that uses an immunological analyzer LiaisonXL. One
commonly used module is a storage module that allows for easier management of processed
samples.

3.3 Sample processing workflow

This section describes the decision processes of the laboratory automation system, which are
tied to the sample processing workflow.

3.3.1 Sample routing

A sample’s route is determined by its route plan. The route plan contains analyzers with
assigned methods that the analyzer should perform for the sample. The sample visits the
analyzers in the same order as specified in the route plan.

The route plan is created when the input module identifies the sample. The route plan
creation process considers multiple factors when creating the route plan. A detailed descrip-
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tion of this process is omitted to prevent the disclosure of trade secrets. In general, the
process tries to prioritize analyzers according to user settings, balance analyzer loads, and
minimize the number of analyzers visited for each sample, among other things.

3.3.2 Sample centrifugation

Samples, such as blood, that require the specimen to be separated into different layers with
centrifugal force start by visiting the centrifuge. The system selects samples for centrifugation
based on priority and expected load of the analyzers caused by the batch of selected samples.

When no samples are present inside the centrifuge and no other samples from the input
can be included in the next centrifugation cycle, the system waits a certain amount of time
for any newly inserted samples that could be included. This timeout duration depends on
the highest sample priority from samples that are included in the next centrifugation cycle.

3.3.3 Repeated testing

Sometimes one or multiple tests must be repeated to ensure that the obtained results are
correct. When this happens, the system waits for the sample to finish executing the current
route plan, and then it creates a new route plan based on the tests that need to be repeated.
The sample executes the new route plan and is usually treated as having high priority. The
centrifuge is not revisited this time.

3.3.4 Custom rules

The users can implement custom system rules. In one installation of the DxA 5000 system,
samples wait for biochemical results in an RBU of an AU5811 analyzer in order to decrease
the time it takes to perform repeated tests [19]. The user can also influence the route plan
creation process by specifying rules for assigning specific methods between analyzers, which
is demonstrated in the same installation as mentioned above.

3.3.5 Laboratory configurations

The relative placement of modules to each other in a laboratory is highly dependent on
multiple factors. Available space, test prioritization, general laboratory workflow, and many
other aspects are considered. Analyzers from the same group, such as biochemistry or
hematology, are generally placed close together. An example of laboratory configuration with
the DxA 5000 Fit system is an L-shaped conveyor with the IO module at one end, one or
two DxI analyzers in the middle, and two DxC 700 AU analyzers at the other end. However,
another laboratory might prefer the IO module to be in the middle with immunology on one
side and biochemistry on the other side of the IO module.
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Chapter 4

Simulator design

This chapter addresses the design of the application that simulates the DxA 5000 Fit labora-
tory automation system. First, the general application requirements are presented in Section
4.1. The architectural design is explained in Section 4.2, followed by description of inputs
and outputs in sections 4.3 and 4.4. Finally, some information about the implementation
and used technologies is provided in Sections 4.5, 4.6 and 4.7. Additionally, images depicting
the user interface and graphical outputs are attached in the appendix.

4.1 Requirements

4.1.1 Functional requirements

1. Supports simulation of the DxA 5000 Fit laboratory automation system.

2. Supports the following laboratory modules:

(a) Input-Output

(b) Centrifuge

(c) DxI 800

(d) DxC 700 AU

(e) AU5811

3. User can create custom laboratory configurations.

4. User can use laboratory data as input for the simulation.

5. User can view comprehensive graphical analysis of the results.

6. User can download simulation results for further analysis.

4.1.2 Non-functional requirements

1. The application should run locally without accessing the internet.

2. The application should be compatible with Windows 10 operating systems.
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3. The application should be easy to use.

4. Simulations should be fast.

5. Simulations should faithfully imitate the behavior of real-world laboratories.

6. The application should be extensible for future additions of modules.

4.2 Architecture

The application is quite simple from an architectural point of view. Users interact with
the application via their preferred browser. A simple local HTTP server serves content
to the user based on rules defined for specified local URL routes. When appropriate, the
server prompts the operating system to spawn a new process that performs a discrete event
simulation. The input data for the simulation process and its output are stored as files in
the application’s directories on the file system. Figure 4.1 depicts the simulator’s simple
architecture.

Simulation
Process

Storage

Browser Web Server

Creates 

Data

HTTP Request

HTTP Response

Data

User Workstation

Figure 4.1: General architecture of the simulator.

There are many benefits to the selected architectural design. First of all, the architecture
naturally promotes separation of concerns, specifically the user interface, data validation, and
simulation. Additionally, the simplicity allows for easy adaptations. For example, it would be
easy to have a company’s employees use the simulator remotely by hosting the simulator on
the company’s server. An inclusion or addition of authorization and a transition to database
storage should not be problematic. Similarly, the simulation processes could be queued and
easily modified to be executed by a group of workers.

4.3 Input data

The simulator requires two files with input data to perform a simulation. One file contains
information about samples and requested tests, and the other describes various parameters
of the simulated laboratory system. Section 4.3.1 describes the sample inputs and Section
4.3.2 describes the file with laboratory parameters.
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4.3.1 LIS simulation data

The simulator needs information about samples and tests to simulate. This is provided in a
CSV (comma-separated values) file. Laboratories use laboratory information systems (LIS)
to gather and manage information about requested and performed sample tests. This data
can be used as an input to the simulator. So, the input CSV file uses one of the LIS data
formats. The fields are listed below in order of their occurrence in the CSV file.

1. sample identifier

2. date of receipt

3. time of receipt

4. method

5. stat

6. material

7. execution date

8. execution time

9. date of collection

10. time of collection

A semicolon is used as a separator for the fields. All dates are in the format ”YYYY-MM-
DD” and time uses the format ”HH:MM”. The simulator uses the date and time of receipt as
the time when the sample is available for processing. Samples that contain multiple different
times of receipt are ignored and listed to the user in a simulation’s report. The execution
time is used to graph information about the real performance of a laboratory. The collection
time is unused.

The method field specifies a method that needs to be performed for the sample. The stat
field describes the sample’s priority. Samples with standard priority are represented by the
value ”0” and samples with high priority by ”1”. The material field is used to decide whether
or not a sample needs to be centrifuged. Only serum and plasma samples are centrifuged.

4.3.2 System description file

A JSON 1 file is used as another input to the simulator to describe various parameters of
the simulated system. The file is validated against a JSON schema 2. However, some things
cannot be validated by the schema alone, so extra validation is implemented and performed
by the HTTP server. The file contains three main groups of parameters called Methods,
Modules, and Configuration.

1https://www.json.org/json-en.html
2https://json-schema.org/
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The Methods group contains parameters for every method that can be simulated. All
four parameters in Table 4.1 must be specified for each method under its identifier used as
a key.

Parameter Unit/Type

duration seconds
panel string
steps aliquots
volume µl

Table 4.1: Method parameters.

The duration parameter describes the method’s incubation time. The panel parameter
defines a group of methods to which the method belongs. The steps parameter describes the
number of aliquots needed to perform the method. This is used by the DxC 700 AU and
the AU5811 analyzers. Finally, the volume parameter defines the method’s aliquot volume
pipetted by the DxI 800 analyzer.

The Module group contains parameters for simulation models of the DxA 5000’s modules.
Parameters of the Input-Output module and the Centrifuge are summarized in Table 4.2 and
Table 4.3. Analyzer parameters are listed in Table 4.4 (DxI 800), Table 4.5 (DxC 700 AU)
and Table 4.6 (AU5811). The parameters of a rack building unit are listed in Table 4.7.

Parameter Unit

sample manipulation time seconds

Table 4.2: Input-Output module’s simulation parameters.

Parameter Unit

capacity samples
sample manipulation time seconds
spinning duration seconds
rack exchange duration seconds
timeout
- priority seconds
- routine seconds

Table 4.3: Centrifuge’s simulation parameters.

Parameter Unit

aliquot pipetting duration seconds
method pipetting duration seconds
max. aliquot volume µl
max. theoretical hour capacity tests

Table 4.4: DXI 800’s simulation parameters.
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Parameter Unit

photometry pipetting duration seconds
ISE pipetting duration seconds
max. theoretical hour capacity tests

Table 4.5: DxC 700 AU’s simulation parameters.

Parameter Unit/Type

photometry pipetting duration seconds
ISE pipetting duration seconds
max. ISE queue racks
max. photometry queue racks
max. theoretical hour capacity tests
RBU RBU parameters

Table 4.6: AU5811’s simulation parameters.

Parameter Unit

sample manipulation time seconds
rack capacity samples
transport time seconds
timeout
- priority seconds
- routine seconds

Table 4.7: RBU’s simulation parameters.

The last group of parameters describes the laboratory configuration and some simulation
settings. The parameters are listed in Table 4.8 with details for some map values in Table
4.9.

Parameter Unit/Type

with centrifuge boolean
method fail percentages map (method panel −→ number from range [0, 100])
LIH policy one of: never / always / <specific method panel>
ISE methods list of methods
modules module map
method assignment assignment map

Table 4.8: DxA configuration parameters.

As stated in Section 3.3.3, it is sometimes necessary to repeat some tests. A percentage of
methods that will need to be repeated can be defined separately for each group of methods.
LIH methods test blood quality and can either not be performed at all, be always performed,
or be performed only for samples with tests from a selected group. A list of methods from
the input file described in Section 4.3.1 that together form ISE methods must be specified.
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Additionally, analyzers and modules used by the simulated laboratory must be defined.
Each position on a conveyor is mapped to a module. The position is expressed as a non-
negative integer, and the module is defined by parameters listed in Table 4.9.

An IO module must always be present. One module must also always be connected
to the conveyor’s base position, i.e., the position at index 0. The ”travel time” parameter
describes how long it takes a sample to travel from the base position to the connected module.
However, the parameter corresponds to the time it takes a sample to travel around the whole
conveyor when the module’s position is the base position.

Parameter Unit/Type

id unique string
type one of: IO / DXI 800 / DXC 700 AU / AU5811
priority integer
travel time seconds

Table 4.9: Module map’s value parameters.

Lastly, each analyzer has a pool of tests it can perform. A list of available methods is
mapped to the unique identifier of each connected analyzer. A list of available methods is
assigned to each carousel for the AU5811 analyzers.

4.4 Output data

The simulation process generates two data outputs. Each data entry in the first output file
consists of the following information. The second pipetting time is relevant only for methods
that were measured repeatedly. Otherwise, it is equal to the first pipetting time.

• sample identifier

• method identifier

• timestamp of the time at which the method’s results were available

• identifier of the analyzer that performed the method

• timestamp of the first time the sample’s method was pipetted

• timestamp of the second time the sample’s method was pipetted

This data output is used to generate graphical outputs provided by the simulator. The
graphs are interactive, and the user can download each graph as an image or export the
underlying data with a single click. The simulator provides the following graphs.

• Analyzer utilization over time

• Breakdown of methods executed on the analyzers

• Comparison of analyzer workload over time

• Histogram of sample TAT differentiated by priority
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• Distribution of sample TAT differentiated by priority

• Sample TAT based on sample arrival time

• Pre-analytical time and method execution time based on sample arrival time

• Histogram of sample arrival time by priority

• Histogram of sample arrival time by methods

• Histogram of sample arrival time by methods separately for each sample priority

• Histogram of sample arrival time by sample type

• 2D visualization of 5-dimensional data about sample methods

– Method type

– Analyzer that performed the method

– Sample priority

– Sample TAT

– Type of methods requested by the sample

• Analysis of the real laboratory data

– Histogram of sample TAT differentiated by priority

– Distribution of sample TAT differentiated by priority

– Sample TAT based on sample arrival time

– Method execution time based on sample arrival time

Examples of all graphs are available in the appendix. In addition to the graphs, the
simulator provides information about the simulated configuration, a list of ignored methods
and samples, and the total number of simulated methods and samples.

The second output file provides the simulation’s event log. Each data entry consists
of a timestamp, sample’s identifier, event type, and additional information relevant to the
reported event. The different event types mimic events reported by laboratory automation
systems and are listed in Table 4.10.

Event type Additional information

CENTRIFUGATION START -
METHOD PIPETTING method id, analyzer id and carousel
NEW RESULT method id, analyzer id and result validity
NEW ROUTE PLAN route plan
NEW SAMPLE sample priority
RACK TRANSPORT analyzer id and transport direction
SAMPLE ARRIVAL module id
SAMPLE PROCESSED -
SAMPLE RELEASE module id
SAMPLE SCHEDULED FOR RERUN -

Table 4.10: List of logged events with additional information about details provided.
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4.5 Simplification of the simulated systems

The simulation models the systems primarily based on the description provided in Chapter
3. However, some processes were simplified with the permission of the users.

4.5.1 IO module

The limited rack capacity of buffers in the IO module is not modeled. Additionally, the
sample manipulation is performed in a round-robin manner. One sample is moved in each
round unless there are no tubes available in which case the round is skipped without any
time loss.

4.5.2 DxI 800

Reagent availability during the inner method pipetting performed by the DxI 800 analyzer
is not modeled. Instead, the internal pipetting process is simplified. Each method’s inner
pipetting time is computed based on the number of methods performed from the same
aliquot. Assuming that k methods are pipetted from the same aliquot, and d equals the inner
method pipetting cycle’s duration, then one method would be pipetted every d seconds. By
averaging over all methods from the aliquot, we get that the additional delay caused by inner
pipetting is equal to d(k+1)

2 for each method from the aliquot.

4.5.3 DxC 700 AU and AU5811

Cycles reserved for needle washing between the pipetting of interfering methods are not
considered. This simplification is possible since the methods are pipetted in order such that
the additional washing is rarely needed.

4.5.4 Repeated tests

As shown in Table 4.8, one input parameter is the percentage of repeated tests for each group
of methods. To achieve consistent simulation results, the methods that will be repeated are
preliminarily decided in a deterministic manner. Assuming p percent of methods from group
g should be repeated, we can compute the number n of consecutive methods that are not
repeated according to (4.1).

n =
100− p

p
(4.1)

After n sample methods from group g, the following sample method from group g is re-
peated. This continues with another n methods that are not repeated and then one repeated
method again.
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4.6 Technological stack

The simulator is implemented in Python and is compatible with versions 3.9 and higher.
SimPy 3, Plotly 4 and Flask 5 are the main libraries used to implement the simulator. Flask
provides a built-in HTTP server and allows for clear and easy web interface implementa-
tion. Plotly provides a high-quality interactive graph functionality, and SimPy is a library
for creating discrete event simulations. Additionally, PyInstaller 6 was used to bundle the
application into a single package for distribution.

4.6.1 SimPy workflow

The SimPy library provides utilities to create and execute discrete event simulations. In
essence, any process can be described as a series of events with some time passing between
them. The library allows the developer to register events and processes that can then be
executed in the correct order. The processes are implemented by defining python generators
that generate related events. The simulated system’s parts are essentially implemented by
describing various processes that occur in the simulated system with additional encompassing
logic. The simulation then runs until all samples are processed.

4.6.2 Simulation speed

The number of generated events heavily influences the execution speed of simulated processes.
Fewer events result in faster simulations. The number of events scales with the number of
input samples and methods; however, it also depends on the implementation of models
for the DxA5000 system and its components. Multiple possible implementations of various
processes were considered in order to decrease the number of events generated by the models.
An example of such optimized implementation is the pipetting on analyzers AU5811. A
naive implementation would generate an event for each started pipetting cycle; however, the
analyzers are never used 100% of the time. Since the AU5811 starts a new pipetting cycle
every 1.8 seconds, this implementation would generate a lot of events that would be ignored.
The clever implementation generates pipetting events only when there are samples to pipette
aliquots from.

4.7 Object models

The simulated system was primarily implemented using an object-oriented programming
approach. This section provides a brief summary of the main classes used by the simulator.

4.7.1 Data classes

• LoggedEvent - holds information about a logged simulation event

• Method - holds parameters of a method as per Table 4.1

3https://simpy.readthedocs.io/en/latest/
4https://plotly.com/python/
5https://flask.palletsprojects.com/en/2.1.x/
6https://pyinstaller.org/en/stable/



28 CHAPTER 4. SIMULATOR DESIGN

• Sample - holds information about a sample similar to those listed in Section 4.3.1

• RoutePlan - sample’s route plan describing the order of analyzers and methods per-
formed on them

• ModuleInfo - holds information about a module connected to the conveyor

4.7.2 Enums

• EventType - types of logged events

• SpecialMethods - specially treated methods such as LIH and ISE

• SamplePriority - differentiated sample priorities

• MethodResultValidity - validity of performed tests

• CentrifugeState - states of the centrifuge module

4.7.3 System models

• ExtendedSimpyEnvironment - extends SimPy’s simulation environment with access
to simulation logger and functionality providing mapping of the simulation time to
corresponding date and time and vice versa

• SimulatedMethodResult - holds information about a performed method with additional
functionality necessary for the simulation

• SimulatedSample - encapsulation of Sample that provides the functionality necessary
for the simulation

• SampleRack - models racks for samples

• SampleRackFactory - provides new racks with consistent parameters

• RackBuildingUnit - models rack building unit for analyzers without direct track sam-
pling

• Module - abstract class defining the common interface of system modules

• DTSAnalyzer - abstract class defining the common interface of analyzers with direct
track sampling

• RBUAnalyzer - abstract class defining the common interface of analyzers without direct
track sampling

• Conveyor - connect system modules and moves samples between them

• Centrifuge - models the centrifuge functionality

• IO - models the IO module functionality

• DXI800 - models the functionality of DxI 800
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• DXC700AU - models the functionality of DxC 700 AU

• AU5811 - models the functionality of AU5811

• DxA5000Fit - abstracts the simulation process

• PlannedAnalyzerLoadsTracker - tracks analyzer loads based on route plans

• MonitoredQueue - encapsulation of a queue 7 from standard library that allows the
tracking of operations performed on the queue with SimPy events

• LIHPolicy - policy deciding planning of LIH methods

• MethodFailurePolicy - decides repeated method testing

• RoutePlanCreationPolicy - creates sample route plans

• MaxAnalyzerLoadPolicy - allows to make analyzer load balancing decisions

7collections.deque
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Chapter 5

Simulator testing

This chapter presents testing methodology used during the development process of the sim-
ulator in Section 5.1. Sections 5.2 and 5.3 inform about simulation speed benchmarks and
user acceptance testing.

5.1 Development tests

The simulator development relied on a great understanding of the simulated systems. For
this reason, the majority of time was spent on the creation of a detailed specification. At
first, a specification written in natural language was created, and then it was reviewed by
the users to ensure its correctness. The reviewed specification was then formalized according
to Table 5.1 to function as a base for the system’s design.

Unique identifier Name of the requirement

Purpose Description of the purpose behind this requirement

Action Description of actions taken to generate the output from the input

Input List of inputs

Output List of outputs

Table 5.1: Structure of requirements in formalized system specification.

Static testing was also performed on the source code during the development process.
Static type checking played a significant role since the simulator was developed in Python,
a dynamically typed language. In addition to type checking, Pylance 1 was used for other
source code diagnostics including analysis for potential errors.

The development process consisted partially of test-driven development. In other cases,
the code was first written and then tested. An unresolved problem with the use of the
SimPy library halted the implementation of automated tests for units described by process
generators used for the discrete event simulation. So, the corresponding unit and integration
tests were instead performed manually.

Component and system correctness was also verified with end-to-end testing. Artificial
simulator inputs were created for each testing scenario, and the simulation log was compared

1https://marketplace.visualstudio.com/items?itemName=ms-python.vscode-pylance
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to the expected behavior. The testing scenarios included simple simulation speed tests. More
precise performance testing is described in Section 5.2.

The testing process concluded with user acceptance tests that are described in Section
5.3. Figure 5.1 shows the development and testing process.

Business
Requirements

Specification

Design

Code

Review

Review

Distribution User Acceptance
Tests

System

Components Unit and Integration
Tests

System Tests  
(e2e, performance)

Static Testing

Figure 5.1: Development and testing process.

5.2 Simulation speed benchmarks

Section 4.1.2 lists non-functional requirements imposed on the simulator. One of them is
short simulation time. In the worst case, simulations should not take more than a few
minutes. This section describes how the system’s performance was measured and presents
the results.

5.2.1 Methodology

Multiple testing scenarios were prepared. The testing scenarios differed in either the number
of simulated samples and requested methods or the laboratory system’s configuration. The
execution time of the simulation process was measured using Python’s performance counter
clock 2. The execution time for each scenario was measured five times. Mean values including
99% confidence intervals were computed from the measurements according to the standard
error margin formula

e = 2.576

√
1

N−1

∑N
i=1 (xi − x̄)2

√
N

. (5.1)

Parameters of the machine used for performance testing are listed below.

• Intel Core i5-8250U

• Microsoft Windows 10 Home (x64) Build 19043.1645

• 8GB 1200MHz CL10 Dual-Channel RAM

• 256 GB SSD
2https://docs.python.org/3/library/time.html#time.perf counter
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5.2.2 Results

Tables 5.2, 5.3, 5.4 and 5.5 describe measured configurations and their performances. The
first three columns describe the measured configuration, the corresponding number of simu-
lated samples, and the number of simulated methods. The fourth column contains the mean
execution time in seconds including the range of the 99% confidence interval. At last, the
overloaded parameter indicates configurations in which the number of requested methods
exceeded the maximal analyzer load of the selected configuration for a prolonged amount of
time.

Configuration
Number of Number of CPU Time [s]

Overloaded
Samples Methods (99% confidence)

1x DxI 800 334 563 1.22 ± 0.09 No
1x DxI 800 668 1126 1.61 ± 0.08 No
1x DxI 800 1336 2252 2.31 ± 0.19 Yes
2x DxI 800 334 563 1.44 ± 0.07 No
2x DxI 800 668 1126 1.56 ± 0.09 No
2x DxI 800 1336 2252 2.38 ± 0.28 No
2x DxI 800 2004 3378 3.06 ± 0.17 Yes

Table 5.2: Performance of configurations with analyzers DxI 800.

Configuration
Number of Number of CPU Time [s]

Overloaded
Samples Methods (99% confidence)

1x DxC 700 AU 1126 8876 3.77 ± 0.11 Yes
2x DxC 700 AU 1126 8876 3.46 ± 0.06 No
2x DxC 700 AU 2252 17752 6.88 ± 0.16 Yes

Table 5.3: Performance of configurations with analyzers DxC 700 AU.

Configuration
Number of Number of CPU Time [s]

Overloaded
Samples Methods (99% confidence)

1x AU5811 1126 8876 3.99 ± 0.06 No
1x AU5811 2252 17752 7.06 ± 0.21 Yes
2x AU5811 1126 8876 4.10 ± 0.07 No
2x AU5811 2252 17752 7.36 ± 0.19 No
2x AU5811 4504 35504 15.24 ± 0.39 Yes

Table 5.4: Performance of configurations with analyzers AU5811.

Configuration
Number of Number of CPU Time [s]

Overloaded
Samples Methods (99% confidence)

2x DxI 800 + 2x DxC 700 AU 1232 9439 3.56 ± 0.10 No
2x DxI 800 + 2x DxC 700 AU 2464 18878 7.14 ± 0.20 Only DxC analyzers

Table 5.5: Performance of configurations with mixed analyzers.
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The results indicate that the execution time of configurations with biochemical analyzers
scales linearly with the number of requested methods. Figure 5.2 compares the execution
times together with corresponding linear regressions. In conclusion, the simulator satisfies
the imposed speed requirements.

Figure 5.2: Comparison of execution times for different configurations.

5.3 User acceptance tests

A piece of software needs to meet the predefined set of requirements and get accepted by
the end-users to be considered a finished product. The simulator was thoroughly tested
by multiple experts in the domain of laboratory design and analysis. Simulations of several
laboratories were performed, and the simulation results were compared to the real operational
data analysis results. The simulator shows errors within the range expected by the users, so
it meets the precision requirements and is well-suited for laboratory analysis. As a result,
the simulator will significantly help with future laboratory designs since it will be used to
verify the suitability of technological proposals.
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Chapter 6

Laboratory optimization problem

This chapter presents an improved version of a mathematical model balancing loads of bio-
chemical analyzers in the DxA 5000 laboratory automation system. A detailed description
of the optimization problem and the original model is presented in Březina’s master’s thesis
[19]. A brief summary of the optimization problem and the original model is given in Section
6.1. The improved model and the reasoning behind the introduced changes are presented in
Section 6.2. Březina’s mathematical notation is adopted for easy comparison of the models.

6.1 Problem and Model Description

The section briefly introduces the laboratory, and the corresponding load balancing problem
addressed by Březina in his thesis [19]. The optimization problem is introduced in Section
6.1.1. Section 6.1.2 introduces and briefly describes Březina’s mathematical model that is
revised and improved in Section 6.2.

6.1.1 Problem statement

Laboratories may suffer from imbalanced distribution of work among the available analyzers.
Karel Gevančiak [23] was the first to observe an imbalanced workload distribution in a hospi-
tal laboratory on system Cobas 8000. The imbalance is caused by a suboptimal distribution
of chemical reagents among the available reaction carousels given the ordinary spectrum of
samples and requested tests for the laboratory. The test results are generated based on dif-
ferent reactions each requiring a specific reagent. This means that different tests are assigned
to different reaction carousels based on the reagents available for the given carousel. The
imbalance could be avoided by distributing all reagents to all carousels. However, this solu-
tion greatly increases material costs for the laboratory since it is common to assign almost
every method to only one of the reaction carousels.

The imbalance causes high utilization of some carousels, which increases waiting times in
front of the affected analyzers. This results in the overall increase in sample TAT. Therefore,
the goal is to achieve uniform carousel utilization levels. The maximal carousel workload
decreases when the workload is distributed more uniformly among the carousels, so the
problem can be formulated as minimizing the maximal workload among the carousels. This
is expressed in Equation (6.1) where C is a set of reaction carousels, c is a carousel from the
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set C, and lc is the workload of carousel c. We assume a scenario with three biochemical
carousels, one carousel in the DxC 700 AU analyzer and two in the AU5811 analyzer.

minmax
c∈C

lc (6.1)

A carousel workload depends on sample methods executed by the given carousel. The
spectrum of samples and requested tests varies and cannot be controlled. However, a
carousel’s workload can be influenced by changing the set of available tests which are asso-
ciated with the given carousel. So, the idea is to find an optimal assignment of methods to
carousels that minimizes the maximal workload among the carousels.

6.1.2 ILP Representation

This section starts with Březina’s ILP (integer linear programming) model and lists all used
sets, parameters, decision variables, and their respective meanings. A brief explanation of
the mathematical representation follows. The model is taken from Section 4.2 of Březina’s
master’s thesis [19].

The model uses parameters based on laboratory operational data, i.e., a log with in-
formation about requested and performed tests across multiple days, so its complexity is
dependent on the data size.

min
∑
D

max
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J
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∑
A

∑
Ba

xa,bj = 1 ∀j ∈ J (6.2)

xa,bj + xa,bj′ ≤ 1 ∀
(
j, j′

)
∈ F,∀a ∈ A, ∀b ∈ Ba (6.3)

x1,1BIL = 0;x1,1BILK = 0 (6.4)

h1,1d,i + h1,2d,i = hd,i ∀d ∈ D,∀i ∈ Id (6.5)

|Ji| −
∑

Ji
x2,1j

|Ji|
≥ hd,i ≥ 1−

∑
Ji

x2,1j ∀d ∈ D,∀i ∈ Id (6.6)

n1,2
d,i =

∑
Ji

pjx
1,2
j + h1,2d,i ∀d ∈ D,∀i ∈ Id (6.7)

n1,1
d,i =

∑
Ji

pjx
1,1
j + h1,1d,i ∀d ∈ D,∀i ∈ Id (6.8)

td,i ≥
∑
Ba

xa,bj +
∑
Ba′

xa
′,b

j′ − 1 ∀d ∈ D,∀i ∈ Id,

∀j, j′ ∈ Ji : j ̸= j′,∀a, a′ ∈ A : a < a′ (6.9)

α ≥ 1

|D|
∑
Id

(1− std,i) td,i (6.10)

Sets:

• D - The set of all considered days.

• I - The set of all samples. Id denotes a set of samples processed in day d.

• J - The set of all biochemical methods except LIH and ISE. Ji represents regular
methods requested by sample i.

• A - The set of biochemical analyzers (AU and DXC).

• Ba - The set of carousels of analyzer a.

• F - The set of all pairs of interfering methods.

Parameters:

• pta - The pipetting operation length of analyzer a.

• pj - The number of aliquot collections needed to process method j.

• sd,j - The total quantity of samples requesting method j in day d.

• ised - Estimation of the ISE methods performed on the DXC analyzer.

• std,i - Binary parameter equal to one if sample i requests long immunological method.
If so, the transport of such a sample is not considered.

• α - Upper bound on the average daily amount of occurred transports.
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Decision variables:

• xa,bj - A binary variable equal to one if method j is assigned to a carousel b of analyzer
a. Note that AU has two carousels, whereas DXC has only one.

• hd,i - A binary variable determining whether the LIH methods of sample i from day d
will be performed on the AU analyzer or not. The variable is equal to one if LIH are
performed by the AU and zero otherwise.

• ha,bd,i - If AU performs the LIH methods, it is necessary to decide on which carousel.
This binary variable is equal to 1 if LIH of sample i are performed by carousel b of the
AU analyzer.

• na,b
d,i - The number of aliquots collected by the carousel b of analyzer a in order to

process sample i. This variable determines the number of odd methods.

• td,i - A binary variable. Equal to one, if sample i from day d needs to visit both
biochemical analyzers.

The model’s criterion function is a version of the criterion expressed in Equation (6.1)
which minimizes the maximal workload among the biochemical carousels. It is essentially
formed from the workload of the three available carousels. The workload of the carousels
can be expressed as time spent by active pipetting at and some idle time it. Equation
(6.11) expresses the workload of AU5811’s inner carousel, and Equation (6.12) expresses
the workload of AU5811’s outer carousel. DxC 700 AU’s workload is expressed in Equation
(6.13).

w1,1
d = at1,1d + it1,1d (6.11)

w1,2
d = at1,2d + it1,2d (6.12)

w2,1
d = at2,1d + it2,1d (6.13)

The active pipetting time for the AU5811’s inner and outer carousels is shown in Equa-
tions (6.14) and (6.15). The second sum expresses pipetting of LIH methods, and the first
sum includes the pipetting of all other methods. ISE methods are not included in the active
time, because they are performed separately on the AU5811.
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j +

∑
Id

h1,2d,i

 (6.15)

The problem of odd methods, which is introduced in Section 3.2.7, causes the AU5811
to sometimes skip pipetting cycles. The idle time of AU5811’s carousels is made of these
skipped pipetting cycles and is expressed in Equations (6.16) and (6.17).

it1,1d = pt1
∑
Id

max{0, n1,2
d,i − n1,1

d,i } (6.16)

it1,2d = pt1
∑
Id

max{0, n1,1
d,i − n1,2

d,i } (6.17)
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There is no idle time for the workload of the DxC 700 AU’s carousel; however, the active
time is made of three parts. The first two parts correspond to the same methods as in the
case of AU5811, but an additional term caused by the pipetting of ISE methods is present.
The DxC’s active time is expressed in Equation (6.18) and idle time in Equation (6.19).

at2,1d = pt2

∑
J

pjsd,jx
2,1
j +

∑
Id

(1− hd,i) + ised

 (6.18)

id2,1d = 0 (6.19)

Constraint (6.2) denotes that every method must be assigned to exactly one carousel.
Note that this does not include ISE and LIH methods, which are handled separately because
both are assigned to all biochemical analyzers by default. Constraint (6.3) assures that
no pair of interfering methods, which are explained in Section 3.1, is assigned to the same
carousel to prevent chemical interference. A special constraint is applied to two methods.
The two methods are BIL and BILK, which the AU5811’s inner carousel cannot perform,
and so lead to constraints (6.4).

Constraint pairs (6.6) decide whether sample’s LIH methods are performed by the AU5811
or by the DxC 700 AU analyzer. The rule enforced by constraints (6.6) is that if a sample
visits the DxC 700 AU analyzer, then the LIH methods are performed there. Otherwise, the
LIH methods are performed by the AU5811 analyzer. However, when the AU5811 performs
the LIH methods, it is necessary to decide which of the two AU5811’s carousels will perform
them. Constraint (6.5) ensures that when AU5811 performs sample’s LIH methods, they are
performed by one and only one of its two carousels.

Constraints (6.7) and (6.8) calculate the number of aliquots collected by the AU5811’s
carousels. The last two constraints limit the number of samples that visit both analyzers.
A high amount of samples visiting both analyzers may increase their turn-around times.
Equation (6.9) determines whether or not a particular sample visits both analyzers, and
Equation (6.10) limits the daily amount. The extra time caused by visiting both analyzers
is not meaningful when samples request immunoassays with long incubation times, so these
samples are excluded from the daily limit.

6.2 ILP Model Revision

This section describes and explains two changes to Březina’s model. Both changes relate to
the function of the DxC 700 AU analyzer and are described in sections 6.2.1 and 6.2.2. The
new mathematical representation is presented in Section 6.2.3.

6.2.1 ISE on DxC 700 AU

One shortcoming of Březina’s model is the handling of ISE methods by the DxC 700 AU
analyzer. His model does not compute the number of ISE methods performed on the DxC
analyzer; instead, the amount is approximated by a constant. However, it is possible to
determine which of the two biochemical analyzers performs the ISE methods for each sample.
This can then be used to accurately calculate the number of ISE methods performed on the
DxC analyzer.
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Since the AU5811 analyzer contains a separate carousel reserved only for ISE methods,
ISE is performed primarily by the AU5811. This means that whenever the AU5811 executes
at least one method of the sample, the ISE is also performed there. However, the DxC
700 AU performs the sample’s ISE methods when no biochemical method of the sample is
performed by the AU5811. The rule is used in the daily operation of the modeled laboratory.

Let’s define a new binary decision variable md,i which determines whether or not the ISE
methods of sample i from day d are performed by the DxC 700 AU. The variable is equal
to one if the ISE methods of the given sample are performed by the DxC 700 AU and zero
otherwise. This means that the sample’s ISE methods are performed by the AU5811 when
the variable is equal to zero.

We can now formulate the rule with the two following inequalities.

|Ji| −
∑

Ji

(
x1,1j + x1,2j

)
|Ji|

≥ md,i ∀d ∈ D,∀i ∈ Id (6.20)

1−
∑
Ji

(
x1,1j + x1,2j

)
≤ md,i ∀d ∈ D,∀i ∈ Id (6.21)

When any method j of sample i is assigned to either of the AU5811’s two carousels the

sum
∑

Ji

(
x1,1j + x1,2j

)
in Equation (6.20) becomes a positive non-zero number. This causes

the nominator of the fraction to be smaller than the denominator, and so the binary decision
variable md,i is forced to be zero, i.e., perform ISE on AU5811. The fraction cannot become
negative since the sum is at most equal to |Ji|, which happens when all sample methods are
assigned to the AU5811. The decision variable’s value is not constrained when no sample
methods are assigned to the AU5811. The Equation (6.21) is active when no sample methods
are assigned to the AU5811 analyzer. This forces the variable to be equal to one, so the ISE
methods get performed by the DxC 700 AU.

Now we need to adjust the criterion function to use this newly defined variable to calculate
the number of ISE methods executed by the DxC 700 AU. First, we need to realize that ISE
methods are not performed for every sample, so we define a new binary parameter qd,i. This
parameter equals one when sample i from day d requests ISE methods and zero otherwise.
Now the product qd,imd,i is equal to one whenever sample i requests ISE methods and the
DxC 700 AU analyzer performs them. The product is equal to zero in all other cases. Finally,
we sum the product over all samples in the given day as shown in Equation (6.22).

∑
Id

qd,imd,i (6.22)

The DxC 700 AU’s active pipetting time can now be calculated more precisely by re-
placing the ised constant in Equation (6.18) by the contents of Equation (6.22). The update
version of DxC’s active pipetting time is shown in Equation (6.23).

at2,1d = pt2
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 (6.23)
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6.2.2 Skipped pipetting cycles on DxC 700 AU

The DxC 700 AU analyzer in Březina’s model does not suffer from any irremovable idle time
as shown in Equation (6.19). However, this is not accurate. As stated in Section 3.2.6, one
pipetting cycle is skipped between two consecutive samples. Since these skipped pipetting
cycles cannot be prevented they should be reflected in the idle time of the DxC 700 AU
analyzer.

It is important to realize that the number of skipped pipetting cycles actually depends
on the workload of the DxC 700 AU. No pipetting cycles are skipped when there are no two
samples visiting the analyzer one just after the other. However, when the analyzer is utilized
100 % of the time only, the cycles are skipped on every sample exchange, so the total amount
of pipetting cycles skipped would be equal to one less than the number of samples that visit
the DxC 700 AU analyzer. In reality, the majority of samples comes in batches due to the
centrifugation process. If we knew the number of sample batches, we could compute the
number of skipped pipetting cycles by Equation (6.24).

# of skipped DxC cycles = # of samples visiting DxC−# of batches (6.24)

Equation (6.24) can work for both edge cases discussed above since a different number of
batches can characterize both cases. One batch per sample characterizes the case of sparse
utilization of the DxC 700 AU analyzer, whereas one batch in total characterizes the 100 %
utilization case. However, samples from multiple large consecutive batches may merge and
essentially form a single batch. In that case, the actual number of skipped pipetting cycles
would be greater than the value computed by Equation (6.24). On the other hand, some
batches may not even contain samples that visit the DxC analyzer, so the computed value
might be skewed in the other direction when compared to the actual amount.

To compute the number of skipped pipetting cycles in Equation (6.24) we also need to
know the number of samples that visit the DxC 700 AU analyzer. We would usually do this
by introducing a new binary variable for each sample that decides whether or not the sample
visits the DxC 700 AU analyzer. Then we would create constraints that set the variable’s
value to one if at least one sample method is assigned to the DxC analyzer. However, we
used a different approach.

When analyzing the original model, we observed that the variables corresponding to LIH
methods could be used to calculate the number of samples visiting the DxC 700 AU. Section
6.1.2 states that the variable hd,i is equal to one if and only if the AU5811 performs LIH
methods of sample i. The rule for LIH methods which is enforced by constraints (6.6) states
that the DxC 700 AU analyzer always performs the LIH methods if the sample visits the
analyzer. The AU5811 performs the LIH methods only when the sample does not visit the
DxC analyzer. Additionally, LIH methods are performed for every sample [19]. This means
that the variable hd,i is equal to zero if and only if sample i visits the DxC 700 AU analyzer.
So we can use this finding with Equation (6.25) to calculate the number of samples visiting
the DxC analyzer.

# of samples visiting DxC =
∑
Id

(1− hd,i) (6.25)

The DxC 700 AU’s idle time can now be calculated as the product of the number of
skipped pipetting cycles and the duration of one pipetting cycle. A new constant vd is
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introduced. This parameter represents the number of sample batches for a given day d. Its
value can be calculated from the laboratory data. Equation (6.26) shows the newly derived
idle time of the DxC 700 AU.

id2,1d = pt2

∑
Id

(1− hd,i)− vd

 (6.26)

6.2.3 Revised ILP Representation

By combining the results from Section 6.2.1 and Section 6.2.2 we get a more precise expression
of the DxC 700 AU’s workload. Note that a majority part of the idle time from Equation
(6.26) can be combined with the workload caused by the pipetting of LIH methods. The
resulting workload of the DxC 700 AU analyzer is shown in Equation (6.27).

w1,2
d = at2,1d + it2,1d = pt2

∑
J

pjsd,jx
2,1
j + 2

∑
Id

(1− hd,i)− vd +
∑
Id

qd,imd,i

 (6.27)

The changes are reflected in the model’s criterion function and in the addition of con-
straints (6.33). The revised ILP model is shown below.

min
∑
D

max

pt1

∑
J

pjsd,jx
1,1
j +

∑
Id

h1,1d,i

+ pt1
∑
Id

max{0, n1,2
d,i − n1,1

d,i },

pt1

∑
J

pjsd,jx
1,2
j +

∑
Id

h1,2d,i

+ pt1
∑
Id

max{0, n1,1
d,i − n1,2

d,i },

pt2

∑
J

pjsd,jx
2,1
j + 2

∑
Id

(1− hd,i)− vd +
∑
Id

qd,imd,i

 }
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∑
A

∑
Ba

xa,bj = 1 ∀j ∈ J (6.28)

xa,bj + xa,bj′ ≤ 1 ∀
(
j, j′

)
∈ F,∀a ∈ A, ∀b ∈ Ba

(6.29)

x1,1BIL = 0;x1,1BILK = 0 (6.30)

h1,1d,i + h1,2d,i = hd,i ∀d ∈ D,∀i ∈ Id (6.31)

|Ji| −
∑

Ji
x2,1j

|Ji|
≥ hd,i ≥ 1−

∑
Ji

x2,1j ∀d ∈ D,∀i ∈ Id (6.32)

|Ji| −
∑

Ji

(
x1,1j + x1,2j

)
|Ji|

≥ md,i ≥ 1−
∑
Ji

(
x1,1j + x1,2j

)
∀d ∈ D,∀i ∈ Id (6.33)

n1,2
d,i =

∑
Ji

pjx
1,2
j + h1,2d,i ∀d ∈ D,∀i ∈ Id (6.34)

n1,1
d,i =

∑
Ji

pjx
1,1
j + h1,1d,i ∀d ∈ D,∀i ∈ Id (6.35)

td,i ≥
∑
Ba

xa,bj +
∑
Ba′

xa
′,b

j′ − 1 ∀d ∈ D,∀i ∈ Id,

∀j, j′ ∈ Ji : j ̸= j′,∀a, a′ ∈ A : a < a′

(6.36)

α ≥ 1

|D|
∑
Id

(1− std,i) td,i (6.37)

Sets:

• D - The set of all considered days.

• I - The set of all samples. Id denotes a set of samples processed in day d.

• J - The set of all biochemical methods except LIH and ISE. Ji represents regular
methods requested by sample i.

• A - The set of biochemical analyzers (AU and DXC).

• Ba - The set of carousels of analyzer a.

• F - The set of all pairs of interfering methods.

Parameters:

• pta - The pipetting operation length of analyzer a.

• pj - The number of aliquot collections needed to process method j.

• sd,j - The total quantity of samples requesting method j in day d.
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• std,i - Binary parameter equal to one if sample i requests long immunological method.
If so, the transport of such a sample is not considered.

• α - Upper bound on the average daily amount of occurred transports.

• qd,i - Binary parameter equal to one if sample i from day d requests ISE methods.

• vd - The number of different sample batches processed by the DxC 700 AU analyzer
in day d.

Decision variables:

• xa,bj - A binary variable equal to one if method j is assigned to a carousel b of analyzer
a. Note that AU has two carousels, whereas DXC has only one.

• md,i - A binary variable determining whether the ISE methods of sample i from day d
will be performed on the DXC analyzer or not. The variable is equal to one if ISE for
this sample are performed by the DXC and zero otherwise.

• hd,i - A binary variable determining whether the LIH methods of sample i from day d
will be performed on the AU analyzer or not. The variable is equal to one if LIH are
performed by the AU and zero otherwise. Note when LIH methods are performed for
every sample and variable hd,i equals zero that also means that the sample needs to
visit the DXC analyzer.

• ha,bd,i - If AU performs the LIH methods, it is necessary to decide on which carousel.
This binary variable is equal to 1 if LIH of sample i are performed by carousel b of the
AU analyzer.

• na,b
d,i - The number of aliquots collected by the carousel b of analyzer a in order to

process sample i. This variable determines the number of odd methods.

• td,i - A binary variable. Equal to one, if sample i from day d needs to visit both
biochemical analyzers.
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Chapter 7

Optimization results

This section presents experimental results of laboratory throughput optimization according
to the revised model described in Section 6.2.3. The experimental setup is explained in
Section 7.1 with the results presented in Section 7.2.

7.1 Experimental setup

The same experiments that were performed by Březina [19] to evaluate his model were re-
peated with the new model to allow a direct comparison between them. The same sets of
laboratory operational data were used. The optimization set consists of 5 days of laboratory
operational data and the data from all other days forms the evaluation set. Two experiments
were performed to find the optimal method assignments to carousels. The experiments differ
in the use of the side criterion that limits the average number of sample transports between
the two modeled biochemical analyzers. The found method assignments are compared with
assignments found by the same experiments with the original model. The results show the
differences in the number of sample transports, occurrences of odd methods, biochemistry
throughput, and analyzer utilization. The analyzer utilization is computed from the ana-
lyzer’s active time, which was introduced in Section 6.1.2. Note that this is different from
the total analyzer workload which also includes any analyzer idle time.

7.2 Experimental results

The first experiment does not introduce any limit on the daily average number of samples
transported, so the optimization is solely focused on minimizing the maximal carousel work-
load. Whereas the second experiment limits the number of daily sample transports to match
the real laboratory. The matching method assignment was found with the limiting parame-
ter set to α = 35. The summarized results are presented in Table 7.1 followed by an analysis
of the first experiment in Section 7.2.1 and the second experiment in Section 7.2.2.
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Model
Average Throughput Odd Method Average Average Transports
[Samples per Hour] [Occurrences per Day] [Samples per Day]

Laboratory 1919.24 425.86 63.05
Original 2113.09 197.10 174.29
New 2144.81 357.38 163.33
Original (limited transports) 2018.87 285.05 63.95
New (limited transports) 1997.20 281.90 62.05

Table 7.1: ILP result overview of performed experiments.

7.2.1 Experiment without transport limits

Graphs in Figure 7.1 depict average carousel utilization for both analyzers. Each point
represents an average for a one-hour-long interval starting at that hour. Figures 7.1b and
7.1c show that the distribution of carousel active time is balanced in both cases contrary to
the actual method assignment used in the laboratory as shown in Figure 7.1a. As a result,
the biochemical throughput is increased by 11.7% for the method assignment found with
the new model in comparison to the actual assignment used in the laboratory. The original
model’s methods assignment leads to a smaller throughput increase of 10.1%.

(a) Laboratory (b) Original model (c) New model

Figure 7.1: Comparison of carousel utilization without transport limits

Note that the values presented for laboratory throughput in Table 7.1 were calculated
according to the new model’s criterion function. When the original model’s criterion is used
for the evaluation, the reported throughput increase of the old model is over 30%. However
it does not account for any idle time on the DxC 700 AU and does not compute but only
approximates the active time caused by ISE methods. Based on the method assignment
found by the new model, the laboratory would still benefit from using the new method
assignment. Although the actual impact may be smaller than previously expected.

The method assignment found by the new model reduces the average number of odd
method occurrences by 16.1% compared to the laboratory. However, the reduction is much
higher for the original model’s method assignment. Figure Figure 7.2 depicts the average
number of odd method occurrences during the day, where the percentage above the bars
describes the ratio between the number of odd pipetting events and the total number of
requested tests during the corresponding hour.
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(a) Laboratory (b) Original model (c) New model

Figure 7.2: Comparison of average odd method occurrences without transport limits

Odd method occurrences may increase TAT for some samples. The same is true for
sample transport between analyzers. An average of 163 samples per day or around 40% of
samples are transported and visit both analyzers when the method assignment found by the
new model is used. This is a significant increase compared to the real laboratory, where
only 63 samples per day are transported on average. The higher number of transports is
expected since the carousel workload cannot be effectively balanced without sample trans-
ports. Nevertheless, the total increase in sample transfers is smaller than that caused by the
assignment found with the original model. Figure 7.3 compares the hourly average number
of transports.

(a) Laboratory (b) Original model (c) New model

Figure 7.3: Comparison of average daily sample transports without transport limits

7.2.2 Experiment with transport limits

We have learned in Section 7.2.1 that the method assignment obtained from the new model
causes a significant increase in the number of transported samples. We would like to know if
it is also possible to increase laboratory throughput while keeping the number of transports
the same. Thankfully a parameter introduced in the original model can be used to limit
the sample transfers. We ran the optimization multiple times with different values of the
parameter until we found a method assignment that caused the same number of sample
transports as the assignment used by the laboratory. The corresponding assignment was
found by setting the parameter equal to α = 35.
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Based on the analyzer utilization shown in Figure 7.4, we can say that the method
assignment used in the real laboratory leads to similar active utilization of the carousels
when compared to the assignment found by the new model given the constraints on the
average number of transported samples.

7.2.3 Sample transport limit

(a) Laboratory (b) Original model (c) New model

Figure 7.4: Comparison of carousel utilization with limited transports

The throughput difference between the method assignment found by the original and the
assignment found by the new model is minor. However, both solutions decrease the average
number of odd method occurrences by about 33%, resulting in increased throughput in
comparison to the assignment used by the laboratory. Figure 7.6 clearly shows that both
models work with almost the same average number of daily transports as the laboratory.

(a) Laboratory (b) Original model (c) New model

Figure 7.5: Comparison of average odd method occurrences with limited transports
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(a) Laboratory (b) Original model (c) New model

Figure 7.6: Comparison of average daily sample transports with transport limits
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Chapter 8

Conclusion

This thesis mainly focused on gaining an insight into the automation of clinical laboratories.
The principles of clinical testing, modular laboratory automation systems, and laboratory
processes were introduced. Consequently, the function of DxA 5000 and DxA 5000 Fit
laboratory automation systems were described.

The field displayed an interest in software solutions as tools for simulation and analysis
of laboratory designs and processes. A simulator design was proposed to create a piece of
software for simulation and analysis of the DxA 5000 Fit laboratory automation system.

The designed simulator has been implemented and thoroughly tested. It enables fast and
accurate simulations of custom configurations of the laboratory automation system. The
simulator shows errors within the range expected by the users. In conclusion, the simulator
is and will be used to help with laboratory designs by verifying the suitability of proposed
technological solutions. The simulator should make this process faster, cheaper, and easier
for the users.

This thesis also visited the domain of laboratory process optimization. An existing integer
linear programming model that is used to optimize the throughput of biochemical analyzers
was introduced. Two changes were proposed to more accurately model the workload of a
biochemical analyzer DxC 700 AU.

The proposed changes were implemented, and the revised model was compared with the
original. The results confirm that the model can be used to find method assignment that sig-
nificantly improves the laboratory throughput compared to the method assignment proposed
by experienced technicians. However, the increase in the laboratory throughput should be
smaller than previously expected. In conclusion, laboratory designers will always benefit
from the optimization since the number of odd method occurrences cannot be optimized
manually.
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User interface examples

The attached figures depict user interface of the simulator and examples of graphical simu-
lation results for an artificial system configuration.

Figure 1: Main - new simulations, status of past simulations

Figure 2: New simulation - day selection
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Figure 3: Report - simulation report

Figure 4: Configuration - configuration of the simulated system
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Figure 5: Analyzers - analyzer workload and method breakdown
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Figure 6: Workload - analyzer workload comparison
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Figure 7: Samples - sample TAT histogram and distribution graph, sample TAT vs. arrival
time
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Figure 8: Samples - pre-analytical and method result time, arrival time histograms by priority
and method types
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Figure 9: Samples - arrival time histograms by method type + priority and sample type, 2D
visualisation of 5D data
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