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Abstrakt

Tato diplomova prace shrnuje vyvoj a
posledni trendy solvert pro slovni tlohy
- jedna se o starou ulohu zpracovani
prirozeného jazyka, kterd se datuje do
60. let minulého stoleti. Tato prace
se zaméfuje na historii solvert, vy-
tvafeni datasetu, sequence-to-sequence
(seq2seq) modelu pro strojovy preklad
a implementaci solveru, zalozeném na
seq2seq modelu pro slovni tlohy v ces-
kém jazyce a ovéfeni na vytvoreném
datasetu. Nakonec se diskutuje o bu-
doucnosti solverti pro slovni tlohy a
jejich pouziti.

Kli€ova slova: zpracovani prirozeného
jazyka, strojové uceni, automatické vy-
hodnoceni, rekurentni neuronové sité,
slovni tloha, ¢esky jazyk

Pieklad titulu: Automatické vyhodno-
covani slovnich tloh

/ Abstract

Vi

This diploma thesis summarizes the
evolution and trends in word prob-
lem solvers - an old natural language
processing (NLP) task whose founda-
tions date back to the 1960s. This
work focuses on the history of solvers,
dataset creation, sequence-to-sequence
(seq2seq) model for machine transla-
tion, and solver implementation based
on the seq2seq model for word prob-
lems in Czech and its evaluation on
the created dataset. Finally, the future
of the word problem solvers and their
application will be discussed.

Keywords: natural language processing,
machine learning, automatic evaluation,
recurrent neural networks, word prob-
lem, Czech language
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Chapter 1
Introduction

Automatic evaluation of word problems is an old NLP task, which dates back to 1964,
but is still actual and, thanks to the new machine learning approaches, the methods of
solving this problem are still improving. The input to this task is a mathematical word
problem formulated in a natural language, and the output is the result, the equation(s)
or a procedure to obtain the result. This task may look trivial by its description, but
the opposite is true. It is similar to natural language translation: we are looking for
a corresponding translation of a word problem to a desired output with a substantive
difference that a slight change in the input text can result in a major change in the
output.

I 1.1 History

The history of word problem solvers is best described in [1]. This work identifies three
areas based on the period and used techniques. Let us take a closer look at these
approaches and discuss techniques and related solvers.

The pioneer among the word problem solvers is considered to be a solver STUDENT by
Daniel G. Bobrow, presented in his work [2] in 1964. The solver is written in the Lisp
programming language. It accepts word problems in English and outputs the answer
to the word problem (text answer with a number). First, the solver substitutes some
selected tokens (i.e., twice becomes 2 times). Then the words in the word problem are
tagged using a dictionary. The following part breaks the word problem into smaller
parts, called simple sentences. After this step, the transformation to mathematical
expressions is applied. A year later, the word problem solver DEDUCOM [3] was pre-
sented. DEDUCOM is just like STUDENT written in the Lisp programming language.
It uses 68 facts, representing general knowledge, and based on them, deduces the an-
swer to a question. Another well-known word problem solver is WORDPRO presented
in 1984 by Charles R. Fletcher [4]. Unlike STUDENT and DEDUCOM, WORDPRO
is written in an Interlisp-D programming environment built around Lisp. The solver
works on a third-grade student’s restricted set of word problems. The algorithm does
transformation, and after that, it applies rules, which yields the result. These all men-
tioned solvers have several things in common. All of them are written in the Lisp
programming language or in the Lisp-based programming environment. They all use
rule-based matching, using a transformation of input and then matching the rules. Last
but not least, it is hard for others to compare which solver is better because there was
no public testing dataset back then.

We can consider the second era of word problem solvers as a foundation for solvers as
we know them today. This era brought us standardisation measures for word problem
solvers, well-established datasets. The one we cannot forget to mention is the Algh14
dataset. It consists of 514 word problems in English and was presented together with a



word problem solver in [5] by Kushman et al. in 2014. Since then, other datasets have
been published, but Algh14 is considered to be the first standardised dataset. Except
for Alghl4, Kushman et al. presented us with a solver in their work from 2014. The
solver first selects a template. The templates are extracted from the train set, which
means that the solver can solve word problems that have the same templates as word
problems from the train set. The template is selected using a probabilistic model. Then,
the numbers and variables from the word problem are mapped to the selected template,
resulting in a so-called aligned template. After these steps, instantiated equations are
extracted and solved, producing the result. It achieves 69% accuracy on Alg514. The
solver is related to two other research topics: situated semantic interpretation and
information extraction. Unfortunately, the dataset Algb14 lacks scale, as 514 word
problem instances are not enough for training and testing a general, robust solver. This
is why there was a need for more extensive datasets. Huang et al. took on this task,
and in their work [6] they presented the Dolphin18K dataset, which contains more than
18,000 annotated word problems in English. In Chapter 3, we will discuss the quality of
available datasets. Dolphinl8K dataset was used to train and test the solvers existing
at that time and showed that they cannot cope with a large-scale dataset with various
word problems. The second era of word problem solvers brought us standardisation
of datasets, metrics for comparing solvers accuracy. Solvers of this era are based on
semantic parsing, feature engineering, and statistical learning,.

The latest solvers from the third era are based on deep learning and reinforcement
learning. A significant change occurred with the seq2seq model and other NLP-based
methods. This era brought many significant benefits for word problem solvers and not
just for its success in solving word problems, but mainly due to datasets it brought
and still brings. DNS is the first solver from this era, based purely on deep learning
methods, meaning that the related algorithms do not use hand-crafted features. DNS
was presented by Wang et al. [7] in 2017 and uses the seq2seq model. The seq2seq
model was developed for machine translation and was introduced in 2014 [8], so in 2017,
it was still a new technology when DNS was introduced. A year after DNS publication,
another solver was proposed - Seq2SeqET. The Seq2SeqET solver [9] is an extension to
DNS, which brings several modifications to improve accuracy. Improvements include
equation normalisation, BiLSTM, ConvS2S, Transformer, and Ensemble. We should
pay particular attention to these improvements because the work shows that, thanks
to these improvements, the accuracy increased from 58.1% (DNS) to 68.4% (DNS with
improvements) when tested on dataset Math23K [7]. Last but not least, there is the
MathDQN solver [10], based on a reinforcement learning framework called deep Q-
network. It achieves accuracy of 76.0% on ArithM dataset [10]. These solvers use the
latest machine learning approaches to achieve the best possible accuracy, and as we can
see in the results, they are doing great.

I 1.2 Existing online solvers

There are few word problem solvers that are available online. Let us mention two of
them: WolframAlpha! and Symbolab?. These solvers are examples of the ultimate goal
of word problem solvers, an interface for typing word problems and pressing the “solve”
button to uncover the step-by-step solution. Unfortunately, they have poor accuracy,

! https://www.wolframalpha.com/
2 https://www.symbolab.com/


https://www.wolframalpha.com/
https://www.symbolab.com/

1.3 State-of-the-art

& WolframAlpha

Jack has 8 cats and 2 dogs. Jill has 7 cats and 4 dogs. How many dogs are there in all? [=]
¥ NATURAL LANGUAGE | ff5 MATH INPUT fH EXTENDED KEYBOARD 333 EXAMPLES ~ # UPLOAD @ RANDOM
Assuming Jack (male) | Use Jack (female) instead

Input interpretation

Jack has 8 cats.

Jack has 2 dogs.

Jill has 7 cats.

Jill has 4 dogs.

How many dogs are there?

Result

6 dogs
Calculation
2+4=6

Manipulatives illustration

T
um + BE = mm
1
} 6
) Gaess i BamilesdiPags POWERED BY THE WOLFRAM LANGUAGE

Figure 1.1. WolframAlpha solver applied to solve the word problem “Jack has 8 cats and
2 dogs. Jill has 7 cats and 4 dogs. How many dogs are there in all?”.

and after examination, we can conclude that they are template-based. Let us look at
the examples in Figure 1.1 and Figure 1.2.

It is essential to note that both solvers are focused on different word problems. Wolfra-
mAlpha extracts information from the word problem and answers the question with its
knowledge. Symbolab, on the other hand, creates a system of equation(s) and answers
the question of the word problem by solving the system of equation(s). As mentioned
before, both solvers are probably template-based, meaning that we can easily confuse
the solver to be unable to solve a word problem, as demonstrated in Figure 1.3. Let us
have a closer look at this issue.

I 1.3 State-of-the-art

It is challenging to identify a state-of-the-art word problem solver. Recently, there have
been a lot of new publications describing new word problem solvers and presenting
breaking boosts in their accuracy, but unfortunately, we can not consider a lot of
them as reliable because they do not provide a specific implementation of their solvers.
Another reason why it is hard to identify a state-of-the-art solver is that this diploma
thesis focuses on word problems in Czech, and there are not many solvers and even
datasets for this type of word problem.

My bachelor thesis[11] focused on word problems in Czech and proposed two solvers
based on solvers from the second era. This thesis will consider a state-of-the-art word



1. Introduction

If 2 tacos and 3 drinks cost 12 and 3 tacos and 2 drinks cost 13 g n
how much does a taco cost? g

Examples » < @ @

Solution Keep Practicing >

‘ Show Steps s |

2 tacos and 3 drinks cost 12.

3 tacos and 2 drinks cost 13.

how much does a taco cost ?

taco: 3

Steps

Representintermsofx and y:

taco : x
drink : y

Write the equation that represent the cost:

2x+3y=12
3x+2y=13

Solve the system of equations:
w+3y=12,3x+2y=13 : y=2,x=3 Show Steps

taco: 3

Figure 1.2. Symbolab solver applied to solve the word problem “If 2 tacos and 3 drinks
cost 12 and 3 tacos and 2 drinks cost 13 how much does a taco cost?”.

& WolframAlpha e

[ Jack has 8 ducks and 2 horses. Jill has 7 ducks and 4 horses. How many horses are there in all? a8 ]

~ ~ s ey
¥ NATURAL LANGUAGE | fFo MATH INPUT [ EXTENDED KEYBOARD 333 EXAMPLES ~# UPLOAD 34 RANDOM

Interpreting as: Jack ducks

Assuming runner | Use kingfish or | more - | instead

Assuming duck | Use ducks instead

Input interpretation
runner (animal) | duck (anima
Scientific name

runner — Caranx crysos

duck Anas platyrhynchos domestica

Figure 1.3. Slightly modifying an example word problem results in the solver being unable
to solve it correctly. Modified word problem “Jack has 8 ducks and 2 horses. Jill has 7
ducks and 4 horses. How many horses are there in all?”.

problem solver of the latest era, DNS. Although there is no source code, the implemen-
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tation is straightforward. The majority of the latest solvers are based on this approach.
For example, there are two solvers [12] [13] from 2021 that directly use the foundation
concept of the DNS - seq2seq model or partly use it.

I 1.4 Problem definition

This thesis aims to propose and implement a method to automatically evaluate math-
ematical word problems in Czech at the level of 1st to 4th grade of elementary school.
For a further specification of word problems, we will consider only word problems that
are solved by a single equation. This requirement is based on known solvers, where some
solvers focus on the specific type of word problems, which results in better proposed
solutions. The solver is based on the latest NLP and machine learning approaches. The
output of the solver can differ. We can evaluate the solver accuracy by the numeric
result or compare the equation returned by the solver. Let us have a further insight
into these measures in the chapter that deals with the experiment.

Let us look at an example of a word problem that satisfies the requirements.

Na parkovisSti staly 4 autobusy a 9 krat vice aut.
Kolik dopravnich prostredkd bylo celkem na parkovisSti?

The word problem translation to English is:

There were 4 buses and 9 times more cars in the parking lot.
How many vehicles were in the parking lot in total?

The word problem above is solved by the following equation.
4 +4 %9

The result of the word problem is 40.



Chapter 2
Related topics

This chapter will look at related topics of the proposed word problem solvers, dataset
and sequence to sequence. We will discuss existing datasets and the creation of the
Czech word problems dataset, which the proposed solver will use. Afterwards, we will
introduce the sequence-to-sequence approach and mention its principle, different forms,
and extensions.

I 2.1 Dataset

As mentioned in Subchapter 1.4, this thesis aims to evaluate mathematical word prob-
lems in Czech, which means that a dataset of the Czech word problem dataset is re-
quired. My bachelor thesis[11] introduced a dataset of word problems in Czech. This
dataset consists of 499 word problems, which is unfortunately not sufficient for a general
solver. For this purpose, a larger dataset of Czech word problems was created. Let us
describe the used dataset creation process before we have a look at the new dataset.

Creating a dataset is not an effortless task and is crucial for future work and evaluation
itself. One of the first things that come to mind when creating a dataset is what
storage to use. We can find inspiration in existing datasets that use schemaless data
storage, JSON. The vast advantages of using JSON as storage are easy to access,
editing, extending, and accessing using several popular technologies, such as Python
and MongoDB. Even though JSON is a schemaless data storage, we would like our
storage to follow a schema that we will know.

The created dataset has the following schema:

attribute data type optional (empty means False)
word__problem_ CZ string
equation_ CZ list
result list
source string
secret bool
word__problem_ CZ_ template string True
equation_ CZ_ template list True
mapping list True
word__problem__original string True
equation_ original list True
units list True

Table 2.1. Schema for dataset.



"word_problem_CZ": "Joan nasla na plazi 70 musli. Dala Samovi nékolik musS1t.
Ma 27 musli. Kolik musli dala Sam?",
"equation_CZ":

“70 - 27"

I,

"result": [

I,
b
"arithmetic"

Figure 2.1. An example of a word problem record with only mandatory attributes.

"word_problem_CZ": "Na nadrazi stoji{ 2 vlaky. Jeden vlak ma 2 vozy a druhy
vlak md o 4 vozy vice. Kolik vozd ma druhy vlak?",
"word_problem_CZ_template": "Na nadrazi stoji NUMX vlaky. Jeden vlak ma NUM1
vozy a druhy vlak md o NUM2 vozy vice. Kolik
voz( ma druhy vlak?",
"equation_CZ":

" 4 o4n

lation_CZ_template":
"NUM1 + NUM2"
s
"mapping": {
"NUM1": 2,
“"NUM2" :

b

"result":

1,
"secret": 5
"source": "reischigova"

Figure 2.2. An example of a word problem record with optional fields word prob-
lem__CZ__template, equation_ CZ_template and mapping due to not deterministic mapping
between word problem and equation.

The attributes word_problem__CZ and equation_ CZ are the most important ones for
the model because they contain information about the word problem and the equa-
tion that solves it. When the direct mapping of numbers between word_problem_ CZ
and equation_ CZ is not deterministic, attributes word problem CZ_template, equa-
tion_ CZ__template and mapping are used. It should be pointed out that word_ prob-
lem_ CZ and equation_ CZ follow some rules. These rules establish data standardisa-
tion and consistency, which is crucial for a dataset. We want the attribute word__prob-
lem__CZ to follow the Czech grammar rules. Unfortunately, as we will see on the created
dataset, this demand does not have to be fully satisfied for some sets of word problems
because of translation to the Czech language.

The rules for the attribute equation_ CZ are the following:

m the allowed maths operation symbols are +, —, *, /



m parentheses ( and ) are allowed

m before the maths operation symbols and after them there is space
An example of equation_ CZ value following standard:
3+ 1) » (6-4) +10 /5

As mentioned in Subchapter 1.4, let us remind others of the standardisation we want
our word problems to follow.

m the word problem is solved using a single equation (of one unknown variable)
m the result of the word problem is an integer

m there exists a mapping between the assignment of the word problem and all the
numbers that appear in the equation (no hidden or additional knowledge is required
to solve it);

The reason to consider only word problems solved using an equation of one unknown
variable was mentioned before. If we consider the results to have noninteger values,
we could face problems with simple arithmetic operations because computers generally
struggle with floating points?.

To create the dataset, I used the translation of existing word problem datasets in foreign
languages into Czech language. Some of the datasets can be seen in Figure 2.2. It should
be mentioned that finding a dataset from a paper is a challenging task. Sometimes
there is a link in the paper, but usually it is a dead link leading to a HT'TP 404 error.
Other sources of word problems are schoolbooks or collections of math word problems.
Unfortunately, the number of these sources is limited. The schoolbooks and collections
used to create datasets can be seen in Figure 2.3. The Internet is the third source where
word problems were found. It is worth mentioning that extracting information from
some web pages is challenging. All used web pages can be seen in Figure 2.4.

dataset # word problems language year source
Alg514 514 English 2014 [5]
AllArith* 831 English 2017 [14]
Ape210K* 210,488 Chinese 2020 [15]
AQuA 100,000 English 2017 [16]
Dolphin18K 18,460 English 2016 [6]
Math23K 23,161 Chinese 2017 [7]
MAWPS 3,320 English 2016 [17]

Table 2.2. Existing datasets. Datasets with * were translated to the Czech and processed.

Unfortunately, not all dataset word problems are suitable for the resulting dataset, as
they do not follow the rules set during dataset creation. That is why word problems
have to be filtered and standardised. The final number of word problems in the created
dataset is 23,568. The distribution of the eight most common equations in the dataset
can be observed in Figure 2.3. We can find more accurate statistics of the equations in
Appendix B.1.

! In Python 38.8.10 equation 1.2 — 1 results is 0.19999999999999996



2.2 Sequence to sequence

schoolbook/collection # of used word problems source
Matematika na zdkladni a 499 [18]
obecné skole ve slovnich tlo-
héch
SLOVNI ULOHY PRO 2.-5. 303 [19] [20] [21] [22]
ROCNIK

Table 2.3. Schoolbooks and collections that were processed. Word problems from Matem-

atika na zdkladni a obecné skole ve slovnich tlohdch is known from my bachelor thesis as

WP500 dataset. Unfortunately, we found a duplicate word problem, so in this thesis, we
will not call this subset of word problem as WP500.

link # of used word problems
https://www.umimematiku.cz/ 612
https://www.hackmath.net/ 67
https://www.matika.in/ 25

Table 2.4. Internet sources that were processed.

3000 -

2500 A

2000 -

1500 A

1000 ~

500 -

Figure 2.3. The figure shows the eight most common equation templates from the dataset
and the number of their occurrences.

I 2.2 Sequence to sequence

As mentioned before, the seq2seq model was presented in 2014 by a group of researchers
from Google[8]. The motivation to create sequence-to-sequence learning was the lack of
deep neural networks (DNNs) to map an input sequence to an output sequence, which is,
in fact, the case of machine translation. The cited paper experiments with translation

9
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from English to French and vice versa, outperforming existing state-of-the-art. Years
later, Google presented an open source sequence-to-sequence framework in Tensor Flow,
which we can still find on GitHub?. Also, Google started using a sequence-to-sequence
model called Google Neural Machine Translation [23] in its well-known production
systems, such as Google Translator®.

Il 2.2.1 Principle

As is evident from the name, seq2seq performs the mapping from one sequence to
another, and it became successful in machine translation. The formal definition for
machine translation is that we have a sequence zq,z,,...,z,, (tokens, where x, is a
token of input sequence on position i) and another sequence y,, ys, ..., y,, (tokens, where
Yy, is a token of output sequence on position 7), and the task is to find the most probable
output sequence by the given input sequence. Note that both sequences do not have to
be of the same length.

The model consists of two primary components, the encoder and the decoder, where
each is, in fact, a recurrent neural networks (RNNs). The most popular ones are Long
short-term memory (LSTM) and Gated recurrent unit (GRU). Both will be discussed
in more detail in the thesis.

Er liebte zu essen

NULL Er liebte zu essen

e ___+___+___:

He loved to eat

Figure 2.4. An example of seq2seq model[24] used for translation from English to German.

LSTM is a recurrent neural network architecture commonly used in NLP tasks. The
architecture was presented in 1997 by Sepp Hochreiter and Jiirgen Schmidhuber [25].
The neural network consists of several units: cell, input gate, output gate, and forget
gate. There are several variants of the LSTM architecture. In this thesis, we will work
with a variant that PyTorch* uses, which is based on the work from 2014 of the Google
research group [26].

LSTM computes following:
iy = o(Wyxy + by + Wyihy_y + by;)

fe =Wy + by + Wyphy 4 +bpy)
g9 = tanh(WigfL‘t + big + Whghtfl + bhg)

2 https://github.com/google/seq2seq
3 https://translate.google.com/
4 https://pytorch.org/docs/stable/generated/torch.nn.LSTM. html
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2.2 Sequence to sequence

0 = O-(Wiol‘t + bio + Whohtfl + bho)
=50 1+1,09
h, = o, © tanh(c,)

Where, for a time ¢,

x, is the input

h, is the hidden state

1, is a computation of the input gate
f; is a computation of the forget gate
g, is a computation of the cell

o, is a calculation of the output gate
¢, is the cell state

o is the sigmoid function

© is the Hadamard product

W is the weight matrix

Ces C;

hy.4 \l—’ > h,

Figure 2.5. Schema for LSTM architecture from [27]. Note that symbol “X” represents ©
— Hadamard product.

A GRU is another popular recurrent neural network used in the seq2seq model. GRU
was presented in 2014 by Kyunghyun Cho et al. [28]. The most significant difference
between GRU and LSTM is the number of parameters. GRU has fewer parameters
than LSTM, caused by the lack of an output gate in GRU, and it is worth mentioning
that the names of GRU units are different. Instead of the input, forget gate, GRU has
reset, update, and new gates. As we examined the variant of LSTM using PyTorch, we
will do the same for GRU °.

5 https://pytorch.org/docs/stable/generated/torch.nn.GRU. html
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GRU computes following:
Ty = O—<Wi7‘xt + bir + Whrh(tfl) + bhr)

Rt = O-<Wizmt + biz + thh(tfl) + bhz)
ny = tanh(W;,x, + by, + 1, © (Wi hie_q) + byy,))

hy=(1-2)0n,+20 h(tfl)

Where, for a time ¢,

x, is the input

h, is the hidden state

r, is a computation of the reset gate
z, is a computation of the update gate
n, is a computation of the new gate

o is the sigmoid function

© is the Hadamard product

W is the weight matrix

Tt

Figure 2.6. Schema for GRU architecture from [29]. Note that symbol “X” represents ©
— Hadamard product and symbol h, is in fact n,.

In summary, for the LSTM and GRU architectures, GRU has fewer parameters, which
means that we can expect faster learning and a smaller size of the trained model. On
the other hand, we will probably tend to use LSTM in large datasets due to the number
of parameters and complexity, resulting in better performance. The reason why LSTM
and GRU are used is to avoid the problem of vanishing gradients.
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2.2 Sequence to sequence

1.0 1

0.8 1

0.6 1
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Figure 2.8. Figure of derivative of sigmoid function

§'(x) = S(2)(1 - S(x))

The derivative of the activation function can cause the problem of vanishing gradients.
Let us demonstrate what can occur when the sigmoid is used as an activation function.
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We can observe that the maximum value for the derivative function is 0.25, which is a
low number. It is important to note that the number produced by the derivative of the
activation function is then used in the chain rule in the backpropagation, where the goal
is to minimise loss. Multiplying several low numbers leads to a number close to zero,
which is called the vanishing gradient problem. A vanishing gradient causes the weights
not to be updated, which means that the network will stop learning. We can prevent
the vanishing gradient problem by using different activation functions, but we must be
careful because other activation functions, such as ReLU, can result in an exploding
gradient problem, which is the opposite of the vanishing gradient problem. Note that
LSTM uses a hyperbolic tangent for cell activation, and the sigmoid activation function
is usually used to activate the output of the node. It is important to note that, thanks to
the LSTM architecture, the problem of vanishing gradient does not occur even though
the sigmoid function is used as an activation function.

B 2.2.2 Extensions

So far, we have discussed the “basic” seq2seq model. Several extensions to the seq2seq
model increase its accuracy and robustness. Let us discuss attention and transformer.

The problem with the seq2seq model is that the encoder outputs a fixed-size vector.
That is, the entire input sentence (sequence of words) is compressed into a fixed-sized
vector as the input for the decoder. We can call this a bottleneck because we give
limited information about the input sequence. The decoder may need to “focus” on
different parts of the encoder in each step, and using a fixed size vector will not allow
this. Vanishing information can cause performance problems for long sentences that
are squeezed into a single fixed-size vector. The attention focuses on this issue and
proposes that the decoder have access to every state of the encoder.

Let us mention two attention mechanisms proposed by Bahdanau [30] and Luong [31].
These mechanisms are one of the most well-known and used attention mechanisms.
Bahdanau and Luong models differ in the encoder used, the attention score, and when
the attention is applied. Bahdanau model uses a bidirectional encoder, multilayer
perceptron as an attention score, and the attention is applied between decoder steps.
On the other hand, the Luong model uses a “simple” encoder, a bilinear function as
an attention score, and the attention is applied after the RNN decoder step before
prediction.

Attention mentioned above deals with “communication” between the encoder and the
encoder, but if we extend the encoder and the decoder with attention (called self-
attention), we get a transformer. The transformer can be summarised as “Attention
for everyone”. With attention, we extend the encoder, decoder, and communication
between the encoder and decoder. This approach led to several successful language
models, such as BERT (Bidirectional Encoder Representations from Transformers) [32]
by Google. The BERT is an English language model from 2018, trained for two tasks -
to place missing words in the sentence and predict the following sentence. The Czech
equivalent for BERT is Small-E-Czech® by Seznam, which contributed to increasing the
quality of search results and can handle typographical corrections. Compared to BERT,
Small-E-Czech has fewer weights, about 14 million. BERT, on the other hand, has 110
million weights. The number of weights might be disputable because larger networks

6 https://github.com/seznam/small-e-czech
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2.2 Sequence to sequence

usually achieve higher accuracy, but their size is larger, and training and evaluation are
computationally intensive.
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Chapter 3
Implementation

The proposed implementation in this thesis comes from a trend in mathematical word
problem solvers, which is described in the previous subchapter. Let us take a closer
look at the implementation of the solver.

For the implementation, the Python programming language is used. The motivation
for this programming language is that Python is standard for the latest solvers due to
several machine learning libraries such as PyTorch and TensorFlow.

I 3.1 Preprocessing

The first thing that has to be taken care of is the solver’s input and output data. The
essential raw data from the dataset are word problems, equations, and results. We
will consider a template for word problems and equations if we can not directly map
numbers from a word problem to an equation. Template usage will be considered only
during the training part. In the test part, the solver has to be capable of handling this
situation on his own, which will be discussed further in the thesis.

An example of an input to the solver in the training part.

Word problem:
U Skoly roste 22 bfizek, 8 lip a 15 smrckid. Kolik stromid roste u sSkoly?
Word problem translation into English:

The school has 22 birches, 8 lindens, and 15 spruces.
How many trees grow at school?

Equation:

22 + 8 + 15
Result:

45

Additional information in case direct mapping is not possible.

Word problem without deterministic direct mapping:

Babicka sbirala na zahradce prvni jahody. Sebrala jich 30.
Radkovi dala 8 a Jitce také 8 jahod. Kolik jahod zistalo babicce?
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Equation without direct deterministic mapping:
30 - 8 -8
Word problem template for word problem:

Babicka sbirala na zahrddce prvni jahody. Sebrala jich NUM1.
Radkovi dala NUM2 a Jitce také NUM3 jahod. Kolik jahod ztstalo babicce?

Equation template for word problem:
NUM1 - NUM2 - NUM3

As can be seen, the word problem template and the equation template have substituted
numbers with constants NUMY, where Y is the order number. Note that numbers that
are not used in an equation can be substituted, for example, by NUMX, where X is
not an order number. The substitution is essential for solvers because the equation
solving the word problem will remain the same no matter what specific numbers are
in the word problem. We can easily substitute numbers with constants because, in
our dataset, we have two categories of word problems. The one where we can make
direct mapping between word problems and equation numbers and after that assign
every mapping a constant. The second category of word problems does not have direct
mapping, but it has fields word problem__CZ_template, equation_ CZ__template and
mapping containing information about the substitution. The question of how to make
a substitution during the evaluation part will be discussed in the following chapters.

The generalisation above has strong prospects, but we can generalise even more. The
motivation for the generalisation is to shrink the input and the output sequence space to
cover more word problems and make the solver as general as possible. We do not have to
stop only at the substitution of numbers. Some word classes can be substituted to cover
general word problem cases, but other word classes should not be substituted as they
can have a massive impact on solving a word problem. Another possible substitution is
to replace words by their lemmas. This type of substitution should be less harmless than
word class substitution, which can substitute essential words with a constant, resulting
in loss of meaning. Syntactic analysis of the word problem is needed to perform word
classes substituting or substituting words by their lemmas. One of the best tools for
syntactic analysis is UDPipe [33]. It is a tool that can perform tagging, lemmatization,
and syntactic analysis, which can all be used for any substitution.

The UDPipe provides the REST service! and the Python library? to perform syntactic
analysis. Several inputs can be passed to UDPipe. We will consider the most intuitive
one, plain text. The output, on the other hand, is in CoNLL-U format?® containing all
information about syntactically analyzed input.

Although UDPipe is one of the best syntactic analyzers for the Czech language (sup-
porting other languages), it is not flawless. That is why it is not a good idea to rely only
on syntactic analyzers. It should always be taken into account that they can produce
errors. Fortunately for our approach, we will rely on the UDPipe results minimally.

! https://lindat.mff.cuni.cz/services/udpipe/
2 https://pypi.org/project/ufal.udpipe/
3 https://universaldependencies.org/format.html
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3. Implementation

Figure 3.1. The figure shows preprocessing the input word problem. Numbers are substi-

>

Na louce poletuje pét Zlutych motylt a Sest modrych
motyll. Kolik motylt poletuje na louce?

Y

Na louce poletuje 5 Zlutych motylt a 6 modrych
motylG. Kolik motyl poletuje na louce?

k\

Five yellow butterflies and six blue butterflies fly in
the meadow. How many butterflies fly in the
meadow?

A

5 yellow butterflies and 6 blue butterflies fly in the

meadow. How many butterflies fly in the meadow?

Bl

Equation: 5 + 6
Mapping {"NUM1": 5, "NUM2": 6}

h 4

Na louce poletuje NUM1 Zlutych motyld a NUM2
modrych motyld. Kolik motyl poletuje na louce?

Y

na louka poletovat NUM1 Zluty motyl a NUM2 modry
motyl . kolik motyl poletovat na louka ?

A

NUM1 yellow butterflies and NUM2 blue butterflies fly
in the meadow. How many butterflies fly in the
meadow?

A

NUM1 yellow butterfly and NUM2 blue butterfly fly in
the meadow . how many butterfly fly in the meadow ?

tuted by variables, words are substituted by their lemmas.

1 Na na ADP RR--6--------- AdpType=Prep|Case=Loc 2 case TokenRange=0:2

2 parkovisti parkovisté NOUN NNNSG----- Case=Loc|Gender=Neut|Number=Sing|Polarity=Pos 3 obl _ TokenRange=3:13
A

3 staly stat VERB VpTP---XR- Animacy=Inan|Gender=Fem,Masc|Number=Plur|Polarity=Pos| 0 root _ TokenRange=14:19
AA--- Tense=Past|VerbForm=Part|Voice=Act

4 4 4 NUM C=------—--- NumForm=Digit|[NumType=Card 5 nummod _ TokenRange=20:21

5 autobusy autobus = NOUN NNIP1-----A--  Animacy=Inan|Case=Nom|Gender=Masc|Number=Plur| 3 nsubj TokenRange=22:30
- Polarity=Pos

6 a a CCONJ  JMemmmmmmmeeee 9 cc _ TokenRange=31:32

7 9 9 NUM NumForm=Digit|NumType=Card 9 nummod _ TokenRange=33:34

8  krat krat CCONJ  J*-- ConjType=Oper 9 cc _ TokenRange=35:39

9 vice hodné ADV Dg-------: 2A--- Degree=Cmp|Polarity=Pos 5 conj TokenRange=40:44

10 aut auto NOUN NNNP2----- Case=Gen|Gender=Neut|Number=Plur|Polarity=Pos 9 nmod SpaceAfter=No|
A TokenRange=45:48

1" PUNCT  Zi-eeeeeeeee 3 punct SpaceAfter=No|

Figure 3.2. The figure shows an example of syntactic analysis for the sentence “Na

We will focus only on lemmas and parts of speech, meaning we do not expect UDPipe

TokenRange=48:49

parkovisti staly 4 autobusy a 9 krat vice aut.” outputted by UDPipe REST service.

errors to cause many issues for us.

Using a syntactic analyzer provides another benefit. In the word problem examples,
there are numbers written using digits, but the input to the word problem solver can
contain a number written by words, which is valid from the grammar point of view.
Thanks to syntax analysis, the lemma of the word number can be obtained and, using

a defined dictionary, it can be converted to a number written by digits.




Ve v ADP RV--6---------- AdpType=Voc |Case=Loc E] case _
Skolni Skolni ADJ AAFS6----1A---- Case=Loc|Degree=Pos|Gender=Fem|Number=Sing|Polarity=Pos 3  amod _
knihovné knihovna NOUN NNFS6-----. A---- Case=Loc|Gender=Fem|Number=Sing|Polarity=Pos 7 obl _
je byt AUX VB-S---3P-AA--- Mood=Ind|Number=Sing|Person=3|Polarity=Pos|Tense=Pres|VerbForm=Fin|Voice=Act

210 210 NUM C= NumForm=Digit|NumType=Card 7 nummod : gov

pohadkovych pohadkovy A---- Case=Gen|Degree=Pos |Gender=Fem|Number=Plur|Polarity=Pos 7  amod

knih kniha NOUN  NNFP2-----, A---- Case=Gen|Gender=Fem|Number=Plur|Polarity=Pos [0] root

a a CCONJ - _ 11 cc _

335 3358 NUM C=- —== - NumForm=Digit|NumType=Card 11 nummod:gov

détskych détsky ADJ AAIP2----1A---- Animacy=Inan|Case=Gen|Degree=Pos|Gender=Masc|Number=Plur|Polarity=Pos 11 amod _

romand roman NOUN NNIP2-----, A---- Animacy=Inan|Case=Gen|Gender=Masc|Number=Plur|Polarity=Pos 7 conj _ SpaceAfter=No
7

Figure 3.3. The figure shows an error that UDPipe made. The input sentence is “Ve

skolni knihovné je 210 pohddkovych knih a 335 détskych roménia”. As we can observe the

UDPipe changes lemma for number 335 to 3358. This error occurs for UDPipe model
czech-pdt-ud-2.5-191206.udpipe (the latest available model to download).

I 3.2 Training model

The previous subchapter summarizes the input and output data preprocessing for a
solver. This subchapter will be dedicated to the solver training. As mentioned earlier,
our approach is based on the seq2seq model and modifications derived from the latest
solvers.

The seq2seq model was introduced in detail in Subchapter 2.2, and as we found, the
model is complex. It consists of an encoder and decoder, which can have different
architectures using GRU or LSTM. Other extensions can be added, such as the attention
mechanism, greedy or beam search in the decoder, and parameters for RNN (hidden
size, drop out, teacher force ratio, and others). The PyTorch framework presents a
tutorial* dedicated to translating French into English. Let us have the model from the
tutorial as a foundation for the word problem solver presented in this thesis and adapt
and extend it to solve word problems.

The PyTorch tutorial presents a simple encoder based on GRU, reproducing a single
output vector with hidden values. The architecture of the encoder can be seen in
Figure 3.4.

The tutorial proposes two decoders, a simple one and a decoder with an attention
mechanism. Both decoders use GRU as an RNN architecture. The visualization of the
simple decoder can be seen in Figure 3.5. As can be observed, the decoder does not
hide anything complex. On the contrary, the decoder using an attention mechanism
becomes more complex, as shown in Figure 3.6.

We can make several observations for the model proposed in the tutorial. One obser-
vation is that the model is trained using stochastic gradient descent, which is worth
considering to try out the different approaches to training, batch, and mini-batch.
Both decoders and encoders use GRU as part of their architecture. LSTM, Bi-LSTM
are worth trying out. Lastly, the model deals with translation and can also be used
to solve word problems without any modifications, but we can easily make some im-
provements. The seq2seq model uses so-called “greedy decoding”, which means that it
picks the token with the highest probability. Unfortunately, this may not always lead
to picking semantically/syntactically valid tokens, resulting in nonsense equations.

For example, the following sequence can be obtained:

NUM1 NUM2 / + NUM3

4 https://pytorch.org/tutorials/intermediate/seq2seq_translation_tutorial.html
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Figure 3.4. The encoder proposed in PyTorch tutorial.
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Figure 3.5. The simple decoder proposed in PyTorch tutorial.

DNS proposes a solution in the form of a set of rules applied before “greedy decoding”,
before the activation function is called, which results in the zero probability of placing
the token incorrectly.



previous hidden input encoder outputs

embedding
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embedded

attn weights
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output hidden

Figure 3.6. The decoder with attention mechanism proposed in PyTorch tutorial.
The adjusted rules are the following (r,_; is a token in the previous position):

mIfr, ;isin { +, — =, / }, then r, will not be in { +, —, %, /, ) }

m If ,_, is a number, then r, will not be a number

m Ifr, ; is (, then r, will not be in { +, —, , /, ), ( }

m If r,_; is ), then r, will not be a number and not in { ), ( }

Binary vector p, is created using these rules and then used as a mask to filter out the
unwanted candidates for a token before the activation function. The following equation

shows how a binary vector p, (mask) is applied to the softmax function that produces
the probability distribution, where the invalid tokens for position ¢ have zero probability.

T
p Oeht ws
P(r|h,) = m
t
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One of the observations made in this thesis is that during training, the length of the
sequence is known, but this does not apply to the testing part. The assumption that
can be made is that the length of the valid sequence will always be an odd number not
less than 3. The reason for this is that, in this case, math operations are always binary
operations, which means that the operation requires two input values. Then there
are parentheses, which always have even numbers starting with 0. The length of the
equation is then the sum of input values (numbers), math operations, and parentheses,
which is (2k+1)+2[, where 2k+1; k € NT is the number of math operations and numbers
and 2[;1 € N is the number of parentheses. The resulting sum is then (2k + 1) + 2] =
2(k+1)4+1=2m+1; m € N*. The assumption above is valid only when we know
that all math operations are binary operations. The assumption does not hold for the
following equation because '—’ (unary minus) is not a binary operation.

—NUM1+ NUM?2

We can replace “greedy decoding”, which picks the most probable token, with “beam
search”, which tracks several of the most probable hypothesis, and then selects the most
probable one, and we can further extend it with requirements such as that the equation
is valid, or application of rules mentioned before.

I 3.3 Evaluation

When we train a model, we are ready to evaluate the test dataset, but a challenge must
be solved before that. The challenge is to map the number of word problems. Since we
were unable to develop a deterministic mapping during training, we used an attribute
that holds the information. Unfortunately, this cannot be done in the evaluation part
because we do not want to provide a model with this information. It would be too trivial
for the model to evaluate the word problem and it would not be able to solve some word
problems without additional information. The DNS deals with this issue using the SNI
(Significant number identification) model. The SNI is a binary classification based on
LSTM that determines if a number is significant in a chunk of a word problem. The
number is considered to be “significant” if it is used in the equation that solves the
assignment.

Word problem in Czech:

TobiaS dostal za tkol vypolitat 2 cviceni z matematiky. V prvnim byly 4
sloupecky po 5 prikladech a ve druhém 3 sloupecCky po 4 pfikladech.
Kolik musel Tobia&sS vypocitat prikladd?

Word problem in English:

Tobias was given the task of calculating 2 exercises in mathematics.
There were 4 columns of 5 examples in the first and the second 3 columns
of 4 examples. How many examples did Tobias have to calculate?

Equation:
4 x5+ 3 x4

In the word problem above, we have five numbers, and, as we can see, the equation
solving this word problem needs four of them (number 2 is not a part of the equation).
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Binary Output: “True” or “False”

Activation: (000 ©000)
|

! !

Input: If .. 3 .. mystery

f

Hidden: LSTM —» ... —b{LSiTM—b  —[STM

(Whole sequence: If she had 3 shelves of mystery)

Figure 3.7. Visualization of SNI (Significant number identification) from [7].

SNI from DNS does not seem optimal because it only evaluates a part of the problem.
What if the information, when the number is significant, is hidden in a different chunk?
That is why a modified SNI is required. The modification of SNI proposed in this
thesis works on the whole word problem with all numbers substituted by constants.
The output sequence consists of numbers, essential constants. We can apply a similar
trick to that proposed by DNS. When the decoder decodes the output sequence, we
can force it to return unique tokens. Let us say that the decoder’s first token is NUM1I,
which means that the token NUM]I is significant, and by this, we can deduce that the
following tokens will not be NUM1 because we already know that the token NUM1 is
significant.

Although we will be able to find “significant” numbers for word problems and pass
replaced numbers by constants to the model, we will have to determine how to evaluate
the model’s output. We cannot determine precisely if the equation output by the
model is correct without taking into account the mapping found by SNI because it
could happen that the ground truth equation would be the same as the predicted
equation, but the constants in the equation would point to different numbers. One of
the solutions is to replace constants with numbers from mapping and evaluating the
equation. However, this approach is suboptimal because the results can be the same,
but the mapping can be different. Therefore, the equation and the mapping should be
checked during the evaluation test dataset.
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Chapter 4
Experiments

This chapter describes two experiments. The first experiment is focused on different
preprocessing templates and their impact on accuracy. Afterward, we use the best
performing preprocessing template from the first experiment in the second experiment
where we work with various seq2seq architectures and compare their accuracy with the
results from the first experiment.

The following libraries and tools were used in the implementation:

m Python 3.9.5

m PyTorch 1.10.0

m CUDA 11.3.1

m UDPipe 2 (czech-pdt-ud-2.5-191206)

All models for the experiment were trained on GPU servers of the Department of

Cybernetics, Faculty of Electrical Engineering, Czech Technical University in Prague.
The specification of the GPU used for training is the following;:

m NVIDIA GTX 1080Ti
m Memory: 11178MiB

I 4.1 Preprocessing templates experiments

Let us present four preprocessing templates, but before that, we have to clarify that
these templates are something different from the word_problem__CZ__template, which
helps us in training to find the correct mapping of numbers. These preprocessing
templates were already mentioned in Subchapter 3.1. Their purpose is to generalise the
training record for the word problem, resulting in higher model accuracy.

The four preprocessing templates are:

m NoSub
m Simple
m Smarter

m Ultimate
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": "Petra o prazdninach precetla 3 knihy. Prvni kniha méla
217 stran, druhd o 49 stran méné. Kolik stran méla tretti
kniha, jestliZe Petra dohromady precetla 639 stran?",
"equation_CZ": [

"639 - 217 - (217 - 49)"
I,

"result": [

b
Z_template": "Petra o prazdninach precetla NUMX knihy. Prvnt

kniha méla NUM1 stran, druhd o NUM2 stran méné.
Kolik stran méla treti kniha, jestlize
Petra dohromady precetla NUM3 stran?",

Figure 4.1. The word problem “Petra read 3 books during the holidays. The first book
had 217 pages, the second 49 pages less. How many pages did the third book have if Petra
read 639 pages together?” demonstrates how a template is used.

We will consider word problem and equation from Figure 4.1 as an input to the four
preprocessing templates and show how the preprocessing affects the word problem and
describe what the template does.

NoSub template does nothing at all. This template takes the word problem and equa-
tion and returns them unchanged. This template demonstrates how preprocessing is
crucial and how even tiny preprocessing can boost accuracy. Although we consider this
template to be the one that will not work well in the test set, it still has an enormous
advantage over other templates. It does not need to detect significant numbers because
it does not substitute them. Not being dependent on significant number identification
might be an advantage because the solver depends only on itself, so it avoids the situa-
tion when the significant number identification wrongly identifies a significant number,
resulting in the solver’s wrong solution. Another positive side effect is that it should
be faster than templates using significant number identification.

Word problem:

Petra o prazdnindch pfrecCetla 3 knihy . Prvni kniha méla 217 stran , druhd
o 49 stran méné . Kolik stran méla tf¥eti kniha , jestliZe Petra dohromady
precetla 639 stran 7

Equation:
639 - 217 - ( 217 - 49 )

Mapping:
{3

Simple template provides one of the essential preprocessing procedures. It substitutes

numbers with constants, resulting in basic generalisation when we do not mind about
numbers presented in the word problem because they do not affect the equation which
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solves it. As mentioned above, this template must identify significant numbers in the
test set to use the trained significant number identification model. We substitute num-
bers that are not significant with constant string NUMX , as can be seen in the example
below.

Word problem:

Petra o prazdninach preletla NUMX knihy . Prvni kniha méla NUM1 stram ,
druhd o NUM2 stran méné . Kolik stran méla t¥eti kniha , jestliZe
Petra dohromady precetla NUM3 stran 7

Equation:
NUM3 - NUM1 - (NUM1 - NUM2)

Mapping:
{'NUM1': 217, 'NUM2': 49, 'NUM3': 639}

The Czech language is a so-called fusional language, which means that it does inflec-
tion, i.e. word formation. Unfortunately, inflection makes solving word problems more
challenging because it does not bring additional information that would help solve the
word problem. Sometimes similar words mean the same thing. Smarter template should
handle this issue. As Simple template, it substitutes numbers with constants, but it
also substitutes words with their lemmas, which should solve the challenge of inflection.

Word problem:

Petra o prazdniny precist NUMX kniha . prvni kniha mit NUM1 strana ,
druhy o NUM2 strana mdlo . kolik strana mit t¥eti kniha , jestliZe
Petra dohromady pfeclist NUM3 strana ?

Equation:
NUM3 - NUM1 - (NUM1 - NUM2)

Mapping:
{'NUM1': 217, 'NUM2': 49, 'NUM3': 639}

Unlike the previous templates, the last template uses syntactic analysis obtained using
the UDPipe program. It uses information about the part of speech of each word. The
idea is that not all parts of speech are essential and that we can substitute some parts
of speech with constants, such as numbers. So, the Ultimate template is an extension
of the Smarter template with the difference that we replace some parts of speech with
constants. For testing purpose, we decided to replace nouns and proper nouns by NOUN
and PROPN, respectively. These are not only parts of speech that can be substituted,
but in our opinion, it is possible to substitute some other less important parts as well,
such as ADJ (adjective), but it is essential to mention that this substitution comes with
a penalty which is losing information. Some parts of speech can be crucial to solving
a word problem, such as VERB (verb) or ADV (adverb). On the other hand, we gain
generalisation (simplification) of word problems.

Word problem:

PROPN1 o NOUN1 precist NUMX NOUN2 . prvni NOUN2 mit NUM1 NOUN3 , druhy o
NUM2 NOUN3 m&lo . kolik NOUN3 mit tfeti NOUN2 , jestlize PROPN1
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dohromady pfecist NUM3 NOUN3 ?

Equation:
NUM3 - NUM1 - (NUM1 - NUM2)

Mapping:
{'NUM1': 217, 'NUM2': 49, 'NUM3': 639}

The templates mentioned above should show us how a generalisation of the word prob-
lem can help us find a robust solver. We expect that some templates may overfit, and
these solvers should be those that do not generalise enough, such as NoSub template.

For this experiment, we provided all templates with the same conditions. We trained
the four templates in 20 epochs on the same training data consisting of 18,834 word
problems, which were randomly chosen from the created dataset. The architecture
proposed in the PyTorch tutorial, which we mentioned before, was used for training.
Unfortunately, the architecture did not allow us to use the mask that uses DNS. The
reason is that the architecture uses negative logarithmic likelihood, logarithmic softmax,
and mask force values to have zero probability. The logarithm of zero is minus infinity,
resulting in a loss that will be plus infinity, making the model unable to be well trained.
We evaluated models using the four proposed templates on the same test dataset of size
4,709 samples. Word problems from the matikain dataset were excluded from the train
and test dataset to show how the solver performs on a small dataset and which also
includes types of word problems that were not present in the training set. We consider
one more dataset for comparison - the reischigova dataset from bachelor thesis [11],
which contains 499 word problems (396 of them are part of training data and 103 of
them are part of testing data).

Some templates need significant number identification for evaluation to replace numbers
with constants. We trained a significant number identification model in 20 epochs on the
different training data we used for the training templates. The train dataset contains
18,854 word problems, and the test dataset contains 4,714 word problems. We expect
Ultimate template to be the best performing template, and that is why we use it in
significant number identification in the preprocessing part.

As we can observe in Figure 4.2, the advanced templates, preprocessing the word prob-
lem, achieved a lower loss than the naive NoSub template. However, the loss started
to increase. An unsuitable learning rate can cause an increase in training loss, which
is probably our example. We used the 0.01 learning rate for the experiment, so using
the next iteration’s lower learning rate for the templates would be wise. Interestingly,
the learning rate was improper only for models that used templates that modified the
input sequence.

The experiment revealed that, as expected, templates significantly impact the model’s
accuracy. An interesting observation is that, on the testing dataset, Smarter template
performed better than Ultimate template, which is unexpected. However, we will con-
sider Ultimate to be the best performing template because it is more accurate when
considering the absolute number of solved word problems.

From the results and examination of the wrong-solved word problems, we identify two
major error categories: syntactically incorrect equations and wrong equations. The
number of syntactically incorrect equations could be reduced using the trick presented
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NoSub Templates losses
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Smarter Ultimate
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Figure 4.2. The figure of template losses. X-axis are epochs, Y-axis are losses.

dataset NoSub Simple Smarter Ultimate
training 41.6%/45.67% 42.68%/46.41% 47.16%/51.99% 48.64%/52.60%
testing 14.7%/21.21% 33.45%/38.97% 37.06%/43.39% 35.17%/42.11%
reischigova 48.1%/53.9% 51.9%/53.31% 58.12%/59.12% 68.14%/68.93%
matikain 12.00%/16.00% 16.00%/16.00% 16.00%/12.00% 16.00%/16.00%

Table 4.1. Template models accuracy on the datasets with ground truth information about

significant numbers on the datasets. As we mentioned in Subchapter 3.3, there are two

options to compute the accuracy — comparing equations or comparing results. In the

table, the first number is the accuracy of comparing equations, and the second is the
accuracy of comparing results.

dataset NoSub Simple Smarter Ultimate
training 41.6%/45.67% 41.32%/40.28% 45.63%/45.75% 47.05%/46.02%
testing 14.7%/21.21% 32.63%/34.27% 36.22%/38.52% 34.06%/37.07%
reischigova 48.1%/53.9% 51.50%/50.30% 57.91%/56.11% 67.73%/64.72%
matikain 12.00%/16.00% 16.00%/16.00% 16.00%/16.00% 16.00%/16.00%

Table 4.2. Template models accuracy on the datasets when using SNI. The accuracy for

NoSub template did not change, because it does not need to use SNI model. The first num-

ber is the accuracy of comparing equations, and the second is the accuracy of comparing
results.
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4.1 Preprocessing templates experiments

3000 A
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2000 -+

1500 A

1000 A
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Figure 4.3. The figure shows accuracy of the eight most common equations from the train-

ing and testing dataset. The green area shows the number of correctly solved word prob-

lems, and the red area shows the number of wrongly solved word problems. The results

are shown for Ultimate, using equation comparison with SNI. The overall accuracy of the
eight most common equations is 61.16%.

in DNS, there would not have to be any syntactically incorrect word problems in the
best scenario. On the other hand, minimising the wrong equations is a challenge and
could be done using a more robust architecture or more advanced preprocessing. The
distributions of two error categories in the dataset can be seen in Figure 4.3.

An example of a syntactically incorrect equation on the output:

Word problem:

Jidelna nakoupila zpét 36 pytld rjZe a mouky.

RyZze je 60 kg na pytel a mouky 50 kg na pytel.

PoCitejte, kolik kilogrami rjZze a mouky jste nakoupili zpét?

Word problem in English:

The dining room bought back 36 bags of rice and flour.

Rice is 60 kg per bag, and flour is 50 kg per bag.

Count how many kilograms of rice and flour you bought back?

Ground truth equation:
NUM1 * (NUM2 + NUM3)

Equation from the model:
( * NUM1 * NUM1

An example of a wrong equation:
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Word problem:
Pomér broskvoni a hrusni v sadu je 5:3.
Existuje 40 broskvoni a kolik hrusSni?

Word problem in English:
The ratio of peaches and pears in the orchard is 5:3.
There are 40 peaches, and how many pears?

Ground truth equation:
NUM3 / (NUM1 / NUM2)

Equation from the model:
NUM3 * (NUM2 / NUM1)

From the above examples, we can observe that syntactically incorrect equations cannot
be evaluated. The wrong equations can be evaluated, but they are not the same as the
ground truth equations.

dataset syntax error incorrect equation incorrect sum
training w/o SNI 2,759 (28.55%) 6,906 (71.45%) 9,665
testing w/o SNI 870 (28.52%) 2,180 (71.48%) 3,050
training + testing w/o SNI 3,629 (28.54%) 9,086 (71.46%) 12,715

Table 4.3. The table shows the error distribution for Ultimate template using the ground
truth information about significant numbers.

template model size [kB]
NoSub 30,994
Simple 26,689
Smarter 16,739
Ultimate 10,850

Table 4.4. The table shows the sizes of models using a specific template.

As we can observe in Figure 4.4, preprocessing using templates has, except for higher
accuracy and generalisation, another advantage - the model size. We need to keep in
mind that for Simple, Smarter, and Ultimate templates, we may also want a significant
number identification model, which is of size 10,807kB, which means that the model
of the largest size (together with significant number identification) is Simple template.
However, Smarter and Ultimate templates are still smaller than NoSub template.

I 4.2 Training and evaluation on different architectures

Ultimate template achieved the best accuracy in the previous subchapter. That is why
we used it in this experiment as a primary preprocessing template. The first experiment
revealed that the learning rate was set too high and caused problems during model
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training. Therefore, this experiment will use a lower learning rate: 0.001. Another
change in the architecture used in the second experiment is the usage of RNNs. The
first experiment used a tutorial example of the seq2seq architecture, which used GRU
as RNN for the encoder and decoder. We will use bidirectional LSTM with two layers
in this experiment because our dataset is quite large. LSTM has more parameters than
GRU, which we hope will result in higher accuracy. The PyTorch architecture uses well-
known SGD, an iterative optimizer of objective function, as an encoder and decoder
optimiser, and the architecture in the second experiment uses an Adam optimiser [34].
This change occurs because we expect the Adam optimiser to provide better learning,
resulting in higher accuracy. Lastly, we mentioned that we could not use the trick with
the mask presented by DNS for the previous experiment. Let us try to modify the trick
with the mask. Instead of the vector p, with ones and zeros, we propose to use p, with
ones and a penalisation, which is a real number in the interval (0,1). As we mentioned
earlier, the architecture from the first experiment uses a negative logarithmic likelihood
to compute the loss. The input of negative logarithmic likelihood is formed of the
logarithmic probabilities of each class. If the probability is zero, the log-probability is
minus infinity, resulting in an infinity loss if the ground truth class has zero probability.
The idea behind this proposed modification is to penalise, making the probability of
the class smaller, but not zero, to avoid an infinity loss. For this experiment, we use
penalisation 0.5.

Experimentl Ultimate Experiment2 Ultimate

0.9

0.8 1

0.7 1

0.6 1

0.5

0.4

Figure 4.4. The figure of experiment losses. X-axis are epochs. Y-axis are losses.

From Figure 4.4 we can observe that our proposed architecture solved the problem of
increasing the loss, which we faced in the first experiment.

dataset Experimentl Ultimate Experiment2 Ultimate
training 48.64%/52.60% 65.63%/74.71%
testing 35.17%/42.11% 47.63%/59.35%
reischigova 68.14%/68.93% 80.36%/81.36%
matikain 16.00%/16.00% 12.00%/12.00%

Table 4.5. The model’s accuracy with ground truth information about significant numbers
on the datasets.
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4. Experiments

dataset Experimentl Ultimate Experiment2 Ultimate
training 47.05%/46.02% 62.40%/62.25%
testing 34.06%/37.07% 46.42%/50.96%
reischigova 67.73%/64.72% 77.95%/76.55%
matikain 16.00%/16.00% 12.00%/12.00%

Table 4.6. The model’s accuracy accuracy using SNI to identify significant numbers.

dataset syntax error incorrect equation incorrect sum
training w/o SNI 149 (2.36%) 6,173 (97.64%) 6,322
testing w/o SNI 49 (2.01%) 2,387 (97.98%) 2,436
training + testing w/o SNI 198 (2.26%) 8,560 (97.74%) 8,758

Table 4.7. The error distribution for Ultimate template using ground truth information
about significant numbers.
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Figure 4.5. The figure shows the accuracy of the eight most common equations templates
from the training and testing dataset. The green area shows the number of correctly solved
word problems, and the red area shows the number of wrongly solved word problems. The
experiment uses the model proposed in the second experiment, equation comparison with
SNI. The overall accuracy of the eight most common equation templates is 79.90%.

Figures 4.5 and Figure 4.6 show that we were able to obtain higher accuracy in both
scenarios (with ground truth information about significant numbers and with SNI).
Unfortunately, the architecture proposed in this experiment performed worse for the
matikain dataset, which need not to mean that it is worse for general word problems.
There are 173 word problems in the testing set that are solved by an equation not
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present in the training set. The architecture of the second experiment was able to
solve 14 of them. The architecture of the first experiment did not solve any such
problem. After all, the proposed architecture has higher accuracy for word problems
with equation templates do not present in the training set. Figure 4.7 shows that, as
expected, the mask worked and that we were able to lower the number of syntactically
wrong equations compared to the result of the Ultimate template from the previous
experiment, which can be seen in Figure 4.3.

Here is an example of a word problem, which is solved by an equation that is not part
of the training set:

Word problem:

V sadu je 6 rad jabloni s 12 stromy v kazdé frade.
Celkem se letos nasbiralo 648 kosSd jablek.

Kolik koS8 jablek v priméru obdrzi kazda jablon?

Word problem in English:

There are 6 rows of apple trees in the orchard,

with 12 trees in each row.

A total of 648 baskets of apples were collected this year.

How many baskets of apples on average will each apple tree receive?

Word problem template:

v NOUN1 byt NUM1 NOUN2 jabloni s NUM2 NOUN3 v kazdy

NOUN2 . celkem se letos nasbirat NUM3 NOUN4 NOUN5 . kolik NOUN4 NOUN5 v
NOUN6 obdrzet kaZzdy jablon 7

Equation:
( NUM3 / NUM1 ) / NUM2

Prediction:
NUM3 / NUM1 / NUM2

Result: 9

We may observe an issue from the above example mentioned in Subchapter 3.3. There
are several options to evaluate the model’s output, such as comparing equations and
comparing results. The example above shows that some equations in the training set
may contain redundant parentheses, which we can omit and still get the syntactically
correct result. For future work, preprocessing should be extended with an equation
simplification, simplifying the word problem equation to its elementary form while
preserving the core information. We can use a simplification of the equation by the
Python library SymPy!.

Let us compare our model’s accuracy with DNS and the solver presented in my bachelor
thesis. As we mentioned in Subchapter 1.1, DNS achieved 64.7% on the Math23K
dataset. This accuracy is for an approach based on using a seq2seq and retrieval
model. Unfortunately, we cannot evaluate our model on the Math23K dataset, and we
cannot compare accuracy directly because there are several incomparable facts. We

! https://www.sympy.org/en/index.html
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do not know how many epochs were used to train the DNS model. It is also worth
noting that the best precision mentioned in DNS is not purely based on seq2seq. The
achieved accuracy using purely seq2seq model by DNS was 53.7% without using SNI
and 58.1% using SNT in the Math23K dataset. The solver from my bachelor thesis was
based on representing a word problem as a point in a vector space, and it was trained
and evaluated using the SVM algorithm. The precision of this approach was 74.34%
for all reischigova word problems. Our approach using seq2seq achieved slightly better
accuracy - 77.56%. However, we have to take into account that the approach from the
bachelor thesis cannot solve a word problem that was not part of the training set, which
leaves only 13 unique equations the solver can deal with. The proposed approach can,
in theory, handle any equation, including those not present in the dataset.
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Chapter 5
Conclusion

This thesis dealt with the problem of solving Czech word problems using neural net-
works. We performed several experiments using seq2seq architecture as a primary
approach for solving word problems and made several observations from these experi-
ments. One of the essential observations made is the importance of preprocessing the
word problem and how it is essential to identify critical features of the language to
generalise natural input language to a model, such as lemmatisation or how each part
of speech contributes to the model. Although this thesis does not present revolutionary
seq2seq architecture, it evaluates an existing architecture and presents its improve-
ments. It confirms that general seq2seq architectures can be used for a broader class
of natural language tasks, even though their primary usage was focused on something
else. In the case of our used architecture, the primary usage was machine translation.

In future work, we suggest focusing on preprocessing intensively as experiments showed
that the use of preprocessing leads to significant improvements. Auxiliary tools for
preprocessing are essential, such as UDPipe, which is beneficial for natural language
preprocessing, and their development is crucial for future research. Unfortunately,
we find poor availability of the existing solver’s implementations and unsatisfactory
standardisation and availability of datasets. It would be enormously beneficial for
future work to define a standard for datasets and make the solver’s implementations
accessible.

The definition of scope should be the first thing that is done before creating a solver
to specify what the solver is expected to do. As we mentioned in this thesis, there are
several pitfalls that have to be defined before the solver and dataset are created, such
as what type of word problems do we want to solve, how do we want to evaluate them,
and whether we need step-by-step instructions on how to get equation or solution, and
many others.

Using a sequence-to-sequence model, we obtained a general solver for the word problem
capable of solving word problems that are not present in the training dataset. We
obtained solid results using this technique, but we should not consider this technique
as the peak of word problem solvers. We should pay attention to older approaches that
tried to model a solver that is capable of producing step-by-step instructions to solve
the word problem. These solvers would be more beneficial because they would provide
us with information extraction and could be used in other NLP tasks like chatbots or
voice assistants.

It is no doubt that solving word problems in Czech is a more complex task than solving
word problems in English or Chinese. There are several arguments for this statement.
As mentioned before, the Czech language is a fusional language, unlike English and
Chinese. There is the inflexion of words which depends on gender, nominative case, or
singular number. On the other hand, English and Chinese belong to so-called analytic
languages, a group of languages with a strict syntax and do not use inflexion. Another
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argument supporting the statement above is that there are more datasets and tools for
working with these languages. We know what to expect from the language, thanks to
strict syntax.

As far as we know, the proposed solver is one of the first solvers for the word problems
in the Czech language using the seq2seq approach, which achieved 61.24% using SNI.
The proposed solver has the potential to achieve 72.72% on the whole dataset if it
identifies all significant numbers correctly. For comparison, the pioneer solver DNS
achieved 53.7% without using SNT and 58.1% with using SNI on dataset Math23K. Both
achievements are purely for the seq2seq approach. It should be essential to note that
DNS was trained and evaluated on a similar size dataset, but for the English language
and entirely using the trick, which causes that there are no syntactically incorrect
equations. We find our solution to be a significant success for the word problem solver
for the Czech language. We want to encourage others to explore word problem solvers
for other languages than English and Chinese.
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Appendix A

Glossary
BiLSTM m Bidirectional long short-term memory
ConvS2S m  Fully convolutional sequence-to-sequence
DNS m Deep Neural Solver
GRU m  Gated recurrent unit
LSTM = Long short-term memory
NLP m Natural language processing
ReLU m Rectified Linear Unit
RNN m Recurrent neural network
SGD m Stochastic gradient descent

41



Appendix B
Distribution of equations in the data set

equation count
NUM1 * NUM2 2984
NUM1 / NUM2 1377
NUM1 * NUM2 * NUM3 1342
NUM1 + NUM2 1258
NUM1 * NUM2 / NUM3 1094
NUM1 - NUM2 956
NUM1 * NUM2 + NUM3 921
NUM1 * NUM3 / NUM2 695
NUM?2 / NUM1 672
(NUM1 - NUM2) / NUM3 663
NUM2 * NUM3 / NUM1 604
NUMS * (NUM1 + NUM?2) 569
(NUM1 - NUM3) / NUM2 529
NUM1 - NUM2 + NUM3 475
(NUM1 + NUM2) / NUM3 466
NUM1 / (NUM2 * NUM3) 453
- NUM1 + NUM2 367
NUM1 * (NUM2 + NUMS3) 361
NUM1 - NUM2 * NUM3 359
NUMI1 - NUM2 - NUM3 354
NUMS3 / (NUM1 * NUM2) 321
NUM1 + NUM2 - NUM3 318
NUM1 * NUM2 - NUM3 316
NUM1 + NUM2 + NUM3 278
(NUM1 - NUM2 * NUM3) / NUM4 228
NUM1 + NUM2 * NUM3 199
NUM1 / NUM2 - NUM3 170
- NUM1 + NUM2 + NUM3 167
NUM1 / (NUM2 + NUM3) 166
(NUM2 - NUM3) / NUM1 165

Table B.1. The figure shows the distribution of equation templates in the created dataset.

There are 782 unique equation templates in the dataset after equation simplification using

Python library SymPy. It is worth noting that these equations respect number order in
the word problem. We plot only 30 of them, which have a count higher than 150.
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Appendix C
Technical documentation of the source code

Automatic Evaluation of Mathematical Word
Problems

This source code was created for the diploma thesis of the same name. As the name suggests,
the goal is to evaluate mathematical word problems automatically. Word problems in the Czech
language for pupils of primary schools are considered. The implemented method is based on the
seq2seq model and template preprocessing.

Required libraries to run the program are specified in file requirements.txt. The best practice is
to create a virtual environment first and install requirements there. The procedure for creating
and using a virtual environment is listed below. If you would like to train your model, the
recommendation for faster learning is to use GPU, if possible.

# This command creates a virtual environment named .venv
root@computer:~$ python3 -m venv .venv

# Activate virtual environment

root@computer:~$ .venv/bin/active

# After virtual environment activation, you should see the following line
(.venv) root@computer:~$

# Now install the requirements.txt file
(.venv) root@computer:~$ pip3 install -r requirements.txt

IMPORTANT: If you want the solver demo to work, you need to download the model for
UDPipe. The following link will download czech-pdt-ud-2.5-191206.udpipe directly or you
can find it in Universal Dependencies repository. Placed download file to the model
directory and do not rename it.

Project structure
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C Technical documentation of the source code

L— model utils.py
~_init  .py

conllu record.py
decoder.py
encoder.py
seq2seq_wrapper.py
sequence.py

udpipe model.py
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rained models
F— sni
L— UltimateSni model.pt
L— wp_solvers
— UltimateTemplate model.pt
L— experiment UltimateTemplate model.pt
README . md
evaluate.py
requirements. txt
sni train.py
templates introduction.ipynb
train.py

rrrrrr———1

Templates

NoSubTemplate
» SimpleTemplate
* SmarterTemplate
o UltimateTemplate

All templates are located in file template.py.
Train
Train word problem solver model

Word problem solver can be trained using scripts in file train.py using functions or
. For the usage, read the description of the functions

Train significant number identification model

SimpleTemplate, SmarterTemplate, and UltimateTemplate require significant number
identification to define the mapping for number constants when the mapping can not be
determined deterministically. We can train a model which determines which numbers are
significant (are part of the equation).

The training can be performed in file sni_train.py using functions or . For the
usage, read the description of the functions.
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Run script

When you train a model, you can easily create an application which can evaluate it using the file
evaluate.py.

The following script runs a solver on the default word problem.

using experiment_UltimateTemplate located in trained_models/wp_solvers.
python3 evaluate.py --example
Using argument , you can specify your word problem.

python3 evaluate.py --word problem "Petr md tri jablka, Pavel ma dvé
jablka a Eva ma c¢tyri jablka. Kolik jablek maji dohromady?"

The following command creates a loop asking the user for word problem input, outputting the
predicted equation. You can quit the program by typing 'q'. If you do not specify the model, the
default model will be used.

python3 evaluate.py

Using the argument , you can specify which model will be used. If nothing else is
specified, it creates a loop waiting for the input.

python3 evaluate.py --model UltimateTemplate

Run notebook

We provide a Jupyter notebook introducing templates. The Jupyter notebook contains text with
commands showing the user how the preprocessing affects the word problem.
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Appendix D
Documentation of the dataset

Basic information about dataset

This dataset contains two partly translated existing datasets - Ape210K, arithmetic.
Unfortunately, we cannot provide word problems from schoolbooks and collections due to legal
reasons.

Directory structure

F— Ape210K
|  — README.md
| L— final.json
— README.md
L— arithmetic
— README.md
L— final.json

Both directories contain a final.json file containing word problems and a README.md file with
information about the original dataset and translated dataset.

How to get access to the whole dataset or how to contribute

Suppose you are interested in these word problems and creating a word problems dataset for
the Czech language. Please, reach out Department of Cybernetics, Faculty of Electrical
Engineering, Czech Technical University in Prague or directly doc. RNDr. Daniel Priisa, Ph.D. who
has access to the entire dataset. You are more than welcome to contribute.

An example of word problem from dataset:

{

"word problem CZ": "Joan nasla na plazi 70 musSli. Dala Samovi nékolik
musli. M& 27 musli. Kolik musli dala Sam?",
"equation CZ": [

"70 - 27"
I,
"result": [
I
"secret": 5
"source": "arithmetic",
"word problem original": "Joan found 70.0 seashells on the beach . She

gave Sam some of her seashells . She has 27.0 seashells . How many
seashells did she give to Sam ?",
"equation_original": [
"70.0-27.0"
]
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