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Abstract

Detecting dynamic objects from a 3D Point Cloud (PCL) is crucial for many modern
problems, such as collision detection for self-driving cars or mobile robotics. Cur-
rently, this field is dominated by supervised methods. However, they require a lot of
labeled data for training, and labeling a PCL is very time and resource-consuming.
This thesis proposes an offline unsupervised approach for dynamic object detection,
focusing on high precision, that can generate labels. It then explores how supervised
models can benefit from those automatically-generated labels.
We evaluate Principal Component Analysis (PCA), Random Sample Consensus
(RANSAC), range image-based method, and pillars method for ground removal,
which is crucial for good spatial separation of objects resulting in better segmenta-
tion and object detection.
Lastly, we propose a new semi-supervised method. We perform segmentation on two
consecutive frames, find point mapping between the two frames and enforce the same
classification for the corresponding points.
The results of a model trained on automatically-generated labels together with mixed
fraction of ground truth surpass the fully learned detector with fewer annotations
needed.

Keywords Point cloud, Object detection, Supervised model
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Abstrakt

Detekce dynamických objektů z 3D mračna bodů (PCL) je zásadní pro mnoho
moderních problémů, jako jsou například detekce kolize pro samořiditelná auta
nebo pohybující se roboty. V dnešní době dominují v těchto úlohách supervizo-
vané modely. Tyto modely vyžadují značné množství anotovaných dat a anotace
lidarového snímku je velmi časově náročná. Tato práce navrhuje nesupervizovaný
přístup neběžící v reálném čase pro detekci dynamických objektů, který se zaměřuje
na vysokou preciznost a který je schopen generovat anotace. Dále tato práce zkoumá
využití těchto vygenerovaných anotací při trénování supervizovaného modelu.
Vyhodnocujeme Principal Component Analysis (PCA), Random Sample Consensus
(RANSAC), metodu založenou na vzdálenostech a metodu Sloupců pro odstranění
země. Odstranění země je důležitý krok pro správné prostorové oddělení objektů,
což vede k lepší segmentaci a detekci objektů.
V neposlední řadě navrhujeme novou semi-supervizovanou metodu. Provedeme seg-
mentaci na dvou po sobě jdoucích snímcích, určíme korespondence mezi těmito
snímky a vynutíme stejnou klasifikaci pro odpovídající body.
Výsledky modelu natrénovaném na kombinaci našich automaticky vygenerovaných a
menší části originálních anotacích překonávají model plně naučený na ručně vytvořeních
anotacích.

Klíčová slova Mračna bodů, Detekce objektů, supervizovaný model
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Abbreviations

PCL Point Cloud

GT Ground Truth

PCA Principal Component Analysis

RANSAC Random Sample Consensus

BFS Breadth-First Search

CNN Convolutional Neural Network

IoU Intersect over Union

LiDAR Light Detection and Ranging

DBSCAN Density-based spatial clustering of applications with noise

KNN K-Nearest Neighbors

MOS Motion Object Segmentation
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Chapter 1

Introduction

Figure 1.1: Overview of the main pipeline of this thesis. First, we synchronize a sequence
of PCLs and remove the ground points. Then all points are labeled using our unsupervised
method. We prepare a new mixed data set for a supervised model to train from and evaluate
the model’s performance on original ground truth labels.

Computer vision is a field of computer science that focuses on exploring and enabling
computers to perceive and process images and videos measured from sensors such as
the camera. Whether in robotics or autonomous driving, computers need to under-

stand the surrounding scene to safely and correctly interact with the environment. Detecting
dynamic objects is necessary to predict and avoid collisions or track objects. In recent years,
more and more scientists and engineers have been exploring the capabilities of a Light Detec-
tion and Ranging (LiDAR) as a sensor for object detection because of its ability to measure
precise distances for each point it reaches [1, 2].

State-of-the-art methods for dynamic object detection from PCL are based on supervised
or semi-supervised approaches, creating a great need for manually labeled data [3, 4, 5]. This
work proposes a method to detect dynamic objects without the need for labels at the cost of
greater computational power.

We focus on high precision (defined in Chapter 3), as it would not be beneficial for a
model to be trained on wrongly labeled data. High precision means that almost everything
our method labels as dynamic is truly dynamic. Consequently, the method’s recall is lower -
meaning that it does not label all dynamic objects. Lower recall does not pose a significant
issue (as long as it is not close to zero) since we can alter the loss function during the training
of a neural network in such a way that we do not penalize classification on the data for which
we have no labels. We used the SemanticKITTI data set [6, 7], which provides labels for each
point in a PCL with various sequences recorded primarily in urban areas.

We explore three different approaches to solving this problem and use our best method

CTU in Prague Department of Cybernetics
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to generate labels that we use to train a Convolutional Neural Network (CNN) and evaluate
the impact of our annotations. This idea is depicted in Figure 1.1.

To decide on the motion of an object, we need to observe it in a short sequence. Had the
LiDAR sensor remained motionless during the whole recording process, we could concatenate
arrays of points and plot all frames at once to see the dynamics of the scene. This is not the
case, as the LiDAR sensor is mounted on the roof of a car, which rarely remains motionless.
To compensate for the sensor’s movement, we first have to synchronize the PCLs. This process
is explained in Chapter 2.

Because of how our methods work, we need to remove the ground, as it enables us to
perform clustering and speeds up the following processes. We know that we will not lose any
dynamic object by removing the ground from our prior knowledge of the situation. In Chapter
3 we explore multiple ground removal algorithms and compare them.

Lastly, in Chapter 8, we explore a self-supervised loss function that could be used to
improve an already trained model further using correspondences between two consecutive
frames.

1.1 Related work

Related LiDAR-based object detection work includes [5], which uses multiple LiDAR
sensors and bounding box fitting to estimate the object’s centroid, which is later used for
tracking. Kiran et al. [8] propose using a 3D prior map to obtain dynamic objects by sub-
tracting background. This approach, of course, requires a 3D prior map and does not work in
a previously unmapped location. Bogoslavskyi and Stachniss [9] perform range image-based
segmentation with an angle-based approach for ground removal, which we have evaluated in
Chapter 3. Another work [10] designed a fast fully convolutional neural network, which can
predict the road from the bird’s eye view projection of the scene. However, this approach does
not predict the road behind obstacles, e.g., vehicles, and therefore makes mistakes in these
points. Approaches [11, 12] can separate ground from non-ground points, which can be even
improved by the usage of The Jump-Convolution-Process [13].

PointRCNN [14] is a single-frame neural network that operates on raw PCL using en-
coders to improve spatial and semantic features. Yin et al. [15] work with point cloud video
and Spatio-temporal feature extraction to detect dynamic objects which may be temporarily
occluded. In [16], the authors propose an unsupervised, iterative method for object detection
that combines the LiDAR PCL and 2D images to create annotations for supervised models.
VoxelNet [17] uses voxel-based feature extraction and convolution for object detection. In [18],
the authors use two self-supervised losses for scene flow estimation, and we have also explored
this approach in Chapter 8. Chen et al.[3] propose a CNN LMNet that uses residual range
images; we use this model for evaluation of our data in Chapter 7. We distill our newly created
labels via pseudo-labelling framework [19].

In general, neural network-based methods provide accurate online results at the cost
of the loss of explainability and manual labor required to create the annotation. Our ap-
proach retains explainability and could lessen the need for labeled data in training semantic
segmentation networks [3, 20, 21].

CTU in Prague Department of Cybernetics
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Chapter 2

PCL synchronization

Figure 2.1: Schematic of the setup used for recording the KITTI [7] data set, taken from their
website.

PCL is recorded by a LiDAR sensor, described in Figure 2.2, which rotates at a certain
frequency. As a result, if the sensor is moving (e.g. mounted on the roof of a moving car, as
shown in Figure 2.1), even a static point {xt, yt} at time t has different coordinates {xt+1, yt+1}
at time t+ 1, as depicted in the Figure 2.3.

Since we know in what direction the sensor moved (from the Inertial measurement unit
- IMU), this issue is solved simply by synchronizing (transforming) each PCL frame into
the same reference coordinate system with a transformation matrix M ∈ R4x4, created from
calibrations and time poses.

CTU in Prague Department of Cybernetics
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Figure 2.2: Schematic for LiDAR sensor taken from [22]. The distance is calculated from the
time of flight and the speed of the light ray. From the angle of incidence, we can calculate the
position of the object the ray has ricocheted off.

Figure 2.3: Top - two unsynchronized PCLs; Bottom - the same two PCLs but synchronized.

The matrix M is obtained as shown in equation 2.1. The first three rows of the matrix
A are the calibrations of the mounted sensor, and the last row is the vector [0 0 0 1]. B is
a matrix of poses, which we obtain for each time frame, representing the movement of the
sensor between frames.

M = A−1 × (B × A) (2.1)

CTU in Prague Department of Cybernetics



2. PCL SYNCHRONIZATION 5/41

where the symbol × denotes matrix multiplication. To synchronize a PCL frame denoted
P ∈ RNx3 made up of vectors of points, we add a column of ones, and transform it as follows:

Psynchronized = (M × PT )T (2.2)

and the first three rows of this transformed matrix Psynchronized are the coordinates XY Z of
the synchronized points.

CTU in Prague Department of Cybernetics
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Chapter 3

Ground removal

After synchronizing a PCL sequences, we want to remove the ground since it is not a
dynamic object. This will significantly reduce the number of points to search from, and it is
essential for a good segmentation. In this section, we compare a few algorithms we have tried
for ground removal on a single PCL frame. The comparison metrics used for evaluation are
as follows:

Precision =
TP

TP + FP
(3.1)

Recall =
TP

TP + FN
(3.2)

IoU =
TP

TP + FP + FN
(3.3)

where TP is the number of true positives, FP is the number of false positives and FN
is the number of false negatives. Intersect over Union (IoU) is a standard evaluation metric
for segmentation. One can see ground removal as a binary segmentation task.

All the following methods are implemented in python programming language [23] using
the NumPy library [24]. We might further speed up the methods using a lower-level language,
such as C.

We know which points belong to the ground thanks to the SemanticKITTI labels. With
this information, we can evaluate the discussed algorithms. A PCL with the ground and the
same PCL without ground can be seen in Figure 3.1.

CTU in Prague Department of Cybernetics
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Figure 3.1: Top - single PCL frame with ground; Bottom - the same PCL with ground removed
using labels.

3.1 PCA

We compute the eigenvalues and the eigenvectors of a matrix MT×M, where M ∈ RNx3

is a matrix of 3D points from PCL. We chose the eigenvector with the lowest eigenvalue as
the normal vector of the plane, which we will declare as ground and categorize all points
closer than ϵ to the plane as ground. In our implementation, we have selected ϵ as 0.2 - 20
centimeters.

Observing the Figure 3.2, this method fails to remove the ground that is further away
from the origin (LiDAR position) and it also removes parts of trees and other non-ground
objects. Therefore, it is not suitable for our needs.

CTU in Prague Department of Cybernetics
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Figure 3.2: PCL after removing the ground with PCA.

3.2 RANSAC

We randomly choose 3 points, create a plane containing those points, and measure the
number of points closer to this plane than ϵ. We repeat the process for a γ number of iterations,
select the plane that fits the most points, and declare all the points closer than ϵ to the plane
as a ground. In our experiments, ϵ is set to 0.2 - 20 centimeters, and γ is set to 6.

Figure 3.3: PCL after removing the ground with RANSAC.

Ideally, we would need to run more iterations than 6, but the time complexity of this
method is very high. As with PCA, it tries to fit a plane to the ground, but in real world,
ground is rarely a perfectly flat surface. This method still fails to meet our needs.

CTU in Prague Department of Cybernetics
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3.3 Range image ground removal

Inspired by [9], we project the point cloud onto a cylindrical image and compute the
Euclidean distance per pixel to obtain a range image. We then try to repair the range image
by filling empty projection points with the average of the previous and the next row, depicted
in Figure 3.5, and apply the Savitsky-Golay smoothing [25].

Our LiDAR has 64 beams, therefore we have 64 rows in our range image. We compute
the α angles between each adjacent pair of rows as follows:

α = arctan(∆z,∆x)

∆z = |Rr−1,c ∗ sinξa −Rr,c ∗ sinξb|
∆x = |Rr−1,c ∗ cosξa −Rr,c ∗ cosξb|

(3.4)

with Rr,c being the range in row r and column c and ξa, ξb are vertical angles of the laser
beams corresponding to rows r − 1 and r. We obtain an angle matrix Mα = [αr

r−1,c] where
r and c are row and column coordinates of the range readings from the range image. An
example explaining this idea can be seen in Figure 3.4.

Figure 3.4: Schematics of range image method, taken from [9].

We then label all points in the first row that have angles smaller than 45° as ground
and start a Breadth-First Search (BFS) from those points. If |M(r,c) − M(rn,cn)| < 5°, where
rn and cn are the neighbor coordinates, we label the neighbor point as a ground and add it
to the queue. The final result can be seen in Figure 3.6.

This method approaches the problem with a better idea than the previous methods.
It does not suppose the ground is flat but allows slight gradual differences. However, it still
leaves us with many ground points that would later interfere with the following steps.

CTU in Prague Department of Cybernetics
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Figure 3.5: Top - unrepaired range image; Bottom - repaired range image.

Figure 3.6: PCL after removing ground with range image method, the coloring of points is
different because of the loss of point intensities during projection.

3.4 Pillars

So far, all the previous methods have left us with too many remaining ground points.
And so, we have decided to design our own algorithm. One that would better meet our needs
to help us separate dynamic objects from static ones.

Our idea is to divide the space into thin pillars and label the lowest points inside each
pillar as ground. This idea is similar to voxelization, introduced in Chapter 4. Sometimes it
labels some non-ground points as ground (e.g., part of a roof); however, this rarely happens,
as most dynamic objects are often vertical. This fact is supported by this method’s very high
precision seen in Table 3.1.

We have used a 0.2 by 0.2 meters square base for the pillars and labeled as ground all
the points whose height difference from the lowest point is less than 0.1 meters. The results
can be seen in Figure 3.7. One can see significant difference between the result of this method
compared to the others. This approach removed most of the ground points.

CTU in Prague Department of Cybernetics
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Table 3.1: Ground removal performance evaluation, measured in %.

Method Precision Recall IoU Time (sec)
PCA 61.13 34.83 30.29 0.50
RANSAC 80.42 58.21 52.55 29.51
Range image 75.94 59.18 51.76 <0.05
Pillars 94.39 64.51 62.20 <0.05

Figure 3.7: PCL after removing ground with pillars method.

The results in Table 3.1 are averaged across all 1101 PCLs in the SemanticKITTI
sequence 1. We have selected this sequence as it has a wide variety of environments, and so
it gives us a reasonable estimate of model performances. The PCA algorithm has all metrics
worse than the others. RANSAC has high average precision but at a very long computation
cost. The range image approach has a bit lower precision than RANSAC and performs similarly
in terms of recall and IoU. Still, it runs substantially faster than RANSAC, and it can be
observed that most unfiltered points are right around the ego. These could be filtered using
PCA or RANSAC, which would now run much faster. The Pillars algorithm outperforms all of
the other methods. Its high precision, recall, IoU, and fast execution time make it the perfect
candidate for our task.

CTU in Prague Department of Cybernetics
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Chapter 4

Voxel-based approach
To decide whether a point belongs to a dynamic object, we need to observe some short

sequence of frames. One approach could be to go over each frame of a sequence and find all
points that have no neighbors around them in the previous or following PCL. If there are no
neighbors from other times in some small proximity of the observed point, it is likely to be a
point of a dynamic object. To help us decide what is close and to handle the problem with
sensor imperfections, we split the observed space into n-dimensional cubes called voxels.

The main steps of this method are:
• create a voxel grid on multiple synchronized PCLs with removed ground
• measure the volume of each voxel based on time
• classify voxel, consequentially all points within this voxel, as dynamic if the said voxel

had points only in one time
• perform density-based clustering to eliminate noise

4.1 Voxelization

We create a 2D voxel grid with a voxel size of 0.5 meter2 and check for each voxel
whether there are any points belonging to its area. Such a grid with only non-empty voxels
visible can be seen in Figure 4.1. Let T be the number of time sequences across which we
want to detect dynamic objects, we obtain a matrix Q ∈ NTxXxY , where X is the grid size
on the X axes and Y is the size on the Y axes.

The matrix at position [t, x, y] contains one if there is at least one point in the voxel at
time t at that position; otherwise, it contains zero. The voxel grid remains in the same position
for all PCLs; we do not move the voxels in any way. This allows us to monitor how the content
of voxels differs across time. Because of the synchronization, static points will remain at the
same position (with some minor deviations that are negligible because of voxelization), so if
Q[t, x, y] ̸= Q[t + 1, x, y], it is either because of a dynamic object moving into or out of the
voxel, or because the LiDAR lasers have reached previously unreachable places as a result of
the sensor moving.

CTU in Prague Department of Cybernetics



4. VOXEL-BASED APPROACH 13/41

Figure 4.1: Top - 5 synchronized consecutive PCLs; Bottom - 2D voxelization of the same
synchronized PCLs with voxel size of 0.5 meter2, only showing non-empty voxels.

CTU in Prague Department of Cybernetics
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Figure 4.2: 2D voxel grid over 5 synchronized PCLs, each point is colored according to its
time of recording. On the left is a moving car, and on the right is a road barrier. To simplify,
our method selects voxels that contain points of only one color which means there are points
present at only one time.

We sum Q across the time axis and select all voxels that have the sum equal to one,
meaning that at one frame, there was any non-zero number of points, and at all other times,
there were no points. Situation depicted in Figure 4.2. We discard all voxels that have the
sum equal to one and belong to the first time sequence or the last, as many new points appear
only in those sequences; therefore, they would be falsely classified as dynamic.

We do realize this criterion is rather simple and could be improved, but we have seen
potential in another method presented in the next chapter.

We have used 2D voxelization as it has proven to be more efficient and robust than 3D
voxelization. This approach works because of our prior knowledge that dynamic objects are
all moving on the same plane, the ground.

4.2 Clustering

After filtering most static points with ground removal and voxelization, we are left with
many sparse points and a few dense clusters of points. The sparse points represent imper-
fect measurement or random slight movement, for example, tree leaves. The dense clusters
represent dynamic objects.

The dynamic points can be clustered together since the LiDAR sensor revolves at a fre-
quency of 10 Hz, meaning that the dynamic objects do not travel long distances between each
frame. Therefore, we can use clustering to filter out the noise. We have chosen the Density-
based spatial clustering of applications with noise (DBSCAN) [26] as our clustering method.
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DBSCAN requires two hyperparameters:
• ϵ - radius of a neighborhood for each point
• min_samples - minimum number of points in a neighborhood of an arbitrary point for

this point to be considered a core point of a cluster
For the first clustering, we have set ϵ = 0.6 (in meters); the reason behind this is that

we have chosen voxel size of 0.5, meaning that if an object (e.g., a car) is divided between a
few voxels, DBSCAN can still reach adjacent voxels and cluster the whole vehicle. We want
to eliminate as much noise as possible; for this reason, we have to keep the ϵ parameter as
small as possible. We have set the parameter min_samples to 8, which has proven by our
observation to be a balanced choice that eliminates most static points while keeping most of
the dynamic ones.

This still leaves us with some noise, but this can be filtered by removing all points outside
the clusters and performing the clustering again with ϵ set higher to allow the clustering of
dynamic objects across time frames, which consequently pushes min_samples higher. In our
second clustering, we have set ϵ to 3 and min_samples to 30. The result can be seen in Figure
4.3.
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Figure 4.3: Top - input 10 synchronized PCLs; Middle - voxel method prediction after per-
forming second clustering, note that the green, yellow, and red cluster are false positives;
Bottom - ground truth dynamic points.
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4.3 Evaluation

This method proved insufficiently precise for our needs and very time-consuming. Even
on a very clear and simple example, this method failed to detect the whole car and instead
falsely detected a large and static object as dynamic. It was clear, we would need a more
sophisticated solution that would better incorporate the rules of motion and take into account
the movement of the LiDAR sensor itself.
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Chapter 5

Centroid-based approach
Instead of separating the space with voxels as in Chapter 4, we could generalize the

objects we want to evaluate. One such way to approximate a cluster of points (an object) is
by its centroid, the mean of all points of an object. By observing the movement of a centroid
of a cluster over time, we can decide whether it is dynamic or static.

This method consists of the following steps:
• synchronize multiple PCLs with the ground removed
• perform segmentation by density-based clustering to obtain objects
• remove clusters of invalid sizes
• for each remaining cluster, compute the centroid of points for each timestamp
• observe the change of centroids over time

5.1 Pre-processing

To be able to work with whole objects rather than individual points, we cluster close
points together with the DBSCAN algorithm described in Chapter 4.2. We perform clustering
once on all synchronized PCLs (with removed ground) of some short sequence, and so we do
not cluster each PCL individually. In this way, we get clusters that contain points from multiple
timestamps, and we can observe changes over time within this cluster.

Let T = {T1, ..., Tn} be a set of synchronized PCLs. Had we carried out clustering on
each PCL individually, we would have problems with correspondences - which cluster in time
T1 corresponds to some cluster from time T2, and we could not observe the centroids across
time. The result of clustering 10 PCLs is shown in Figure 5.1.
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Figure 5.1: Top - 10 synchronized PCLs with removed ground; Bottom - the same 10 PCLs
after clustering.

We can then remove all clusters that are too big and move on to the next step.
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Figure 5.2: Moving pedestrian with visible centroids over the course of 10 frames - 1 second

5.2 Detecting dynamic objects

The main idea is that moving objects should have observable spatial differences between
each centroid, example in Figure 5.2. In contrast, static objects should have only a tiny variance
due to sensor flaws and movement of the ego vehicle carrying the LiDAR sensor. For each
object represented by a cluster of points, we first calculate the centroid of the object at each
time j as follows:

centroidj =
1

|O ∩ Tj |
∑

x∈O∩Tj

x (5.1)

where Tj is a PCL recorded at time j and so all points from O∩Tj are points recorded at time
j that are part of a set O, representing the current cluster. |O ∩Tj | denotes the cardinality of
the set O ∩ Tj . We then obtain the object’s average speed:

average_speed = || 1

t− 1

t−1∑
i=1

centroidi+1 − centroidi|| (5.2)

where t denotes the number of time frames over which we calculate the centroids.
We have decided to measure the norm of the average distance between consecutive pairs of
centroids, as seen in Equation 5.2. All objects with an average movement speed higher than
some threshold are considered dynamic.

According to research by Forde and Daniel [27], older pedestrians walk around 1 meter
per second. To include rare cases such as a parent walking with a child or pushing a stroller,
we have lowered this threshold to 0.6 meters per second, so if an object has an average speed
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higher than 0.06 (meters per tenth of a second due to the LiDAR frequency), it is considered
dynamic.

These steps do leave us with quite a lot of false positive cases; one such example can
be seen in Figure 5.3. These cases occur because of the movement of the ego vehicle. LiDAR
rays can reach new, previously occluded places, which now appear as dynamic. This problem
is later addressed in Chapter 6.

Figure 5.3: Falsely classified static object, that due to being occluded and because of the
movement of the sensor appears as dynamic when considering centroids over time.

5.3 Post-processing

To eliminate false positives and increase precision, we have set additional criteria that
each object must satisfy to be labeled as dynamic. The object must be seen the majority of
times in the considered sequence; for example, it must have at least 6 individual centroids if
we use a 10 PCL sequence. It naturally makes sense that objects that can not be observed
well and are seen only a few times are more challenging to classify, and we are more prone to
make a mistake on these objects.

Another criterion is the visibility of the ground. Dynamic objects usually move on an
unobstructed flat surface and cannot go through other objects; therefore, the space the object
passes should be empty once the dynamic object moves through. We use this assumption to
check the ground under the observed object’s first timestamp, on the condition that we see
this object the majority of times; it is safe to assume that even a slow-walking pedestrian will
move enough so that the ground behind him becomes observable.

Only objects that satisfy both criteria are labeled as dynamic. Consequently, we drop
many false positive cases, although we incorrectly label some dynamic objects as static as a
result. The output of this method can be seen in Figure 5.4.
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Figure 5.4: Result of the centroid-based method with post-processing on 10 synchronized
PCLs. The cluster on top represents a pedestrian pushing a bike. The small cluster in the
bottom middle is a child riding a small bike. This shows how flexible this method is.

5.4 Evaluation

This method shows significant improvement compared to the voxel-based method in
Chapter 4. It is more customizable through its various hyperparameters, so this method can
work on a whole different data set, which might use different LiDAR sensor.

We have also tested this method on the nuScenes[28] data set, which uses a 20 Hz 32-row
LiDAR sensor instead of the 10 Hz 64-row LiDAR used for SemanticKITTI. An example can
be seen in Figure 5.5.

The biggest downside of this method is that it cannot detect very fast-moving objects,
such as cars. The reason is that because of their high speed, there is a large gap between
their position at each frame, and so they are not clustered together; therefore, their centroids
cannot be compared. This situation can be seen in Figure 5.6.
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Figure 5.5: Result of the centroid-based method without post-processing on 10 synchronized
PCLs on the nuScenes data set.

Figure 5.6: 10 synchronized PCLs where it can be seen, that the gaps between frames of a car
are too big to be clustered together.
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Chapter 6

Ray casting-based approach
The most prevalent error of previous methods is caused by the conjunction of the fol-

lowing factors: partially observable area and occlusions and the movement of the sensor. The
ray casting method attempts to overcome this error with a relatively simple idea. We find
all potentially moving clusters and disregard all we do not see well. Those that remain are
considered dynamic, and those that are eliminated are considered undecided, still in line with
the premise of high precision and a low number of false positives. In steps, this method does
the following:

• Perform DBSCAN clustering on a single PCL
• Remove clusters of invalid sizes, described in Table 6.1
• For each remaining cluster, compute its centroid
• Look n frames into the future and/or the past if there are any points around the centroids

area
• If not, the cluster is considered dynamic, and we perform ray casting to confirm; other-

wise it is considered static
We perform two separate predictions, one for vehicles (cars and motorcycles) and one

for pedestrians and cyclists, since they both have different densities and move at different
velocities, and we merge both predictions at the end.

6.1 Pre-processing

First, we perform clustering on a single PCL that we wish to label. We then remove all
objects that do not meet the size limits shown in Table 6.1. We have set the size limits based
on our prior knowledge of the sizes of those objects. For the other parameters, we have used
a grid search on a small representative subsample from multiple sequences to find the best
combination of hyperparameters for both predictors. Grid search is a brute-force technique
that evaluates all possible combinations of given hyperprarameters.

For cars, we ignore anything longer than 6 meters, wider than 5 meters, and taller than
2 meters. We also skip clusters shorter than 1 or smaller than 0.2 meters. For pedestrians, the
maximum accepted length is 2 meters, as is the width, and the maximum height is 2.2 meters.
These limits are set sufficiently high for rare cases where a pedestrian is pushing something,
or two pedestrians are holding hands and are clustered together as one. The minimum height
is 0.8 meters, and the minimum length is 0.3 meters.

For the clustering of vehicles, we use ϵ = 0.4 and min_samples = 15. For the clustering
of pedestrians, we use ϵ = 0.3 and min_samples = 40. The reason behind these values is
that cars are generally less dense than pedestrians. An example of car clustering can be seen
in Figure 6.1.
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Table 6.1: Hyperparameters for ray casting method. All size values are in meters. These
parameters have been selected by a grid search optimization.

Parameter Car Pedestrian
ϵ 0.4 0.3
Min_samples 15 40
Radius of ray 0.3 0.3
Maximum width 5 2
Maximum length 6 2
Minimum length 1 0.3
Maximum height 2 2.2
Minimum height 0.2 0.8
Number of frames to look
into the future and/or the past 4 7

Figure 6.1: Left - single PCL; Right - the same PCL after clustering.

6.2 Detecting dynamic objects

We iterate through all clusters that have passed the size limits and compute their
centroids. We look around the centroid’s area in future and past PCL frames (if both are
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available, if not, we use whichever one is), and if there are no points in at least one case, we
suspect that this cluster might be dynamic, and we will perform ray casting at the end.

For the car predictor, we look at the PCL that is four frames into the future and the
past, and the area around the inspected centroid is a sphere with a radius of 0.5 meters. For
the pedestrian predictor, we look at the seventh frame into the future and the past and check
0.1 meters around the centroid. For all area checks, we use k-d trees, which is a data structure
designed for fast searches based on coordinates, often used for the K-Nearest Neighbors (KNN)
algorithm. This idea is visualized in Figure 6.2.

Figure 6.2: Left - present PCL, there are two cars whose centroids are depicted as black dots;
Right - a PCL 4 frames in the future from the present PCL, the black dots are in the exact
location as in the present PCL. The green circle around them represents the observed area
where we check for any points. In this case, there are none; thus, both objects on the left are
considered dynamic and will be further tested with ray casting. Note that we can see where
the rightmost car has moved to in the future.

6.3 Post-processing

Lastly, for all the clusters that had no points around their centroids either in the future
or in the past, we conduct ray casting to decide whether this has happened because the
inspected cluster is occluded or because it truly is a dynamic object. We cast the ray in the
future or past PCL, starting at the synchronized origin, where the LiDAR sensor would be in
the real world, and look at whether the ray can reach the target destination (the inspected
centroid) without hitting any points along the way. An example can be seen in Figure 6.3. If it
cannot reach the observed target’s centroid, we cannot decide whether the object is dynamic
because it has been occluded and we set its class to undecided. If the ray does reach the
target’s centroid, then we have a situation where:

• In the present, we can see some object at a given position.
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• In the future or past, there are no points in some small area around the object’s centroid.
• The disputed area in the future or past is not occluded.

This means that the questioned object must have disappeared completely (unlikely), or it must
have moved, meaning that it is dynamic. The width of this ray is one of the hyperparameters
which contributes significantly to precision. The wider the ray, the less likely it will reach the
target uninterrupted. For both predictors, we used a ray with a radius of 0.3 meters.

Figure 6.3: Example of ray casting from the future and the past. The red points represent
the position of the LiDAR in the future and in the past. Green points represent centroids of
objects which are considered dynamic. If a ray reaches the green point, the cluster containing
this green point is labeled blue, meaning it is dynamic. Orange points represent the undecided
class. Some rays stop before they have reached their designated green target. This is because
in the future or the past, there are some points in the way of the ray.

6.4 Evaluation

This approach has proven to be the most resistant to false positives. With the numerous
hyperparameters, it can be fine-tuned to find the best balance between precision and IoU. The
average time it takes to label one scene is around two seconds, faster than previous methods,
nevertheless still too slow for online use. We further evaluate this method in Chapter 7. An
example of the result of this method can be seen in Figure 6.4.
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Figure 6.4: Left - prediction of our method, blue points are dynamic, dark points are static
and orange points represent the undecided class; Right - the ground truth labels.
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Chapter 7

Dynamic segmentation neural network
Semantic segmentation predicts a class label for each sensory point, be it a pixel in an

image or a point in a PCL, allowing us to understand the scene.
Usually, there are many classes in a semantic segmentation method, such as pedestrian,

car, road, sidewalk, and so on. However, we are interested only in dynamic and static seg-
mentation. For this purpose, we have selected LMNet [3] for our experiments. This neural
network is implemented in PyTorch [29], and uses residual images as its input, then performs
a pixel-wise segmentation and propagates the labels back to the points in PCL. A schematics
of the model architecture is depicted in Figure 7.1. The loss function it tries to minimize is
the cross-entropy

LCE(y, ŷ) = −
Nc∑
i=1

yi log(ŷi) (7.1)

where y is a vector of size Nc (number of classes, in our case we have 3: dynamic, static,
undecided) with zeros at all positions but j, which contains one. This encodes categorical
data where the position j decides which class this vector represents. The vector ŷ is the
output of the forward pass. The last layer in LMNet is the softmax function, this means ŷ
sums to one, and the number at each position represents the predicted ”probability” of the
class corresponding to that position.

As one can imagine, there are substantial differences in the number of dynamic points
and the number of static points. This leads to an imbalance between classes and could cause
the model never to predict the class with the lowest number of training examples. To com-
pensate for this imbalance, we compute how many static and dynamic points there are using
SemanticKITTI labels and weigh the loss based on the class ratio simply by multiplying the
loss according to its class. There are over 296 times more static points than dynamic ones in
our data set.

To obtain a residual image, we first synchronize each PCL of the observed sequence
and then apply the spherical projection. This results in mapping all points from a 3D PCL
space onto an image. We then assign to each pixel the range of its point computed by the L2
norm. We acquire residual images by taking the absolute values of pixel-wise subtraction of
two range images. The network can take an arbitrary number of residual images; according
to the authors, the best results are achieved by using eight residual images.
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Figure 7.1: A schematics of a LMNet architecture, taken from [3].

To evaluate the usability of our method, we used it to generate labels for the KITTI
data set [7]. We then use those labels to train LMNet, which also works as a baseline in a
Motion Object Segmentation (MOS) competition. LMNet was initially trained for over 150
epochs on SemanticKITTI labels using sequences 0 to 7, 9, and 10. Sequence 8 was used for
the validation set, and the remaining sequences 11-21 were used as the testing set.

However, the labels for sequences 11-21 are not made public and are used for evaluation
in the MOS competition. Due to this, we have to use one of the labeled sequences as a test
set. We used sequence 10 as the validation set, sequence 8 for testing, and all other sequences
are used for training, including sequences 11 to 21, which we label using our unsupervised
method.

We compare multiple training runs, which vary in the percentage of SemanticKITTI
Ground Truth (GT) labels. In particular, we tried runs with 5%, 10%, 20%, 30%, 40%, and
100% of GT labels, where 5% means that we have used 5% of the available GT labels for
the training set, and the rest are labels generated by our method. 0% is an unsupervised run,
training only on our automatically-generated data. The system is also explained in Figure 7.2.

We have also trained one model only on the provided SemanticKITTI labels (we call
it original) as a baseline; therefore, this model only uses sequences 0 to 7, 9, and 10 as its
training data.
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Figure 7.2: Schematic explaining the composition of the training set.

We do this to simulate a real-world scenario where a team developing a solution needs
to know whether more hand-labeled data will noticeably improve their performance.

7.1 Implementation details

All the presented runs shared the same hyperparameters, which can be seen in Table
7.1. We have trained the models on the Research Center for Informatics cluster, each running
on one NVIDIA A100 40GB GPU, and it took all runs but the original over ten days to finish
180 epochs and eight days for the original. The original run converged in epoch 127, while the
others converged before the 90th.

Table 7.1: Hyperparameters used for training the LMNet.

Parameter Value
Loss function Cross-entropy
Maximum epochs 180
Warm-up epochs 1
Momentum 0.9
Optimizer SGD
Learning rate decay 0.99
Weight decay 0.0001
Batch size 2
Epsilon weight 0.001
Residual True
Num. of residual images 8
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7.2 Evaluation

Figure 7.3: Validation and training losses and IoUs of all runs over 180 epochs.

We let all our runs train on 180 epochs, and we store the model with the best IoU on
the validation set, the development of training can be seen in Figure 7.3. The validation data
are kept separate from the training data, this is to prevent over-fitting. Over-fitting results in
model performing well on the training data - the data it has seen, but fails to generalize and
performs poorly on new data (e.g., test set).

Because we choose the model’s weights based on its performance on the validation set,
we still need an extra test set to get a good estimate of our model’s performance. The results
of the testing set evaluation can be seen in Figure 7.4 and Table 7.2.
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Figure 7.4: Mean IoU on the moving class, averaged over the whole test set. Only the moving
class is measured here, as everything that is not moving is static, and so better IoU on the
moving class equals better IoU on the static class. All evaluated runs are neural networks,
except for the raycast run, which is the evaluation of our ray cast method.

Table 7.2: Evaluation of the model’s performance on the test set.

Training set Mean IoU on the moving class
raycast (ours) 0.309
0% (unsupervised) 0.37
5% 0.378
10% 0.35
20% 0.431
30% 0.490
40% 0.508
100% 0.542
original [3] 0.479

As one can see, we have surpassed the original model’s performance in runs 30%, 40%,
and 100%. We can see that the best results were achieved using all of the given GT labels and
the rest of ours, which we would expect. However, the biggest value here is that one can reach
similar results using only one-third of hand-labeled data and let our algorithm label the rest.
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It is important to note that all runs except the original have twice as many training
data. This results in worse training loss and train IoU, as those models have those metrics
computed over more data. However, those models generalize better as they have seen more
examples.

We planned to participate in the MOS competition; however, because of the introduction
of the class undecided, we did not meet the technical requirements. Due to this, we had to
evaluate our models ourselves and reserve part of the data for the test set, which we would
normally use as a validation set.
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Chapter 8

Correspondences

A standard reoccurring error while inferring a segmentation neural network is a small
group of points switching their predicted classes from frame to frame. We want to improve the
model’s performance with the assumption of spatial similarity - two same points at two consec-
utive time frames (with a fast enough frame rate) should be classified similarly. This requires
using an already pre-trained segmentation model and some model for matching corresponding
points between two frames. The schematic can be seen in Figure 8.

We tried three approaches for matching points: voxelization, 1-nearest neighbor, and
scene flow. This new self-supervised loss accompanies the original cross-entropy loss. At each
step of an epoch, we perform two forward passes, obtaining two outputs. One from the train-
ing set for which we have GT labels and one from the test set for which we have no GT labels.
First, we calculate the unsupervised loss on one batch and perform optimization via back-
propagation. Then we calculate the original loss on a different batch and again go through
backpropagation.

Figure 8.1: Diagram for self-supervised loss.

8.1 Voxelization

Returning to the idea from 4.1 that we can split our observed space into voxels, synchro-
nize two consecutive PCLs, and go through each voxel, watching how the predictions differ
between the two frames. The criterion we have chosen is to find all voxels whose points have
uniform predictions, though they need not be the same across times.

Suppose the predictions are the same at time t and time t+1. In that case, we reinforce
those probabilities at both times with a cross-entropy loss, indicated in Equation 7.1, where
yi is a binary indicator if a class i is the predicted class. Minimizing this loss will push the
probabilities closer to 1.
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If the predictions differ in time, we decrease the probabilities at both times through a
negative cross-entropy loss, also called the log-likelihood

LLL(y, ŷ) =

Nc∑
i=1

yi log(ŷi) (8.1)

minimizing this loss will push the probabilities closer to 0.

8.2 1-nearest neighbor

Another way to match close points between two frames is to use the nearest neighbor
algorithm. This assigns each point from time t + 1 its closest point from time t. We do not
consider points that are further than 1 meter from their closest neighbors. And then we carry
on with the losses in the same way as before: for all pairs that are equal in the predicted
classes, we apply the cross-entropy loss, shown in Equation 7.1, and for all pairs that are not
equal, we use the log-likelihood loss, defined in Equation 8.1.

8.3 Scene flow

Scene flow is a vector representation of a motion between two consecutive PCLs. It
assigns each point from one frame its corresponding point in the next frame. Mittal et al. [18]
propose a self-supervised neural network for estimating scene flow based on FlowNet3D [4]
architecture, which would provide us with an estimate of a one-to-one translation.

We have tried to train this model on our dataset; however, we have been unable to
reach similar results as the authors, partially because self-supervised methods require much
more data to train, as their loss functions are not as tight as in supervised methods, where
we explicitly maximize the probability of the correct result. Therefore, we could not use this
approach for our task, and we only evaluated voxelization, and 1-nearest neighbor approaches.

8.4 Evaluation

First, we evaluate how well our correspondence matching performs on multi-class se-
mantic data, where we have more than two classes. The results can be seen in table 8.1.

Table 8.1: Evaluation of correspondences correction for 1-nearest neighbor on a few classes.
Values measured in %.

Class Vegetation Vehicles Pedestrian Cyclist Traffic Sign
Correct matches 91.9 89.3 88.1 93.3 82.1

As we can see, in most cases, it performs very well, and thus, in theory, it should help
increase our IoU. In reality, it did not improve our model. In figure 8.2 we can see the model’s
performance on the validation set and the train set throughout a few epochs. The model we
have used is an already pre-trained LMNet neural network.
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We can see a considerable fall in performance on both sets; this is likely because the
model does not perform sufficiently well, and the wrong classifications are propagated through
the correspondences. This approach ultimately proved to be more complicated than antici-
pated and would require more time to incorporate.

Figure 8.2: Top - mean IoU on the train set; bottom - mean IoU on the validation set.
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Chapter 9

Conclusion
We have explored and evaluated algorithms for removing ground points from the PCL.

We have examined three approaches for detecting dynamic objects using unsupervised meth-
ods and used the best one to generate labels that we then used to train a CNN. Our method
combines our prior knowledge of dynamic objects (e.g., size, minimum speed) and exploitation
of the dynamics of objects. We then evaluated multiple experiments showing the impact of
our data on the supervised model’s performance. We have shown that given enough unlabeled
data, one can reach better results by only having to annotate one-third of the original data
set and using our method to label the rest.

We experimented with a self-supervised loss that could help further improve the model’s
performance, but the method did not achieve any improvement.

Further improvement could be made by incorporating a different method to obtain
segmentation. The knowledge of the ground’s position could be used to filter out falsely
labeled points.
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