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Abstract

This work outlines a methodology to infer dense depth of a scene from an RGB image, and its corresponding sparse point cloud using an unsupervised training paradigm and combining it with a visual odometry algorithm such as ORB SLAM [2] in an offline step, to densify the sparse point clouds from its sparse mapping. The network consists of a sparse to dense module, and an encoder to create a 3D positional encoding of the image with a Calibrated Backprojection layer, and the decoder produces the dense depth map. This network is trained without supervision on the data from SLAM by minimizing the photometric reprojection error between frames. Inference is then run on the SLAM Keyframes and sparse depth from its corresponding keypoints to produce dense depth. With the depth estimate, points from these Key-frames are then back-projected to the point cloud, thus resulting in a denser representation of the scene, especially in low-textured areas where the reconstruction from SLAM usually fails.
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Terminology and Notation

- Point Cloud - Representation of a space as a collection of 3D points.
- SFM - Structure From Motion
- SLAM - Simultaneous Localization and Mapping
- Visual Odometry(VO) - Process/Algorithm to determine the pose of a moving camera using images
- Keypoints - 2D points in images which are distinct from their neighbours, and are usually the points tracked by SFM/SLAM algorithms like [2]
- Keyframes - Images/frames which are specially selected from the set of all images, which contain some properties such as good covisibility with other keyframes, have sufficient number of keypoints, etc.
- RGBD - Red Green Blue (RGB) pixel Image with Depth values, usually corresponding to each pixel of the image.
- Textured area - Area in an image which is not completely homogeneous in pixel intensities.
- Textureless area - Area in an image which is homogeneous in pixel intensities.
- D - Ground Truth Depth data
- \( \hat{D} \) - Estimated Depth data
- \( d_i \) or \( d^i \) ground truth depth data at pixel \( i \)
- \( \hat{d}_i \) or \( \hat{d}^i \) estimated depth data at pixel \( i \)
- \( \mathbb{R}^n \) - set of real numbers in \( n \) dimensional space
- \( \mathbb{R}^n_+ \) - set of non-negative real numbers in \( n \) dimensional space
- The shape \( r \times c \) refers to \( r \): rows, and \( c \): columns when dealing with matrices unless specified otherwise.
- The shape \( w \times h \) refers to \( w \): width(columns), and \( h \): height(rows), when dealing with images unless specified otherwise.

- \( N \)- total number of pixels in an image \( N = wh \), unless specified otherwise.


Notes:

- The terms SFM, Visual Odometry, and SLAM are used interchangeably in this work, and mean the same thing in the context of this work, although they vary in more general contexts.
Monocular, or stereo cameras are widely used in robotics applications due to their convenient form factors, and the increasing availability of compute capability. Most Visual SLAM or Structure from motion pipelines using mono or stereo cameras are broadly based on tracking a set of keypoints across images, and estimating the camera positions from epipolar geometry, or homographies, triangulating the points, and applying optimization and filtering techniques. Though versions of this pipeline has been adopted with various modifications to achieve real time with high tracking accuracy, even on embedded hardware, an obvious issue is that the resulting 3D scene representation is (very) sparse, usually with a 3D points only for some key-points; while this is sufficient for tasks such as localization, where in the minimal case the camera pose can be estimated from 3 2D-3D correspondences, it is an imprecise representation of the environment, and causes significant issues for tasks such as navigation. When there are textureless obstacles in the path of the robot, they are not modelled accurately for the robot to avoid them during navigation, which results in undesirable collisions. Navigation for ground robots, typically does not use a point cloud representation, but 2D occupancy grids. Techniques of conversion from 3D point clouds to 2D occupancy grids, or occupancy grid creation are not discussed in this work.

This work aims to address the problem using a deep neural network to infer dense depth from an image and a sparse point cloud using calibrated backprojected layers from [1], and coupling this with a VO algorithm, such as ORB SLAM [2] in an offline step to densify the point clouds, particularly in areas of images with low texture. The network is trained on the data obtained from the SLAM algorithm; while overfitting is usually avoided, in this case, the network is made to learn parameters to overfit on the training data, since the inference is on the same data as well.
1. Introduction

1.1 Contributions

The main contributions of this work are as follows:

- An overview on historical and state of the art approaches on depth completion detailing the working of several important works.

- A method for the densification of sparse point cloud data from a classical SLAM algorithm \cite{2} using a depth completion network \cite{1} with an overfitting training paradigm, and back-projection to the original point-cloud.

- A depth completion dataset with an RGBD camera on the ARI robot with ground truth for evaluation.

1.2 Structure

The structure of this work following this chapter is as follows:

- Chapter 2 outlines the Overview and Related work

- Chapter 3 describes the structure of the network, and the details of the loss function

- Chapter 4 provides a description of the working of the ORB SLAM algorithm

- Chapter 5 describes the modifications to couple the network with ORB SLAM.

- Chapter 6 describes the setup, and details of the data collection

- Chapter 7 describes implementation details, experiments and their results.

- Chapter 8 concludes this work with insights, and possible directions for future work
Chapter 2
Overview and Related Work

Depth estimation for a scene representation can be broadly divided into three methods:

**Geometric Methods:** Although geometry-based methods can efficiently calculate the depth values of sparse points, they usually require multiple (\(\geq 2\)) views to compute depth. Recovering 3D structures from multiple views based on geometric constraints has been widely investigated ([51], [55]), and used. Most Structure from Motion (SFM) pipelines and Visual Simultaneous Localization and Mapping (SLAM) algorithms leverage these constraints to estimate the camera positions, as well as the scene representation together simultaneously ([56], [57]). In the case of Monocular cameras, we recover the scene ‘depth’ only up to scale. In the case of stereo cameras, we pre-calibrate the transformation between the two cameras (in some units), and hence we can obtain the scene representation in the same world units as well. The general pipeline for SFM is shown in figure [2.1](#).

A more detailed overview of these techniques is provided in chapter 4.
Sensor-based Methods: Depth sensors such as RGB-D cameras, LiDARs, Time-of-Flight (ToF) sensors, etc., are increasingly used to measure the depth information of a scene directly. However, these sensors come with their own issues such as: Prohibitive cost, Limited functionality such as RGB-D cameras or IR-based ToF sensors working only in the absence of sunlight, prohibitive form factor, and so on.

Monocular Depth Estimation methods: The monocular depth estimation problem seeks to automatically infer a dense depth image from a single color input image, and sometimes, it’s corresponding sparse depths. This task seems ill-posed without additional view(s) images to enable triangulation. Some classical methods for depth estimation from monocular images include shape-from-shading [77], shape-from-defocus [78], depth inpainting to fill in holes in depth channels of RGBD images using smoothness priors, anisotropic diffusion, etc. [79][80].

With the rapid development and success of deep learning for various computer vision applications such as object detection, semantic segmentation, etc., neural networks have also been used to estimate depth from a monocular image, as well as depth completion of sparse depth. Various neural networks such as CNNs, RNNs, variational auto-encoders, and GANs have been used to address this problem with varying degrees of success.

The deep learning methods can be broadly divided into:

- Supervised
- Unsupervised or semi-supervised
- Based on other methods such as conditional random fields, Adversial learning, etc.

Of these, this chapter will focus on the supervised, and unsupervised methods, since these have had the most success in various benchmarks.
2.1 Datasets, and common evaluation metrics

[5] provides an overview of the datasets, and commonly used evaluation metrics in monocular depth estimation, and depth completion.

2.1.1 Datasets

- **Kitti Depth Completion evaluation [47]**: The KITTI dataset is the largest and most commonly used dataset for various sub-tasks in computer vision like optical flow, visual odometry, object detection, semantic segmentation and tracking, etc. It contains over 93 thousand depth maps with corresponding raw LiDaR scans and RGB images, aligned with the 'raw data' of the KITTI dataset. Given the large amount of training data, it allows a training of complex deep learning models for the tasks of depth completion and single image depth prediction. It also provides manually selected images with unpublished depth maps to serve as a benchmark for those two challenging tasks. The Kitti dataset, however, is captured on outdoor data, and performance of methods generally vary between outdoors, and indoors.

- **NYU Depth V2 [48]**: The NYU-Depth V2 data set is comprised of video sequences from a variety of indoor scenes as recorded by both the RGB and Depth cameras from the Microsoft Kinect. It features 1449 densely labeled pairs of aligned RGB and depth images, 464 new scenes, and 407,024 new unlabeled frames. Each object is labeled with a class and an instance number (cup1, cup2, cup3, etc). The dataset has several components:
  - Labeled: A subset of the video data accompanied by dense multi-class labels. This data has also been preprocessed to fill in missing depth labels.
  - Raw: The raw rgb, depth and accelerometer data as provided by the Kinect.

The resolution of the RGB images in sequences is 640×480, and they are also down-sampled by half during experiments. Because of the different variable frame rates between RGB camera and depth camera, it is not a one-to-one correspondence between depth maps and RGB images. In order to align the depth maps and the RGB images, each depth map is associated with the closest RGB image at first. Then, with the geometrical relationship provided by the dataset, the camera projections are used to align depth and RGB pairs. Since the projection is discrete, not all pixels have a corresponding depth value, and thus the pixels with no depth value have to be masked off during the experiments.

- **VOID Dataset [4]**: The dataset was collected using the Intel RealSense D435i camera, which was configured to produce synchronized accelerometer and gyroscope measurements at 400 Hz, along with synchronized
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VGA-size (640 x 480) RGB and depth streams at 30 Hz. The depth frames are acquired using active stereo and is aligned to the RGB frame using the sensor factory calibration. All the measurements are timestamped. The dataset contains 56 sequences in total, both indoor and outdoor with challenging motion. Typical scenes include classrooms, offices, stairwells, laboratories, and gardens. Of the 56 sequences, 48 sequences (approximately 47K frames) are designated for training and 8 sequences for testing, from which we sampled 800 frames to construct the testing set. Each sequence contains sparse depth maps at three density levels, 1500, 500 and 150 points, corresponding to 0.5%, 0.15% and 0.05% of VGA size.

- Other datasets such as Cityscapes [49], Make3D, Matterport3D [50] have been used in some works, but are not as popular as the above.

Out of these, the VOID, and NYUV2 datasets are the most relevant for indoor scenes, and have been used for training and testing the model(s) used in this work. The dataset built from the robot mimics the structure of the VOID dataset, and is expanded upon in chapter 6.

### 2.1.2 Evaluation Metrics

Some of the commonly used evaluation metrics for the depth completion, or estimation task are:

- Root Mean Squared Error: \( \text{RMSE} = \sqrt{\frac{1}{|N|} \sum_{i \in N} |d_i - \hat{d}_i|^2} \)

- Inverse RMSE: \( i\text{RMSE} = \sqrt{\frac{1}{|N|} \sum_{i \in N} |1/d_i - 1/\hat{d}_i|^2} \)

- RMSE log: \( \sqrt{\frac{1}{|N|} \sum_{i \in N} |\log(d_i) - \log(\hat{d}_i)|^2} \)

- Abs Rel: \( \frac{1}{|N|} \sum_{i \in N} \frac{|d_i - \hat{d}_i|}{d_i} \)

- Accuracies: % of \( \hat{d}_i \) S.T.

\[
\max(\frac{\hat{d}_i}{d_i}, \frac{d_i}{\hat{d}_i}) = \delta < \text{threshold}
\]

- Mean Absolute Error: \( \text{MAE} = \frac{1}{|N|} \sum_{i \in N} |d_i - \hat{d}_i| \)

- Inverse MAE: \( i\text{MAE} = \frac{1}{|N|} \sum_{i \in N} |1/d_i - 1/\hat{d}_i| \)

where \( N \) is the total number of pixels in image, \( d_i \) is the ground truth depth at pixel \( i \), and \( \hat{d}_i \) is the estimated depth at pixel \( i \).
2.2 Supervised Methods

Supervised learning for the monocular depth estimation task implies learning the weights for the mapping from an RGB image + Sparse Depth to Dense depth using information of labelled input-output pairs. In other words, the objective (loss) function to be minimized consists of comparison between the estimated depths \( \hat{D} \) which has a value \( \hat{d}_i \) at pixel \( i \) and ground truth depths \( D \) which has values \( d_i \). This usually contains a form of \( L_p \) loss, which is defined as:

\[
L_p = \frac{1}{N} \sum_{i=1}^{N} (|d_i - \hat{d}_i|)^{1/p}
\]

or

\[
L_p = \left( \frac{1}{N} \sum_{i=1}^{N} (|d_i - \hat{d}_i|)^{1/p} \right)^{1/p}
\]

(2.1)

where \( N \) is the total number of pixels in the image (width*height). Often, even the ground truth depth is not fully dense, i.e. it is not available for every pixel; in these cases, \( N \) will be the number of pixels for which we have the ground truth depth.

Architectures. One of the earlier works tackling this problem with supervised learning is from Eigen et al. [6], which used two deep network stacks: one that makes a coarse global prediction based on the entire image, and another that refines this prediction locally, to predict the depth map in an end-to-end manner from a single color image with the training loss:

\[
L = \frac{1}{N} \sum_i (\log(\hat{d}_i) - \log(d_i))^2 - \frac{\lambda}{N^2} \left( \sum_i \log(\hat{d}_i) - \log(d_i) \right)^2
\]

(2.2)

where \( \lambda \in [0, 1] \) refers to a balance factor, experimentally set to 0.5.

Laina et al. [8] proposed a fully convolutional architecture based on ResNet [58] trained end to end using a loss based on the reverse Huber function [64]. Roy et al. [9] proposed an architecture combining random forests [74] and CNNs to handle gradually decreasing training sets.

Park et al. [10] proposed estimating non-local neighbors and their affinities of each pixel, as well as an initial depth map with pixel-wise confidences which is then iteratively refined by its confidence and non-local spatial propagation procedure based on the predicted non-local neighbors and corresponding affinities. [11] proposed a lightweight multi-scale guided hourglass network architecture; [12] achieving the state of the art in the KITTI benchmark (as of Dec 2021) proposed a repetitive design in their image guided network to gradually and sufficiently recover depth values. Specifically, the repetition is embodied in both the image guidance branch and depth generation branch. The former branch consists of a repetitive hourglass network, and the latter a repetitive guidance module based on dynamic convolution [19]. [13] proposed a framework to extract the global and local information from
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sparse LIDAR point clouds to produce dense depth maps, with an encoder-decoder network based on ERFNet \cite{61} for the former, and two stacked hourglass modules inspired by RESNET \cite{58} for the latter. \cite{14} introduces a network, Sparse Auxiliary Network, for both depth completion, or estimation, depending on whether only an RGB image, or RGB image+ sparse depth is available by decoupling the image, and depth map encoding stages. \cite{15} replaces the final $1 \times 1$ convolution layer employed in most depth completion networks with a least squares fitting module which computes weights by fitting the implicit depth bases to the given sparse measurements. \cite{16} proposes a network which learns to extract joint 2D and 3D features, which consists of two domain-specific sub-networks that apply 2D convolution on image pixels and continuous convolution on 3D points, with their output features fused in image space. \cite{17} proposes a graph propogation to capture observed spatial contexts. \cite{18} proposes a two-branch network that consists of a color-dominant branch and a depth-dominant branch to exploit and fuse the two modalities. One branch takes as input a color image and a sparse depth map to predict a dense depth map. The other branch takes as inputs the sparse depth, and the estimated dense depth from the previous branch, and outputs a dense depth map; these two depth maps are adaptively fused.

Depth representations. Works such as \cite{26} \cite{25} \cite{20} use different depth representations in their works. \cite{20} proposes to deal with depth-smearing across occlusion boundaries with a multi-hypothesis depth representation that explicitly models both foreground, and background depths in the occlusion-boundary regions; \cite{25} proposes an approach to initially densify sparse depth information by figuring out which plane a pixel should lie among a number of discretized depth planes, and to then calculate the final depth value by predicting the distance from the specified plane; \cite{21} proposes a dense mapping framework for sparse Visual SLAM which leverages a compact scene representation proposed in \cite{20}; a dense representation of the scene geometry conditioned on the intensity data from a single image, and generated from a code consisting of a number of parameters.

Indirect Depth completion/estimation. Rather than estimating, or completing the depth directly, some recent works ( \cite{27} \cite{28} \cite{29} ) have tried to obtain depth estimates indirectly from estimating geometric properties related to the depth, such as surface normals. Zhang et al. \cite{27} uses a fully convolutional neural network built on the back-bone of VGG-16 \cite{59} with symmetry encoder and decoder to predict dense surface normals and occlusion boundaries. These are then combined, and run through global optimization to solve for the depth. The optimization objective to minimize is of the form

$$E = \lambda_D E_D + \lambda_S E_S + \lambda_N E_N B$$

where

$$E_D = \sum_{i \in M_{\Delta \alpha}} \|d_i - \hat{d}_i\|^2$$
2.2. Supervised Methods

\[ E_N = \sum_{i,j \in \text{Neigh}} || <v(i,j), \text{Normal}(i)> ||^2 \]

\[ E_S = \sum_{i,j \in \text{Neigh}} ||d_i - d_j||^2 \]

where \( E_D \) measures the distance between estimated depth \( \hat{D}(i) \) and observed raw depth \( D(i) \) in observations \( M_{\text{obs}} \), \( E_N \) measures consistency between estimated depth and the predicted surface normal, \( E_S \) encourages adjacent pixels to have same depths. \( B \in [0,1] \) downweights normal terms based on the predicted probability a pixel is in an occlusion boundary. This non-linear objective is linearized by foregoing vector normalization for tangent vector \( v(i,j) \) required for the dot product with surface normal at pixel \( i \), and solved analytically with sparse Cholesky factorization.

X.Qi et al. propose GeoNet \[^{28}\] to jointly predict depth, and surface normal maps from a single RGB image; by building on top of two-stream CNNs, it incorporates the geometric relation between depth and surface normal via depth-to-normal and normal-to-depth networks. The inference of surface normal from the depth map is formulated as a least squares problem as follows:

For a pixel \( i \), with depth \( z_i \), the 3D coordinates \((x_i,y_i,z_i)\) are computed from its 2D coordinates \((u_i,v_i)\) with the Pinhole camera model. With the assumption that pixels within a local neighborhood of pixel \( i \) lie on the same tangent plane, the surface normal estimate \( n = [n_x, n_y, n_z] \) should satisfy the over-determined linear system:

\[ An = b, \quad \text{subject to } ||n||^2_2 = 1 \tag{2.4} \]

where \( A = \begin{bmatrix} x_1 & y_1 & z_1 \\ x_2 & y_2 & z_2 \\ \vdots & \vdots & \vdots \\ x_K & y_K & z_K \end{bmatrix} \in \mathbb{R}^{K \times 3} \), and \( b \in \mathbb{R}^{K \times 1} \) is a constant vector; the constrained least squares problem in equation 2.6 has a closed form solution of

\[ n = \frac{(A^T A)^{-1} A^T \bar{1}}{|| (A^T A)^{-1} A^T \bar{1} ||_2} \tag{2.5} \]

where \( \bar{1} \in \mathbb{R}^k \). The above is regarded as a fixed weight neural network which predicts surface normal given the depth map.

For the normal-to-depth network; for any pixel \( i \), given its surface normal \( n_i \), and an initial depth estimate \( z_i \) the goal is to refine the depth. Given the 3D point \((x_i, y_i, z_i)\) and its surface normal, the tangent plane \( P_i \) can be uniquely determined, which satisfies

\[ n_{ix}(x-x_i) + n_{iy}(y-y_i) + n_{iz}(z-z_i) = 0 \tag{2.6} \]
2. Overview and Related Work

For any pixel \( j \) in the neighborhood of a pixel \( i \), with depth \( z_j \) assumed to be accurate, the depth estimate of pixel \( i \), \( z'_j \), can be computed as:

\[
z'_j = \frac{n_{ix} x_j + n_{iy} y_j + n_{iz} z_j}{(u_i - c_x) n_{ix} / f_x + (v_i - c_y) n_{iy} / f_y + n_{iz}}
\]  

(2.7)

Kernel regression is then used to aggregate estimation from all pixels in the neighborhood. \cite{29} adds edge-aware refinement to this to exploit boundary information. \cite{30} trains an encoder-decoder network to predict surface normals, course depth and a confidence measure of inputs which are then inputted to a diffusion refinement module which performs plane-origin distance refinement via anisotropic diffusion based on the assumption that the 3D surface of the scene is constituted by piece-wise planes and the plane-origin distance is piecewise constant. \cite{31} proposed an end-to-end encoder-decode architecture by estimating surface normals as an intermediate representation, for outdoor scenes captured using LiDARs, and uses synthetic Ground Truth generated from an open urban driving simulator Carla \cite{81} for training.

2.3 Unsupervised & Semi-supervised Methods

Pixel-wise ground truth is expensive to acquire, and most sensors suffer from varying degrees of noise, and inability to capture truly dense depths. Most datasets, as well as techniques described in the above section only compute the loss from those pixels where the ground truth is available; this results in networks at-best learning to reproduce observed depths, but not complete depths that are unobserved, which could and usually have significantly different characteristics.

Garg et al. \cite{7} proposed one of the earlier works on unsupervised depth completion by training on a set of pair of images, source and target, with small, known camera motion between the two, such as a stereo pair. They generate an inverse warp of the target image using the predicted depth and known relative pose, to reconstruct the source image. The photometric error between the reconstructed image and the original source image is then the loss minimized during training: Every training instance \( i \in \{1..N\} \) consists of a (stereo) pair of images \( \{I^1_i, I^2_i\} \) capture by pre-calibrated stereo rig with focal lengths \( f \), and baseline \( B \).

Predicted depth at pixel \( j = \hat{d}_j \), and so the motion of the pixel along the scan line is then \( fB/\hat{d}_j \). Using the right image \( I^2 \), a warp image \( I^w \) can be generated as

\[
I^w(j) = I^2(j + fB/\hat{d}_j)
\]  

(2.8)

The photometric error is then:

\[
E_{\text{recons}}^i = \sum_j ||I^w_i(j) - I^1_i(j)||^2
\]  

(2.9)

They add an L2 regularization \( E_{\text{smooth}}^i = ||\nabla \hat{d}_j||^2 \) on the disparity discontinuities as a prior to deal with the problem of multiple disparities generating
equally good warps, in homogeneous regions of the scene.

The training loss is then:

\[ E = \sum_{i=1}^{N} E_{\text{recons}}^i + \gamma E_{\text{smooth}}^i \]  \hspace{1cm} (2.10)

where \( \gamma \) is a parameter determining strength of the regularization forcing the depthmaps to be smooth.

C. Godard et al. \[32\] improved upon this with a network loosely inspired by the DispNet \[60\] architecture to generate disparity images by training with an image reconstruction loss, and a consistency loss that enforces consistency between the disparities produced relative to both the left, and right images. A combination of \( L_1 \) and single scale SSIM \[62\] is used as the photometric image reconstruction cost \( L_{ap} \). This compares the input image \( I \), and its reconstruction \( I' \) by the following:

\[ L_{ap} = \frac{1}{N} \sum_{i} \alpha \frac{1 - \text{SSIM}(I_i, I'_i)}{2} + (1 - \alpha) ||I_i - I'_i|| \]  \hspace{1cm} (2.11)

In their work, they use a simplified SSIM with a 3x3 block filter instead of a Gaussian. For the disparity smoothness loss, \( L_{ds} \), they use an \( L_1 \) penalty on the disparity gradients, and weight this cost with an edge-aware term using the image gradients. The network is trained to predict both left and right disparities, and the left-right disparity consistency loss \( L_{lr} \) is a \( L_1 \) penalty which attempts to make the left-view disparity map be equal to the projected right-view disparity map:

\[ L_{lr} = \frac{1}{N} \sum_{i} |\text{Disp}_l(i) - \text{Disp}_r(i + \text{Disp}_l(i))| \]  \hspace{1cm} (2.12)

At the time, its performance outperformed previous unsupervised methods, as well as some supervised methods on the KITTI benchmark.

Zhou et al. \[33\] presented an unsupervised learning framework to estimate monocular depth, as well as camera motion from video sequences. Unlike the previous methods discussed above, this was completely unsupervised requiring only a video sequence unlike the others which required some, albeit minimal, supervision in the form of pre-calibrated stereo rigs. It uses single-view and multi-view pose networks to regress the pose between the frames, and trains on a loss based on warping nearby views to the target using the estimated depth, and poses.

Let \( <I_1, ..., I_N> \) denote a training sequence of frames with one of the frames being the target \( I_t \) view, and the rest source views \( I_s \) for \( s \neq t \). The view synthesis objective is formulated as:

\[ L_{vs} = \sum_s \sum_i |\hat{E}_s^i| |I_t^i - \hat{I}_s^i| \]  \hspace{1cm} (2.13)

where \( i \) indexes over pixels, \( \hat{I}_s \) is the source view \( I_s \) warped to the target coordinate frame based on the estimated depth, and relative pose, and \( \hat{E}_s \).
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is a per-pixel soft mask for each target-source pair indicating the belief in where direct view synthesis will be successfully modeled. They use a $L_1$ penalty on the second order gradients for smoothness $L_{smooth}$, and add a regularization term $L_{reg}(E_s)$ to encourage nonzero predictions by minimizing the cross-entropy loss with constant label 1 at each pixel location.

Based on the above work, Yang et al. [34] incorporates an edge-aware depth-normal consistency constraint in the network. The mutual conversion between depth and normal is solved by including a depth-normal layer, and a normal-depth layer in the network, and the network achieves a higher accuracy than [33].

F. Ma et al. [35] proposed an encoder-decoder network which predicts dense depth directly from RGB image (when available) and sparse depth. It is, similar to the other unsupervised training works, trained on view synthesis and the photometric loss. However, to compute the relative poses between frames, rather than using a pose network, or pre-calibrated rigs they use Pnp [72] with RANSAC [73] to estimate relative transformation between the current frame and the nearby frame; using matched feature correspondences extracted from RGBD (current) and RGB (nearby) respectively.

Sivakumar et al. [37] proposed a CNN to upsample a series of sparse depth measurements based on contextual clues from a high resolution image which is trained in a semi-supervised manner with optional stereo supervision. Yang et al. [38] estimates the posterior distribution of dense depth map by using a Conditional Prior Network that associates a probability to each depth value in an image, and combines it with a likelihood term that uses the sparse depth measurements. The training is either supervised, with the training loss as a prediction error:

$$L(w) = \sum_{i=1}^{N} ||\phi(z_i, I_i; w) - d_i||^\gamma$$

where $\phi$ is the map from sparse depth $z$ and image $I$ to dense depth. They fix the parameters $w$ and $\gamma$ to 1 during training. In the case of unsupervised training, they use a Conditional Prior Network (CPN), which infers the probability of an optical flow given a single image, to score the compatibility of a dense depth with the given image based on previous observed data. If additional sensory data is available during training, such as stereo pairs, then disparity supervision is used.

Recently, methods such as [4], [1] use the sparse depth, and camera poses estimated from visual odometry (or VIO) which typically consist of very sparse point clouds using photometric error as the supervisory signal. [4] first constructs a piece-wise planar scaffolding of the scene, which it then uses to infer dense depth. To compute the scaffolding, relying on a prior that surfaces are locally smooth, and piecewise planar , they apply a lifting transform to the sparse depth, and then compute its convex hull [75] of which the lower envelope is taken as the Delaunay triangulation of the points, resulting in a triangular mesh. Each surface is then approximated using linear interpolation within the Barycentric coordinates, and the resulting scaffolding is projected
2.4. Combination with SLAM

Monocular depth estimation based on deep learning has been applied in SLAM to improve mapping, recover absolute scale, etc. [39] improves upon the mapping in SVO [40] by initializing the mean, and variance at feature locations according to depth prediction from a monocular depth estimation network [32]. This reduces the depth uncertainty of an initialized map point leading to reliable feature correspondence between views, and faster convergence to the true depth. This method outperforms the SVO mapping on the KITTI dataset [47]. Yin et al. [41], and Yang et al. [42] used depth estimation to recover the absolute scale of monocular VO.

[20] uses an image-conditioned autoencoder trained on depth images to discover a optimizable ‘code’, a compact representation, with a small number of parameters which describes the dense depth map at a keyframe. For a keyframe based SLAM, the camera poses with these ‘code’ representations can be jointly optimized to estimate a dense scene. [22] uses a [20]-like VAE conditioned on a grayscale intensity image, and a sparse depth map, with a system tightly coupled with filtering based VIO and simultaneously estimates scene geometry, and camera trajectory in the same state space.

back into the image plane. A pose network is used with an encoder-decoder network based on VGG-11, or VGG-8 [59] (for the light-weight model) then refines this scaffolding, along with its RGB image input to recover the dense depth, and is trained on the following loss:

\[ L = w_{ph} L_{ph} + w_{sz} L_{sz} + w_{pc} L_{pc} + w_{sm} L_{sm} \]  

(2.15)

where \( L_{ph} \) is the photometric consistency which is a combination of average per-pixel reprojection residual with an L1 penalty and SSIM [62], \( L_{sz} \) is an L1 norm of estimated depth, and sparse depth, \( L_{pc} \) is the pose consistency loss, and \( L_{sm} \) local smoothness, an L1 penalty of the first order gradients in the x, and y directions, and the \( w \)s are the associated weights. Since the other losses have been discussed previously, only the pose consistency loss for the pose network is expanded here: For an ordered pair of images \((I_t, I_\tau)\), the relative pose \( g_{\tau t} \in SE(3) \) is the relative (forward) pose, and \( g_{t \tau} \in SE(3) \) the backward pose, which is the inverse of of the forward pose. The forward-backward pose penalizes the deviation of the composed pose from identity.

\[ L_{pc} = ||\log(g_{\tau t} \cdot g_{t \tau})||_2^2 \]  

(2.16)

where \( \log: SE(3) \to se(3) \) is a logarithmic map. They also present the VOID dataset, which is introduced in section 2.2.1 [1] uses an encoder-decoder architecture with calibrated backprojected-layers trained on the photometric reprojection error, for unsupervised training on visual-inertial odometry; which is the network used in this work. It is expanded in detail in the following chapters
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[21], similar to this work, in that it takes as input the camera poses, keyframes, and sparse points from the ORB-SLAM3 [23], in this case, mapping and predicts a dense depth image for each keyframe. They, however build on [20] and use a variational autoencoder (VAE) trained on intensity, sparse depth, and reprojection error images to predict an uncertainty aware dense depth map in an online process. Consecutive depth maps are refined through multi-view optimization using fixed camera poses provided by the SLAM system. They run two threads in parallel, a SLAM thread running ORB-SLAM3 [23] tracking and mapping (described in more detail in chapter 4), and after every ORB local bundle adjustment transfers data from a window of four keyframes to the second thread. When the second thread, or Dense-Mapping thread, receives the keyframes’ data runs the depth completion VAE using the sparse depth and reprojection error images to predict an initial dense depth map, and also generates low dimensional latent codes. They then run multi-view optimization based on factor-graph optimization from [24] optimizing only the codes, and not poses.

Merrill et al. [43] propose a lightweight network based on the hourglass FastDepth architecture [35] to add to their EKF-based OpenVINS [44] VIO algorithm by projecting tracked sparse features to an image similar to this work. Sartipi et al. [45] uses a surface normal network [Deeplidar] with sparse data from VI SLAM.

Table 2.1: List of a some works with open source code bases; classifying whether they were designed for indoor/outdoor settings, trained supervised or unsupervised, with information on sensor type (eg. LiDARs, RGBD cameras, VIO etc.) for acquiring sparse depth information

<table>
<thead>
<tr>
<th>Works</th>
<th>Setting</th>
<th>Sensing method</th>
<th>Training Method</th>
<th>Code location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hu et al. [18]</td>
<td>Outdoor (KITTI)</td>
<td>LiDAR</td>
<td>Supervised</td>
<td>github</td>
</tr>
<tr>
<td>Zhang et al. [27]</td>
<td>Indoor</td>
<td>RGB-D</td>
<td>Supervised</td>
<td>github</td>
</tr>
<tr>
<td>Park et al. [10]</td>
<td>Indoor/Outdoor</td>
<td>RGBD/LiDAR</td>
<td>Supervised</td>
<td>github</td>
</tr>
<tr>
<td>Gansbeke et al. [13]</td>
<td>Outdoor (KITTI)</td>
<td>LiDAR</td>
<td>Supervised</td>
<td>github</td>
</tr>
<tr>
<td>Qiu et al. [31]</td>
<td>Outdoor (KITTI)</td>
<td>LiDAR</td>
<td>Supervised</td>
<td>github</td>
</tr>
<tr>
<td>Imran et al. [26]</td>
<td>Indoor/Outdoor</td>
<td>RGBD/LiDAR/Synthetic</td>
<td>Supervised</td>
<td>github</td>
</tr>
<tr>
<td>Zhu et al. [16]</td>
<td>Indoor</td>
<td>RGBD</td>
<td>Supervised</td>
<td>nvidia(future)</td>
</tr>
<tr>
<td>Shivakumar et al. [37]</td>
<td>Outdoor</td>
<td>LiDAR</td>
<td>Supervised</td>
<td>github</td>
</tr>
<tr>
<td>Qi et al. [28, 29]</td>
<td>Indoor</td>
<td>RGBD</td>
<td>Supervised</td>
<td>github</td>
</tr>
<tr>
<td>Ma et al. [36]</td>
<td>Indoor</td>
<td>RGBD/SLAM</td>
<td>Supervised</td>
<td>github</td>
</tr>
<tr>
<td>Mat et al. [35]</td>
<td>Outdoor</td>
<td>LiDAR</td>
<td>Unsupervised</td>
<td>github</td>
</tr>
<tr>
<td>Zhou et al. [33]</td>
<td>Indoor/Outdoor</td>
<td>Video</td>
<td>Unsupervised</td>
<td>github</td>
</tr>
<tr>
<td>Yang et al. [38]</td>
<td>Outdoor</td>
<td>LiDAR</td>
<td>Unsupervised</td>
<td>NA</td>
</tr>
<tr>
<td>Wong et al. [1]</td>
<td>Indoor/Outdoor</td>
<td>VIO</td>
<td>Unsupervised</td>
<td>github</td>
</tr>
<tr>
<td>Wong et al. [1]</td>
<td>Indoor/Outdoor</td>
<td>VO/SLAM</td>
<td>Unsupervised</td>
<td>github</td>
</tr>
<tr>
<td>Czarnowski et al. [24] (SLAM)</td>
<td>Indoor/Outdoor</td>
<td>SLAM</td>
<td>Unsupervised</td>
<td>github</td>
</tr>
</tbody>
</table>
Chapter 3
Network Architecture

This work uses the network from [1] by Wong et al., whose architecture and the loss function used for training are described in this chapter. The network takes in as input an RGB image, its intrinsic calibration matrix (see Appendix A), and the sparse depth image corresponding to the RGB image, and outputs the dense depth image with each pixel containing the depth value corresponding to the pixel in the RGB image. The network consists of a Sparse-to-Dense (S2D) module, a two-branch encoder for RGB 3D Encoder, and Depth Encoder, and a Decoder.

![Network architecture from [1]](image)

**Figure 3.1:** Network architecture from [1]. $f$ here is the number of filters or output channels used in the convolution operations.

The sparse-to-dense module learns a dense encoding representation of the sparse depth; A Calibrated Backprojection (KB) layer backprojects each pixel in the image to a 3D space. The resulting 3D positional encoding is concatenated with the image descriptor and the previous layer output to yield the input to the next layer of the encoder. The encoder consists of 5 resolutions as shown in figure 3.1 with the number of convolution filters for the image encodings are [48, 96, 192, 384, 384], and for the depth encodings [16, 32, 64, 128, 128].

A decoder uses skip-connections, and upsampling with a series of Up-Convolution, or transposed convolutions (see section B.3) and produces the output dense depth image.
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### 3.1 Sparse-to-Dense Module (S2D)

The S2D consists of various pooling [appendix], and convolutional [appendix] layers to yield a dense representation of the sparse depth image. Specifically, it performs multi-scale densification using a series of min and max pooling layers with different kernel sizes chosen on the basis of point cloud sparsity. Experiments with these kernel sizes are described in chapter 7. In practice, the max pooling(s) are done with kernel of size $S$ with a single stride, and half-padding (for $S/2$ pixels) with $-\infty$, and min pooling is done similarly with a half-padding of $\infty$.

The outputs of the pooling layers are concatenated and fed into three $1 \times 1$ convolutions, whose result is fused with the original sparse depth $z$ via a $3 \times 3$ convolution layer giving a quasi-dense depth representation.

Due to the, by nature, sparsity of the input data, the min pooling layers avoid pooling zeros or invalid depth, by setting all such values to infinity.

$$z'(i) = \begin{cases} z(i) & \text{if } z(i) > 0 \\ \infty & \text{otherwise} \end{cases} \quad i \in N$$

(3.1)

where $N$ is the total number of pixels, and $i$ is a pixel in the image. $z'$ is then fed to the min-pool. For kernel-sized or larger regions where all values in $z'$ are $\infty$ due to sparcity, for pooling operation $p(i)$;

$$p_{\text{min}}(i) = \begin{cases} p(i) & \text{if } p(i) \neq \infty \\ 0 & \text{otherwise} \end{cases}$$

(3.2)

The pooling, and convolution operations are described in appendix B.

### 3.2 KBNet Architecture

When a network is trained without supervision on the photometric reprojection error, described in section 3.3, without prior information about the intrinsic
3.2. KBNet Architecture

calibration $K$, they implicitly learn the calibration parameters of $K$. This results in the possibility of generalization being extremely low, no matter how good the training data. In order to address this, as well as to produce depth estimates that better respect object boundaries, and reduce the bleed effect observed when a depth map is backprojected to a 3D point cloud, [1] proposed calibrated backprojected layers; practically, this also results in a lighter network with fewer layers and parameters to achieve state of the art results.

**Calibrated Backprojected (KB) Layers.** take as input the feature maps of image encodings (which are of the form $image\_shape \times f$ where $f$ is the number of filters in the previous layer as can be seen in figure 3.1), depth encodings (of the form $image\_shape \times f$), and a $3 \times 3$ calibration matrix $K$ (A.5). This is realized in the following way:

The direction vectors for each coordinate $i$ in the 2D image $(u^i, v^i)$, are computed with the calibration matrix, with

$$X^i_{dir} = \lambda K^{-1} \begin{bmatrix} u^i \\ v^i \\ 1 \end{bmatrix}$$  \hspace{1cm} (3.3)

The above gives, for each pixel in the image, a direction vector along which the actual 3D point will lie in since any point on the vector will project to the same 2D point $(u^i, v^i)$ in the image. If the depth $d^i$ is known, the coordinates of the point with respect to the camera coordinate frame (frame $C(c1, c2, c3)$ in figure A.2) can be obtained with:

$$X^i = d^i K^{-1} \begin{bmatrix} u^i \\ v^i \\ 1 \end{bmatrix}$$  \hspace{1cm} (3.4)

The depth encodings for each pixel $\phi^i \in \mathbb{R}^f$ are projected from $\mathbb{R}^f$ to a $\mathbb{R}$ with a trainable ‘compression module’ which can be seen as:

$$d^i = q^T \phi^i$$  \hspace{1cm} (3.5)
where $q^T$ is the trainable ‘compression module’ which is performed with $1 \times 1$ convolution operations. This $d'$ from (3.5) is used in (3.4) to obtain a 3D positional encoding for each pixel $X_{3D}^i$.

Here $i \in H \times W$ corresponds to the resolution of the first image, that decreases by a factor of 2 in each layer until the 5th at $H/32 \times W/32$. Hence, the intrinsic parameters, must also be scaled by the same scale factor according to the resolution. This 3D positional encoding is concatenated with the image encoding, and if available the output of the previous KB layer. This is then fused together by a $1 \times 1$ convolution to yield the output RGB 3D encoding. This is fed to the next layer, and also replaces the typical RGB skip connection to the decoder. Finally, the output depth and image encodings of the KB layer are produced by convolving separate $3 \times 3$ kernels which are also then passed to the next layer as inputs.

The overall system during training, which in [1] uses a Posenet, or a pose-network for computing relative poses, is shown in figure 3.5.

### 3.3 Loss function and Training

The training is a vector optimization problem where we optimize the vector $\mathbf{L} = [l_{ph}, l_{sz}, l_{sm}]$, where $l_{ph}$ denotes photometric consistency, $l_{sz}$ the sparse depth consistency, and $l_{sm}$ a local smoothness.

Since we compare with respect to the cone $K : \mathbb{R}^3_+$, whose dual cone $K^*$ is also $\mathbb{R}^3_+$, for any weights $\mathbf{W} \in K^* : \mathbb{R}^3_+$, we can get a Pareto optimal solution [54], but the weights used for this scalarization can be seen as the importance we give to each variable (loss type) in the vector.

![Pareto optimal visualization](image)

**Figure 3.4:** Visualization of Pareto optimal for $\mathbb{R}^2$ with respect to the cone $\mathbb{R}^2_+$; figure from [54]

An example for scalarization, and Pareto optima for $\mathbb{R}^2$ vector is shown in figure 3.4.
3.3.1 Loss function

This vector objective is scalarized [CO] from $\mathbb{R}^3$ to $\mathbb{R}$ with the weights $\bar{W}$ to reach a Pareto optimal solution formulated as:

$$L = w_{ph}l_{ph} + w_{sz}l_{sz} + w_{sm}l_{sm}$$

(3.6)

Photometric Consistency Loss ($l_{ph}$). discussed briefly in section 2.3 is described more in detail here.

Consider two images $I_1$ and $I_2$ with respective intrinsic calibration matrices $K_1, K_2$, and whose relative pose is represented as $p \in SE(3)$, i.e. $p$ is the pose of the camera frame of $I_1$ in the frame of $I_2$ or an affine transformation which transforms a point from the camera frame of $I_1$ to that of $I_2$.

Given this information, the principle of photometric loss measure is to reconstruct image $I_1$ from image $I_2$ as $\hat{I}_{12}$ and compare $I_1$ with this $I_{12}$.

Consider a point $X$ with the pixel coordinates $(u_1, v_1)$ in $I_1$. This point will have some pixel coordinates $(u_2, v_2)$ in $I_2$. To get this $(u_2, v_2)$: First, we re-project this point to a ray/direction vector in the camera coordinate frame of $I_1$ with (3.3)

$$x_{1fr}^T = \lambda K_1^{-1} \begin{bmatrix} u_1 \\ v_1 \\ 1 \end{bmatrix}$$

(3.7)

Then, we use the estimated depth value $\hat{d}_i$ for that pixel, to get the 3D point $X_1$ which projects to it (in the frame of camera $I_1$) with:

$$X_1 = \hat{d}_i K_1^{-1} \begin{bmatrix} u_1 \\ v_1 \\ 1 \end{bmatrix}$$

(3.8)

Now, by constructing a $3 \times 4$ projection matrix $P_2$ with $K_2$, and the relative pose $p$ with (A.11) we can recover the projection of this point in the image $I_2$ with (A.10):

$$\lambda_2 \begin{bmatrix} u_2 \\ v_2 \\ 1 \end{bmatrix} = P_2 X_1$$

(3.9)

or

$$\lambda_2 \begin{bmatrix} u_2 \\ v_2 \\ 1 \end{bmatrix} = P_2 \hat{d}_i K_1^{-1} \begin{bmatrix} u_1 \\ v_1 \\ 1 \end{bmatrix}$$

(3.10)

where

$$P_2 = \begin{bmatrix} K_2 & 0 \end{bmatrix} p$$

(3.11)

and the coordinates of this point in the image $I_2$ is: $[u_2, v_2]^T$.

Thus, for the reconstructed image we get

$$I_{12}(u_1, v_1) = I_2(u_2, v_2)$$

(3.12)
From this, it is easy to see that the more accurate the depth estimate (and relative pose) is, the more similar $\hat{I}_{12}$ will be to $I_1$.

For a frame $I_t$ at $t$, the photometric consistency loss hence penalizes the dissimilarity using a combination of $L_1$ penalty and SSIM:

$$l_{ph} = \frac{1}{N} \sum_{\tau \in T} \sum_{i \in N} w_{co} |\hat{I}_{\tau t} - I_i^t| + w_{st} (1 - SSIM(\hat{I}_{\tau t}, I_i^t)) \quad (3.13)$$

where $N$ is the total number of pixels in the image, $T = \{t - 1, t + 1\}$, and $w_{co}, w_{st}$ are weights denoting color consistency with the $L_1$ penalty, and structural consistency with the $SSIM$.

In [1], they use a Pose-network to estimate the relative pose $p$, between frames and jointly optimize that along with the depth completion network without additional supervision. In this work however, the pose-network is not used and the relative pose is obtained from Orb-Slam [2] instead. How this is done is described in section 3.3.2 and tests with poses from a pose-network as well as orb-slam are described in chapter 7.

**Sparse Depth Consistency.** Minimizing the above error will reconstruct the scene structure up to an unknown-scale. To ground the predictions to a metric scale, that of the sparse depth, the sparse depth consistency is enforced as an $L_1$ penalty for the difference between the depth estimate at a pixel $\hat{d}_i$ and the sparse depth at that pixel $z_i$, for $i \in N_z$ where $N_z$ is the set of all pixels for which sparse depth exists.

$$l_{sz} = \frac{1}{N_z} \sum_{i \in N_z} |\hat{d}_i - z_i| \quad (3.14)$$

**Local Smoothness.** The necessity to enforce local smoothness was briefly discussed in section 2.3. This is enforced by minimizing the first order gradients in the $x$ direction: $\hat{d}_X$, as well as the $y$ direction: $\hat{d}_Y$. The terms are also weighted using their respective image gradients $\lambda X = e^{-|\partial_X I_i|}$ and $\lambda Y = e^{-|\partial_Y I_i|}$ to allow discontinuities along object boundaries.

$$l_{sm} = \frac{1}{N} \sum_{i \in N} \lambda X |\partial_X \hat{d}_i| + \lambda Y |\partial_Y \hat{d}_i| \quad (3.15)$$

### 3.3.2 Training

The overall system while training in [1] is shown in figure 3.5. Each training sample contains the following data: image $I_t$, images $I_{\tau}$ where $\tau \in T : \{t - 1, t + 1\}$, the sparse depth map $z$ corresponding to $I_t$, the intrinsic calibration matrix $K$, and the relative poses between $I_t$ and $I_{\tau}$ obtained from ORB-SLAM2 [2].

[1] does not use poses in the training data, but obtains the relative pose $p$ as described in 3.3.1 from a pose network based on PoseNet. The supervisory loss for the pose network is from (3.13). For two images $I_t, I_{\tau}$ the pose network directly regresses the relative pose $p$, but most SLAM or VO algorithms,
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Figure 3.5: The system during training in [1]: Each training sample contains \((I_t, I_{t+T}, \text{sparse depth} (z), \text{intrinsic calibration } K)\). The original work uses a PoseNet to get relative depths for \(l_{ph}\) but this work uses poses from ORB-SLAM; including ORB-SLAM store all the camera poses with respect to some global frame, usually initialized as the coordinate frame of the initial frame. How this is done is detailed in chapter 5 and the implementation details, and experiments with training are discussed in chapter 7.
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Chapter 4
ORB SLAM

This work uses ORB-SLAM [2] for obtaining the camera poses, as well as the sparse point cloud. ORB-SLAM is one of the most widely used open-source SLAM/VO algorithms due to its robustness, versatility and speed. It uses ORB features [65], based on the FAST keypoint detector [66] and BRIEF descriptors [67], for real time feature extraction and matching, and a Bag of words (BOW) implementation [82] for image retrieval used during localization with an optimization based approach for map generation and tracking. The details of the workings of [2] will be presented here, and the modifications made for the coupling with the network described in chapter 3 will be presented in chapter 5.

4.1 Overview

An overview of the working of ORB SLAM can be seen in figure 4.1. The case of an RGBD input is discussed here since the testing for this work was done with inputs from an RGBD camera. There are three threads running simultaneously, for the tracking, local mapping, and loop closing.

In the tracking. thread for an RGBD input, the ORB features (see 4.3.1) are first extracted including information about their 2D location \((u, v)\) and the depth corresponding to that point \(d\). The points from a single RGBD image are then projected as stereo coordinates (see section 4.3.3). The map is then initialized with the first frame as a 'keyframe', and its ORB 'keypoints' as points of the map. For subsequent frames, the motion is tracked with a constant velocity motion model to predict the camera pose, and the poses are optimized with full Bundle Adjustment (see section 4.6). If the tracking is lost, a place recognition module using bag-of-words is employed to perform a global relocalization. The system maintains a covisibility graph [8 in ORBSLAM2] that links any two keyframes observing common points and a minimum spanning tree (see Appendix D.2 connecting all keyframes. Finally, the tracking thread decides if a new keyframe is inserted into

The Local Mapping. thread processes new keyframes and performs local motion-only Bundle Adjustment (section 4.6.1). New correspondences for
unmatched ORB points in the new keyframe are searched in connected keyframes in the covisibility graph \([7]\) to triangulate new points. Based on information gathered during the tracking, a point culling policy is applied to filter out some lower-quality points, as well as redundant keyframes.

**Loop Closing.** thread searches for loops (in the trajectory) with every new keyframe. If a loop is detected, the drift accumulated is estimated, and boised sides of the loop are aligned and duplicated points fused. Lastly, a pose-graph optimization \([4.6.3]\) is performed over the Essential Graph, a sparser subgraph of the covisibility graph.

## 4.2 Image Retrieval with BoW

Image retrieval is the task of finding the most similar image from a database, to that of a query image. There are various methods tackling this, with deep learning based methods recently outperforming conventional ones in terms of accuracy. However, techniques like the Bag of Words still perform with high accuracy and much faster retrieval times, so a Bag of Words approach is what is used in the ORB SLAM works.

It involves constructing a 'dictionary' or a 'Vocabulary' where the 'words' are some visual features. This vocabulary is obtained from a number of images, by clustering a set of features in an image into a 'word'.

An image is then stored, or represented in the database as a histogram of the occurrences of these 'words' from the Vocabulary. During query time, the query image is represented as a histogram of these words as well, and the nearest neighbor histogram is found, using a TF-IDF distance measure.

ORB SLAM uses the DBoW2 \([82]\) implementation with a vocabulary created offline with ORB descriptors \([4.3.1]\) extracted from a large set of images. They also add various implementation tricks to add to the performance described in their paper \([3]\).
4.3 Tracking

4.3.1 ORB Features

ORB [65] are binary features invariant to rotation and scale (in a certain range), resulting in a very fast recognizer with good invariance to viewpoint.

The feature points are extracted with a FAST keypoint detector [66] at 8 scale levels with a scale factor of 1.2, and the descriptor is based on the BRIEF descriptor [67]; the name ORB is for Oriented FAST and Rotated BRIEF.

4.3.2 Covisibility, and Essential Graphs

Covisibility graph. is an undirected weighted graph where each node is a Keyframe and an edge between Keyframes exist if they share observations of the same map points (at least 15 in the original implementation). The weight $\theta$ of the edge is the number of common map points.
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4.3.3 Stereo points

A stereo point contains the following information: \( x_s = (u_l, v_l, u_r) \) where \((u_l, v_l)\) is the same as \((u, v)\) of the 'left camera' for an imaginary stereo set-up and \(u_l\) the horizontal coordinate for the 'right image'. For this imaginary stereo set-up we assume it to be rectified left and right images, and hence \(v_r = v_l\) so we do not mention it explicitly. The coordinate \(u_r\) is generated with the depth as:

\[
    u_r = u_l - \frac{f_x b}{d}
\]

where \(f_x\) is the horizontal focal length, and \(b\) is some fixed baseline. This is done in the original work so that it is easier to have a single setup for both
4.3. Tracking

The mono keypoints contain only \((u_l, v_l)\), for pixels where there is no depth value available.

### 4.3.4 Pose tracking

After the map has been initialized with the points from the first frame, a constant velocity motion model \([83]\) is used to predict the camera pose and perform a guided search of the map points observed in the previous frame. If insufficient matches were found, it implies that the motion model was violated; a wider search is used for the map points around their position in the last frame. The pose is then optimized with the found correspondences.

### 4.3.5 Relocalization if tracking is lost

If the tracking of the features across frames is lost for a frame, that frame is converted into a bag of words representation (see 4.2), and the database consisting of all the previously tracked keyframes is queried for candidates \(C\) for global relocalization. ORB 2D features of the query frame, \(I_q\) are matched with 2D keypoints which contain a corresponding 3D points in the global map from database image \(I_d \in C\).

Then, PnP\([72]\) with RANSAC \([73]\) is run to find camera poses and their inliers for each of the candidate keyframes. If there is a valid camera pose (with enough inliers) the pose is optimized and a guided search is done for finding more matches with the map points of the candidate frame. Finally the camera pose is again optimized, and if supported with enough inliers, tracking procedure continues.

### 4.3.6 Local map tracking

A local map contains a set of keyframes \(K_1\) that share map points with the current frame, and a set \(K_2\) with neighbors to the keyframes in \(K_1\) in the covisibility graph (4.3.2). It also has a reference keyframe \(K_{ref} \in K_1\) which shares most map points with the current frame. Each map point seen in \(K_1\), and \(K_2\) is searched in the current frame as:

1. The projection \(x\) of the map point as in Appendix \(A\) is computed, and discarded it if the image coordinates are out of bounds of the image resolution.

2. The angle between the current viewing ray \(\vec{v}\) (see (3.3)), and the map point mean viewing direction \(\vec{n}\) is computed, and map point discarded if \(\vec{v}^T\vec{n} < \cos(60^\circ)\)

3. Distance \(d\) of map point from camera center is calculated as \(L_2\) distance and point is discarded if it is out of the scale invariance region, i.e. \(d \notin [d_{min}, d_{max}]\)

4. Scale in the frame computed by the ratio \(d/d_{min}\)
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5. The representative descriptor $D$ of the map point with the still unmatched ORB features in the frame, at the predicted scale, and near $x$ are compared to associate the map point with the best match.

The camera pose is then optimized with all the map points in a full bundle adjustment.

4.4 Local Mapping

The local mapping thread handles the following with every new Keyframe $K_i$:

4.4.1 KeyFrame Insertion

The covisibility graph is updated with a new node for $K_i$ and updating relevant edges from shared map points with other keyframe nodes. The spanning tree is then updated linking $K_i$ with its parent node $K_p$ which is the keyframe with the most shared map points. The BoW (4.2) representation of the keyframe is then stored in a database for use when tracking is lost, or relocalization.

4.4.2 Map Points Culling

Recent map points (observed from $< 3$ Keyframes ago) are checked for the following criteria, and culled if they fail them:

1. The tracking must find the point in $> 25\%$ of frames where it is predicted to be visible.
2. If more than one keyframe has passed from map point creation, it must be observed from at least three keyframes.

4.4.3 New point creation

New map points are created by triangulating the tracked ORB features from connected keyframes $K_c$ in the covisibility graph. Matches are searched for the unmatched points in $K_i$ with points in frames of $K_c$, and if match is found they are checked to see if they satisfy the epipolar constraint (see appendix D.1). ORB pairs are triangulated, and to accept the new points,

4.4.4 Local Bundle Adjustment

The local Bundle Adjustment optimizes the current Keyframe $K_i$, all the Keyframes connected to it in the Covisibility graph $K_c$, and all the map points seen by those frames. Other keyframes that see those points but which $\notin K_c$ are included in the optimization but remain fixed. Details of the optimization are in 4.6.2.
4.4.5 Local Keyframe Culling

The local mapping tries to detect redundant keyframes as frames in $K_c$ whose 90% of the map points have been seen in at least other three keyframes in the same or finer scale, and delete these for reducing BA complexity, and bounding the number of local keyframes.

4.5 Loop Closing

Loop closing is an integral part used in many optimization based SLAM algorithms [69][70] which reduces global drift significantly. The loop closing thread takes $K_i$ and tries to detect, and close loops. This is done in four steps which are described in the following subsections:

4.5.1 Loop Candidate Detection

- First, the similarity scores between the BoW representation of the query frame, $K_i$, with its neighbors in the covisibility graph (for which min number of shared map points=30) is computed, and the lowest score among these is stored as $s_{min}$.
- Then the database is queried, and all Keyframes from the database for which the similarity score $s < s_{min}$ are automatically rejected. DBoW2 [82] uses a normalizing score to gain robustness, but ORB SLAM uses this covisibility score for robustness.
- All keyframes directly connected to $K_i$ are also rejected for the loop closure candidates since these would generally have high scores, but not close a loop.
- To accept a loop candidate, three consecutive loop candidates that are consistent (keyframes connected in the covisibility graph) must be detected.

4.5.2 Transformation Computation

To estimate the error accumulated in the loop, and for a geometrical validation of the loop, the rigid body transformation between the current keyframe $K_i$ and the loop keyframe $K_l$. ORB features associated with the map points in current frame, $K_i$ and loop candidate frames $K_l$ are obtained, and from this we get the 3D-3D correspondences from which the transformation can be computed with a closed form solution [68] and RANSAC. If enough inliers are found, the loop with $K_l$ is accepted.

4.5.3 Loop Fusion

The first step for the loop correction is to fuse duplicated map points and insert new edges in the covisibility graph that will attach the loop
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closure. The current keyframe pose $T_{iw}$ is corrected with the transformation $T_{il}$ and this correction is propagated to all the neighbors of $K_i$, concatenating transformations, so that both sides of the loop get aligned. All map points seen by the loop keyframe and its neighbors are projected into $K_i$ and its neighbors, and matches are searched in a narrow area around the projection. All those map points matched and those that were inliers in the computation of the transformation in 4.5.2 are fused.

4.5.4 Graph Optimization

The Essential Graph is optimized with a pose-graph optimization that distributes the loop closing error along the graph. In the monocular case, the optimization is performed over similarity transformations to correct the scale drift, but in the RGBD case there is no need for this as we have the scale from the sensor input; and the optimization is hence over rigid transformations.

After the pose-graph optimization a full BA is performed in a separate thread. However, if a new loop is detected while the optimization is running, the optimization is aborted and the loop is closed with the steps detailed above, which also again triggers a full BA. When this full BA finishes, the updated set of Keyframes and points are merged with the non-updated ones by propagating the correction of updated frames to non-updated frames through the spanning tree. Non-updated points are transformed according to the correction applied to their reference Keyframe.

4.6 Optimization Problems

The different optimization and bundle adjustment problems used in the above sections are detailed here.

4.6.1 Motion-only Bundle Adjustment

The optimization variables are camera orientation $R \in SO(3)$ and translation $t \in \mathbb{R}^3$. The objective function is the reprojection error between 3D points $X^i \in \mathbb{R}^3$ and keypoints $x^i_s \in \mathbb{R}^3$ consisting of $u_l, v_l, u_r$ where $i \in \text{set of all matches}$.

$$R, t = \arg \min_{R, t} \sum_i \rho(||x^i_s - \pi(R, t, X^i)||^2_\sigma)$$  (4.2)

where $\rho$ is the robust Huber cost function, $\sigma$ the covariance matrix associated to the scale of the keypoint, $\pi$ a projection function where $\pi(X) = [u_l, v_l, \hat{u}_r]^T$, where the first two coordinates are obtained from the pinhole projection (appendix A) and the last coordinate $u_r$ from (4.1).
4.6.2  **Local Bundle Adjustment**

The local Bundle adjustment optimizes a set of covisible keyframes $K_L$, and all points seen in those keyframes $P_L$. All other keyframes $K_F \notin K_L$ but which observe points in $P_L$ contribute to the cost function but are not variables for the optimization, i.e. they remain fixed. Consider $M_k$ the set of matches between points in $P_L$ and 2D keypoints in a Keyframe $k$, we have the following problem:

$$X^i, R_l, t_l | i \in P_L, l \in K_L = \arg \min_{X^i, R_l, t_l} \sum_{k \in K_L \cup K_F} \sum_{j \in M_k} \rho(E_{kj})$$  \hspace{1cm} (4.3)

where

$$E_{kj} = ||x^j_k - \pi(R_k, t_k, X^j)||^2_2$$  \hspace{1cm} (4.4)

**Full BA.** is a case of the above optimization problem where all keyframes and map points are optimized together, except the origin keyframe which is fixed at Identity.

4.6.3  **Pose-Graph Optimization**

The pose-graph optimization is a rough approximation of full BA, done with the Essential graph. Given an essential graph \(4.3.2\), the error in an edge is defined as:

$$e_{i,j} = \log_{SE(3)}(T_{ij} T_{jw} T_{iw}^{-1})$$  \hspace{1cm} (4.5)

where $T_{ij}$ is the relative rigid body transformation estimated in 4.5.2. In the case of loop closure the value of $T_{ij} T_{jw} T_{iw}^{-1}$ should be Identity, since the transform is from $i$ frame $\rightarrow$ World frame $\rightarrow$ $j$ frame $\rightarrow$ back to $i$ frame.

The objective for minimization is:

$$C = \sum_{i,j} (e_{i,j}^T \Lambda_{i,j} e_{i,j})$$  \hspace{1cm} (4.6)

where $\Lambda_{i,j}$ is the information matrix of the edge, which is set to Identity in the ORB SLAM paper.
Chapter 5
Modifications to couple the network with ORB SLAM

This chapter details the engineering modifications to the network, and to the ORB SLAM code to enable the densification of the sparse point cloud from SLAM.

5.1 Modifications to the Network

The primary modification on the network side, is for the network training stage. The implementation by [1] uses a pose-network to directly regress the relative pose between frames needed to compute the Photometric error (3.3) which is trained simultaneously along with the depth completion network. While the same mechanism could be adopted to use with Keyframes, and sparse point clouds from ORB SLAM, it was found during experimentation (7) that the training converges faster, and performs better on the evaluation metrics when trained using the camera poses from the ORB SLAM tracking instead of the pose net. Most SLAM or VO algorithms, including ORB-SLAM track all the camera poses with respect to some global frame, usually initialized as the coordinate frame of the initial frame. To convert from the global camera poses, to the relative poses the following is done:

For three frames $I_{t-1}, I_t, I_{t+1}$ with some absolute poses $p_{t-1}, p_t, p_{t+1}$ respectively, which transform points from the world frame to the respective camera frame (see interpretation (C.3)), we need the relative poses, or the transforms $p_{\tau t}$ which transform a point in the frame of camera $I_t$ to that of the frame of camera $I_\tau$ for $\tau \in T : \{t-1, t+1\}$.

Consider a 3D point $X_\gamma$ in the frame of camera $I_t$. Our $p_{\tau t}$ must satisfy the following:

$$\begin{bmatrix} X_{\gamma \tau} \\ 1 \end{bmatrix} = p_{\tau t} \begin{bmatrix} X_{\gamma t} \\ 1 \end{bmatrix}$$

(5.1)

where $X_{\gamma \tau}$ is the coordinate of the same point in the frame of $I_\tau$. We get this $p_{\tau t}$ as the composition of transformations (see C)

First the transformation $p_t^{-1}$ transforms a point $X$ from the frame of camera
I, $\gamma_t$ to the world frame $\delta$ as (see (C)):

$$
\begin{bmatrix}
X_\delta \\
1
\end{bmatrix} = p_{t-1}^{-1} \begin{bmatrix}
X_{\gamma_t} \\
1
\end{bmatrix}
$$

(5.2)

Then the transformation $p_\tau$ transforms the point $X_\delta$ from the world frame to the camera frame of $I_\tau$, $\gamma_\tau$,

$$
\begin{bmatrix}
X_{\gamma_\tau} \\
1
\end{bmatrix} = p_\tau \begin{bmatrix}
X_\delta \\
1
\end{bmatrix}
$$

(5.3)

From (5.2) and (5.3), we see that

$$
\begin{bmatrix}
X_{\gamma_\tau} \\
1
\end{bmatrix} = p_\tau p_{t-1}^{-1} \begin{bmatrix}
X_{\gamma_t} \\
1
\end{bmatrix}
$$

(5.4)

transforms the point $X_{\gamma_t}$ from the frame of camera of $I_t$ to the point $X_{\gamma_\tau}$ in the frame of camera of $I_\tau$. We see that this satisfies equation (5.1) and we have the relative pose:

$$
p_{\tau t} = p_\tau p_{t-1}^{-1}
$$

(5.5)

In some cases, where $p_{t-1}, p_t, p_{t+1}$ are the transforms from the respective camera frame to the world frame, the inverse of the $4 \times 4$ matrices are taken in the beginning, and the rest of the procedure remains the same. With this, we get the relative pose $p_{\tau t}$ for $\tau \in t-1, t+1$, which is used in 3.3.1 to compute the photometric error which the network is trained on.

Apart from this, there are multiple code modifications in the codebase of [1], for compatibility with the ORB SLAM data; some of them are:

- ORB SLAM saves the depth data (sparse and raw), as well as pose data as yml matrices instead of depth images.

- An artefact of the code in the original codebase made it such that though a triplet image is required for just the each training sample, they use the triplet image as inputs for the inference as well. This is undesirable since if we have a single image with sparse data we’d still like to run inference, and the changes to enable this were implemented.

- Modifications to enable inference of a single instance of image and sparse data were implemented; the original codebase could only run inference for testing/validation on a batch of data.

- Convenience scripts for data pre-processing, 3D visualization, etc. were implemented.

### 5.2 ORB SLAM modifications

The ORB SLAM implementaion uses the following data structure objects, some of which contain overlapping information to represent various aspects described in chapter [4]
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1. Frames
2. KeyFrames
3. KeyFrame Database
4. Map point
5. Map

The original datastructure objects, and their modifications are detailed. Not every variable, and function is detailed, but the most important ones to understand the overall functioning, and those that enable the changes possible are.

5.2.1 Frames

For every input RGBD data, a Frame object is created which originally contained the following:

- The Vocabulary for the Bag of Words representation (see §4.2)
- An orb extractor
- The intrinsic, and distortion parameters for the RGB camera
- Stereo baseline if stereo inputs, and imaginary stereo rig baseline to create the stereo points as detailed in §4.3.3 if RGBD.
- A vector of undistorted detected 2D ORB keypoints \( m\text{vKeysUn} \)
- A vector of the 'right' stereo coordinate of the keypoints from above \( m\text{vuRight} \).
- A vector of the depths corresponding to those keypoints as input from the sensor. \( m\text{vDepth} \)
- A vector of the Bag of Words representation \( m\text{BowVec} \), and a feature vector \( m\text{FeatVec} \)
- A vector of map points associated to keypoints in the frame \( m\text{vpMapPoints} \)
- The computed camera pose \( m\text{Tcw} \)
- Its reference Keyframe, i.e. the keyframe with which it shares the most map points \( m\text{pReferenceKF} \)
- Various functions to extract or compute all the above mentioned data, and also miscellaneous functions on the data.

To this are added the following:
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- The raw RGB image. Though the original orb slam has no necessity for storing the image itself, the RGB image is required for use with the network.
- The depth image from the sensor. The original algorithm just uses the depth data to convert to stereo coordinates with a baseline, but the depth data as an image is stored in this work to use as ground truth depth for a frame for evaluation purposes.

Although storing the images is not efficient memory-wise it is imperative that there is access to this data so that they can be stored, and used with the network for training, inference, and evaluation.

5.2.2 KeyFrames

The Keyframes are ‘special’ frames which are the nodes in the covisibility graph described in chapter 4. They contain the following information:

- A Keyframe ID, the frame ID, and the ID of the next Keyframe
- local Bundle Adjustment (see 4.6.2) variables
- Variables for loop closure, and re-localization
- Intrinsic, and distortion parameters carried over from the Frame data structure.
- vectors of Keypoints, stereo coordinates, and their descriptors
- The Bag of Words vectors
- Pose of Keyframe $T_{cw}$
- Inverse pose of Keyframe, i.e. pose of the keyframe system in the world coordinate frame $T_{wc}$.
- The camera center in the world frame, $O_w$
- The vector of Map points associated to the keyframe $mvpMapPoints$
- Variables for the spanning tree, and Loop Edges
- Thread locked function to get the map points associated with the keyframe. Since it is thread locked, the map points cannot be obtained from a function call to this function outside the thread in the main program, and hence it is not possible to get the map points’ world coordinates from a KeyFrame.
- Various other functions to extract or compute the above mentioned data, and also miscellaneous functions on the data.

Similar to the Frames, the KeyFrames data structures are also made to store the RGB data for inference with sparse depth, and the raw depth image for evaluation. These are propagated to the Keyframes from Frames.
5.2.3 KeyFrame Database

The KeyFrame database, as the name suggests stores the KeyFrames, with their bag of words representations for loop detection, and relocalization. This work does not use this data structure object, and there are no changes to it.

5.2.4 Map Point

The Map point object, as the name suggests stores information about a point in the created map. It has the following members:

- The ID of the point, \( mnId \)
- The IDs of the first KeyFrame ID, and the first Frame ID.
- number of times the point is observed \( nObs \)
- Variables used by the tracking
- Variables used by the local mapping, which optimizes the map points and poses
- Variables used by the loop closing
- The position of the point in absolute coordinates (in the World Frame), \( mWorldPos \)
- An std::map of Keyframes observing the point and associated index in the keyframe, \( mObservations \)
- The reference keyframe for the point, \( mpRefKF \)
- The Map object of the entire map
- Various functions, and other variables.

The map point is an important object which is used in the main program, outside any of the three threads (tracking, local mapping, loop closure) to get the 3D World coordinates of a point.

5.2.5 Map

The data structure object storing a representation of the entire map. It consists of:

- A vector of the Keyframe origins of the points in the map
- An std::set of all the map point objects, \( mspMapPoints \)
- An std::set of all the KeyFrame objects associated with any point in the map, \( mspKeyFrames \)
- A vector of reference map points, \( mvpReferenceMapPoints \)
- Functions related to map manipulation, and to get information about the map objects.
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5.2.6 Main program

In the main program where all the submodules are run, the data we require is accessed, checked, and saved while a function to save the map is called. For training the network on Orb SLAM data, we need the following:

1. RGB Images

2. Sparse depth data from the map points, corresponding to the RGB images in the frame of the cameras

3. Validity maps which are boolean images with True value for valid depths, and False for invalid ones in the sparse data.

4. Raw depth from the sensor corresponding to each frame for evaluation. This is not used during training

5. Pose data for each frame used for the training and reprojection.

As mentioned in 5.2.2, we cannot get the world coordinates of the map points from a mappoint obtained from a KeyFrame object in the main program. Hence, to obtain the depth, we extract all the map points together from the map object, extract the 3D coordinates from them, and project them into each keyframe by which they are observed. This information is created, and extracted with the following procedure:

- First, from the map data structure object (5.2.5) we use one of its functions GetAllKeyFrames() to get all keyframes for points in the map and store it in a vector of KeyFrames (5.2.2) vpKFs which are sorted according to their IDs.

- Then, using the function GetAllMapPoints() from the map data structure object, we get the vector of map points (5.2.4)

- Looping over the vector of map points mps:
  - The 3D coordinates of the map point with respect to the world frame $X_d$ is extracted with the function GetWorldPos().
  - We then loop over every keyframe in the vector vpKFs. For Keyframe $K_j$ for $j \in \text{length}(vpKFs)$:
    - First, check if the keyframe observes the map point. If it does not, iterate to the next Keyframe.
    - Extract the vector of 2D ORB keypoints mvKeysUn of KeyFrame $K_j$.
    - Extract the intrinsic camera matrix parameters from $K_j$, and construct the matrix $K$ for KeyFrame $K_j$
    - Then, the index of the map point in the KeyFrame is extracted. This index refers to the 2D keypoint in the KeyFrame, to which the map point corresponds.
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- With this index, the 2D image coordinates of the keypoint \((u, v)\) from \(mvKeysUn\) corresponding to the map point is extracted.
- The pose \(p\), of the form (C.1), of KeyFrame \(K_j\) is extracted.
- With the pose \(p\), and the intrinsic matrix \(K\), we obtain the image coordinates of the projection \((\hat{u}, \hat{v})\) of \(X_δ\) (see [A]).
- The reprojection error is computed as:

\[
r = \| \begin{bmatrix} \hat{u} \\ \hat{v} \end{bmatrix} - \begin{bmatrix} u \\ v \end{bmatrix} \|_2
\]

(5.6)

- If the reprojection error \(r < \text{error threshold}\), then the z coordinate of the point \(X\) in the camera coordinate frame, i.e.,

\[
\begin{bmatrix} x \\ y \\ z \\ 1 \end{bmatrix} = p \begin{bmatrix} X_δ \\ 1 \end{bmatrix}
\]

(5.7)

and depth \(d = z\)

- The coordinates of the 2D keypoint \((u, v)\) along with the depth value \(d\) of the map point, and the pose \(p_j\) for the Keyframe \(K_j\) is stored in some respective variables.

This is used to create the sparse depth map for each keyframe, the rgb image and raw depth is extracted from the KeyFrame object, and the validity map is created as an image which has values of 1 in pixels where the sparse depth > 0, and 0 otherwise.

5.3 Combining ORB SLAM data with KBNET network

Once the data from ORB SLAM described in the previous section is available, it is set up in a format compatible with the KBNet training and inference (described in chapter 7). The network is then trained to overfit on this training data since we wish to densify the same data. The reason for this approach is elucidated in chapter 7. Once we have the best model from validation (a subset of the training data in this case), inference is run for all the images with their respective sparse depths and intrinsic matrices, obtaining the output dense depth maps.

5.3.1 Dense depth back-projection

For a selection of the keyframes, we back-project these dense depths to the original pointcloud from ORB SLAM by the following:

Given a keyframe \(i\), we have the RGB image \(I^i\), sparse depth \(D^i\) obtained as described in [5.2.6] for intrinsic matrix \(K\) we get the estimated depth \(\hat{D}\)
from running the inference. We also have the pose $p_i$ from ORB SLAM for the keyframe. For a point $j$ with some pixel coordinates $(u^i, v^i)$, the corresponding estimated dense depth value is then $d_j$. To get the 3D coordinates $X_{\gamma_i}$ in the frame of camera $i$, we follow the process shown in \ref{sec:3.3.1}. Direction vector

$$
\vec{x}_j^i = \lambda_i K^{-1} \begin{bmatrix} u^i \\ v^i \\ 1 \end{bmatrix}
\tag{5.8}
$$

$$
X_{\gamma_i} = d_j \vec{x}_j^i
\tag{5.9}
$$

We get the coordinates of the point in the world frame, $X_{\delta}$ with:

$$
\begin{bmatrix} X_{\delta} \\ 1 \end{bmatrix} = p_i^{-1} \begin{bmatrix} X_{\gamma_i} \\ 1 \end{bmatrix}
\tag{5.10}
$$

We use the property that $p$ can be seen as a transformation from world frame to camera frame, its inverse $p^{-1}$ is the transformation from camera frame to the world frame. \cite{C.3}. This is done for every point $j$ in keyframe $i$, and for every $i$ in the list of keyframes to be backprojected.
Chapter 6  
**Data collection and Dataset creation**

The ARI robot is a humanoid platform designed for a wide range of multimodal expressive gestures and behaviors, suitable for Human-Robot-Interaction, perception, cognition and navigation. It provides an interesting case where some form of depth completion is almost necessary for functioning of the robot since navigation often runs into collisions for areas which were not sufficiently mapped by a sparse mapper. For this reason, testing on data captured from the actual robot is vital to gauge its validity. The robot has multiple cameras for mapping, localization, navigation and sensing the environment; the camera configuration in the robot is shown in figure 6.1.

![Figure 6.1: ARI Cameras Configuration. The Torso Front camera, an Intel Realsense D435i is used with ORB SLAM](image)

The torso front camera, which is an Intel Realsense D435i RGBD camera is used for the data collection, and dataset creation in this work. The Realsense D435i is an RGBD camera consisting of an RGB imagine module, along with two monochrome cameras in a stereo rig set-up, and an IR projector, along
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Figure 6.2: D435i camera module. Consists of an RGB camera, and 2 monochrome cameras in a stereo rig, along with an Infrared projector with an Inertial Measurement Unit (IMU). The IR projector is used as an active stereo imaging technique to project an IR pattern into textureless surfaces which is detected by the monochrome cameras. However, in this work this IR projector is turned OFF since the challenge is to estimate depth in areas of low/no texture without an active component.

The camera is pre-calibrated, and the intrinsic matrix parameter values are provided by the manufacturer. The RGB camera is operated at $848 \times 480$ resolution at 30 frames per second for the image, as well as depth data. The depth is obtained from the stereo rig consisting of the two monochrome cameras and the IR projector. We use the RoboticOS (ROS) framework to work with the camera, as well as the robot as a whole. The data is stored in the form of a rosbag containing the RGB camera information, aligned depth information, and the camera intrinsics, and distortion parameters with the topics:

1. `/torso_front_camera/color/image_raw/compressed`: containing the RGB frames in the form of `sensor_msgs/compressedImage` messages

2. `/torso_front_camera/aligned_depth_to_color/image_raw`: containing the depth aligned to the RGB camera frame in the form of `sensor_msgs/Image` messages. Each pixel in a frame of this topic contains the scaled depth value corresponding to that pixel location in the RGB image with a scale factor of 1000.

3. `/torso_front_camera/color/camera_info`: containing the camera information, i.e. the parameters of the intrinsic matrix $K$, and the distortion parameters for the camera. In our case, the RGB image we obtain is rectified (undistorted) by the ROS wrapper, so we can assume 0 distortion.

The open-source ROS wrapper for ORB-SLAM2 works with raw RGB images, and raw aligned depth as inputs. Since recording raw images is not convenient for lengthy recordings, functionality to synchronize and work with compressed images and raw aligned depth, as well as compressed images, and compressed aligned depths had to be added. The dataset consists of the recorded rosbags, and the results of the ORB-SLAM using 5.2. The structure
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Figure 6.3: Dataset structure after running the modified ORB SLAM on the data from the recorded rosbags. Each sub-folder under the sequence location directory contains files (images or ‘yml’s) for each keyframe in the SLAM. The camera intrinsic matrix is stored as a numpy ‘npy’ matrix.

for each sequence in the dataset is shown in figure 6.3. The RGB images, and validity maps for the sparse depth are stored as ‘png’s while the sparse depth from SLAM, as well as the semi-dense depth which we use as ground truth for evaluation are stored as ‘yml’s, and the Camera intrinsic matrix file is stored as a numpy ‘npy’ matrix.

The data was recorded from indoor locations in CIIRC building, as well as in a hospital. The robot was controlled with a joystick, and moved at slow translational and rotational speeds in a manner which ensures that the ORB SLAM would not lose tracking. Additionally, since ORB SLAM performs a pose-graph optimization (4.6.3), and full bundle adjustment on loop detection and closure as described in section 4.5, the robot was moved in a looped trajectory which would ensure that the loop closure was triggered. The data was recorded in the following locations:

1. A small room #637 in CIIRC
2. A relatively larger room AAG impact room in CIIRC
3. A large lecture hall #670 in CIIRC.
4. A corridor and hallway at BROCA hospital in Paris, for SPRING.

The rosbags for the data in the BROCA hospital was recorded with not only the topics listed previously, but also various other data required for the SPRING project. Due to this, the sequence contains multiple bags of large size, and the aligned depth data as well as the RGB data are both compressed.

Each sequence has challenging images, both due to the nature of the downward facing camera itself, and meeting pillars, and other textureless objects in the
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Figure 6.4: Examples of some images from different sequences in the dataset. Image (d) shows the ground truth obtained from image (b), where we see that almost no points from the pillar are in the 'ground truth'.

Figure 6.5: Sparse depth image from SLAM corresponding to img (b). The image has been inverted and the sparse points dilated to appear larger than they actually are; real sparse data is even sparser than is shown in the image 6.4b.

path. Some examples are shown in figure 6.4. For most images, the 'ground truth' from the sensor is incomplete in varying degrees since the depth values are obtained from stereo, and stereo relies on textured surfaces as well. An example of ground truth corresponding to figure 6.4b is shown in figure 6.4d. The sparse data which we obtain from points tracked in ORB SLAM contains about few hundred points per frame, which is significantly lower than in other datasets which contain thousands to tens of thousands of points per frame. This adds to the complexity of the task and provides an additional reason as to why a previously trained model on other datasets can be employed. An example of the sparse depth image is shown in figure 6.5. We see that there are a few points near the base of the pillar, but no points along the pillar itself.
Chapter 7
Implementation, Experiments and Results

The implementation details such as description of hyperparameters for the network training and inference, ORB SLAM parameters, steps for dataset preprocessing, as well as the experimentations and their results are described in this chapter. Experiments were carried with the VOID dataset \[4\], as well as the captured data described in chapter 6.

The KBNet model is implemented in PyTorch \[86\] using the Adam optimizer \[84\] with the initial decay rates hyperparameters $\beta_1 = 0.9$, and $\beta_2 = 0.999$ to optimize the network. \[1\] trains with a batch size of 8 for 15 epochs on the VOID dataset. Since the data from a single ORB SLAM sequence is considerably smaller, we use a batch size of 4, and significantly more epochs to overfit. Results pertaining to these hyperparameters are presented in later sections in this chapter.

**NOTE**: The units for the evaluation metrics are as follows: MAE, and RMSE are in $\text{mm}$ and the iMAE, and iRMSE in $\text{mm}^{-1}$

### 7.1 Experiments and Results on the VOID dataset

The VOID dataset is described in section 2.1. The dataset we create with the robot data also mimics this dataset. This section details some experiments and their results on the network with the VOID dataset. For this, we use a subset of the void dataset consisting of a total of 36451 samples with 35917 samples in the training set, and 534 samples in the testing and validation sets. Mimicking \[1\], the training is validated on the same set of samples as the testing set. The evaluation metrics used are the Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), inverse Mean Absolute Error (iMAE), and the inverse Root Mean Squared error (iRMSE) (see section 2.1), and the units are in $\text{mm}$ or $10^{-3}\text{m}$

The weights for the Loss function are initially set to $w_{ph} = 1$, $w_{co} = 0.15$, $w_{at} = 0.95$, $w_{sz} = 2$, and $w_{sm} = 2$. The meaning behind these weights is explained in section 3.3. The kernels for the min, and max pooling operations in the Sparse-to-Dense Module (3.1) is 3 min-pooling layers of sizes 15, 17, 19 and 2 max-pooling layers with kernel sizes 23, 27. The learning schedule for
the 15 epochs are split as $1 \times 10^{-4}$ for the first 10 epochs and $5 \times 10^{-5}$ for the last 5. Data augmentations such as randomly removing 30% to 60% of the sparse points are enabled 100% of the time, following [1]. The step where the validation loss is the least is chosen as the 'best' model from the training.

**Training with and without a pose-network.** Though the VOID dataset contains poses corresponding to every image, and sparse depth data, [1] do not use these poses for their training, nor do they test the difference between using the Pose network, and using these poses. Modifying the training mechanism to use the poses (see 5.1), the training using posenet outperformed that with poses. The quantitative results are presented in table 7.1 and the qualitative visualizations are shown in figure 7.1. For the visualization, all the depths are normalized to lie in a range of 0-255 where 0 corresponds to the minimum value, and 255 to the maximum value. The normalized pixelwise $L_2$ difference between the predicted dense depth, and the ground truth depth is visualized as an inverse difference image. From figure 7.1 we see that the predicted depths do not differ significantly from either method in most areas, but the model trained on absolute poses performs worse in the pillar as can be seen in the inverse difference images. While in the case of the VOID dataset training with posenet outperforms using the poses quantitatively, we will see that it is not so for the data captured from the robot. A possible reason for this could be that the poses of the VIO used in VOID dataset are outperformed by the Posenet, and since the photometric loss (3.3) depends heavily on them, they would affect the model accuracy.

**Table 7.1:** Results on the testing set of VOID dataset [4] for the network trained on relative poses from 1.PoseNet, and 2.Absolute poses from ORB SLAM [2]. Training PoseNet simultaneously and using it for the relative poses seems to give better results in the case of the VOID dataset

<table>
<thead>
<tr>
<th>Pose source</th>
<th>MAE</th>
<th>RMSE</th>
<th>iMAE</th>
<th>iRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative poses from PoseNet</td>
<td>31.294</td>
<td>79.999</td>
<td>16.512</td>
<td>39.643</td>
</tr>
<tr>
<td>Absolute poses from VIO</td>
<td>35.596</td>
<td>89.272</td>
<td>20.327</td>
<td>46.497</td>
</tr>
</tbody>
</table>

**Training with different loss function weights.** The loss function weights were experimented with the model trained using the absolute poses. The results are presented in table 7.2. The best results were obtained with the values used in [1]. Moreover, when the structural loss weights were increased thus giving it more importance, the validation loss got worse with training epochs, which again suggests that the absolute poses in the dataset might not be contain inaccuracies.
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Figure 7.1: Visualizations of outputs of models trained using poses from a pose-network, and with poses from absolute poses

Table 7.2: Results on the testing set of VOID dataset [4] for the network trained on different loss function weights, and with absolute poses

<table>
<thead>
<tr>
<th>$w_{pb}$</th>
<th>$w_{co}$</th>
<th>$w_{st}$</th>
<th>$w_{sz}$</th>
<th>$w_{sm}$</th>
<th>MAE</th>
<th>RMSE</th>
<th>iMAE</th>
<th>iRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.15</td>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
<td>46.346</td>
<td>101.458</td>
<td>28.349</td>
<td>58.658</td>
</tr>
<tr>
<td>1</td>
<td>0.15</td>
<td>2.0</td>
<td>1.5</td>
<td>1.5</td>
<td>54.043</td>
<td>109.192</td>
<td>31.220</td>
<td>61.149</td>
</tr>
<tr>
<td>1</td>
<td>0.15</td>
<td>3.0</td>
<td>2.0</td>
<td>1.0</td>
<td>90.494</td>
<td>137.657</td>
<td>48.679</td>
<td>76.186</td>
</tr>
<tr>
<td>1</td>
<td>0.15</td>
<td>0.95</td>
<td>2.0</td>
<td>2.0</td>
<td>35.596</td>
<td>89.272</td>
<td>20.327</td>
<td>46.497</td>
</tr>
</tbody>
</table>
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7.2 Experiments and Results on data captured from the robot

Dataset Preprocessing. Since the training of the network \(3.3\) uses 3 images per training sample, in \([1]\) they concatenate three images \(I_{t-1}, I_t, I_{t+1}\) into one combined image which is loaded along with the sparse depth for \(S_t\), and the intrinsic matrix \(K_t\), and the relative poses \(p_{\tau t}\) for \(\tau = \{t-1, t+1\}\) regressed from the pose-network. In this work, the same concatenation is performed on the image data resulting in a single \(2544 \times 480 \times 3\) channels image stacked along the width from three \(848 \times 480 \times 3\) channels images for each training sample; the pose data with respect to some global frame are also concatenated to a \(12 \times 4\) matrices stacked along the rows. These poses are separated into four \(4 \times 4\) matrices while reading and converted to relative poses during training using the method described in section \(5.1\). This concatenation of poses is done solely for easier integration with the existing codebase.

Data split. For the data captured with the robot, the data split is different from the previous section, since in this case, our aim is to train and run inference on the same data. Hence, all the samples from a sequence are used for training and testing. For validation, we take a random subset of this consisting of 0.1 times the size of the data.

Depth Scaling. A vital implementation difference, which causes problems if missed, between the VOID dataset, and the data we capture obtained from ORB SLAM is that; the VOID dataset \([4]\) scales the depth by a factor of 256 to preserve the floating point accuracy. However, when the depth data is obtained from ORB SLAM, this is not done since the values are stored without losing their floating point accuracy as 'yml' files.

Testing with pre-trained model on VOID. First, inference is run on the data captured from the robot from Room 637 in CIIRC, and lecture hall 670, with the best performing model on the VOID dataset, i.e. the model trained with relative poses from posenet whose results are presented in table \(7.1\). The evaluation on this produces, as expected, large errors. This is because

- Though the VOID dataset is captured using the same camera and the model takes in the Intrinsic matrix as an input, the images are at a lower resolution of \(640 \times 480\) in VOID, whereas they are \(848 \times 480\) from the robot.

- The sparsity from ORB SLAM tracking is much worse, and unevenly distributed. In the VOID dataset, the sparse points are sampled using a corner detector with a low threshold, and then clustered to ensure that they are sampled from throughout the image, and not concentrated in some areas with constant density of 0.15%, i.e. 1500 points per image. Opposed to this, ORB SLAM tracks keypoints only based on the FAST \([66]\) detectors, and the tracking, which results in an uneven distribution.
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(a) : RGB image, and Sparse depth form VOID

(b) : RGB Image from the robot and Sparse depth image from ORB SLAM

Figure 7.2: Difference in nature of data between the VOID dataset and the data captured from the robot. Sparse depth rescaled for visualization

- The dataset is captured using a robot from a downward facing camera. Though the VOID dataset has different sequences in various environments, very few of its images are similar to those captured by the robot.

Due to this, using the pre-trained network trained on a datasets like VOID, or others wouldn’t work. The results are presented in table 7.3 and 7.4.

Results from the training on the captured data, and the training procedure is presented in this section. Results are presented for the training with poses obtained from the ORB SLAM as well as using the pose-network, and with different learning schedules.

Overfitting. As explained in previous sections, since the the densification process is performed as an offline step with all the data from a sequence available, the model is trained to overfit on the data so as to achieve the best results on it. Training on limited data for a large number of epochs, in practice, results in a model learning or 'memorizing' the parameters to map from images and sparse depth to dense depth.

The data was trained and tested on two sequences from the robot; the first being a small room Room 637, and the other a large room lecture hall 670. The first sequence contains 448 samples, with each consisting of: an image
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### Table 7.3: Results on data collected from the robot, and sparse depth obtained from ORB SLAM sequence Room637. (Tr stands for training, Ev for evaluation, min\_k and max\_k for min and max pooling kernel sizes in the S2D module)

<table>
<thead>
<tr>
<th>Training</th>
<th>epochs</th>
<th>Tr min_k</th>
<th>Tr max_k</th>
<th>Ev min_k</th>
<th>Ev max_k</th>
<th>MAE</th>
<th>RMSE</th>
<th>iMAE</th>
<th>iRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOID posenet</td>
<td>15</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>1318.664</td>
<td>1354.608</td>
<td>5337.475</td>
<td>5602.716</td>
</tr>
<tr>
<td>ORB posenet</td>
<td>150</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>360.522</td>
<td>448.070</td>
<td>198.450</td>
<td>237.920</td>
</tr>
<tr>
<td>ORB ORB</td>
<td>150</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>78.956</td>
<td>125.638</td>
<td>39.758</td>
<td>111.631</td>
</tr>
<tr>
<td>ORB ORB</td>
<td>150</td>
<td>[25,27,29]</td>
<td>[33,37]</td>
<td>[25,27,29]</td>
<td>[33,37]</td>
<td>76.779</td>
<td>116.763</td>
<td>39.985</td>
<td>94.212</td>
</tr>
<tr>
<td>ORB ORB</td>
<td>150</td>
<td>[25,27,29]</td>
<td>[33,37]</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>72.278</td>
<td>115.754</td>
<td>33.656</td>
<td>68.020</td>
</tr>
</tbody>
</table>

### Table 7.4: Results on data collected from the robot, and sparse depth obtained from ORB SLAM sequence Lecture Hall 670.

<table>
<thead>
<tr>
<th>Training</th>
<th>epochs</th>
<th>Tr min_k</th>
<th>Tr max_k</th>
<th>Ev min_k</th>
<th>Ev max_k</th>
<th>MAE</th>
<th>RMSE</th>
<th>iMAE</th>
<th>iRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOID posenet</td>
<td>15</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>1317.092</td>
<td>1378.701</td>
<td>6443.715</td>
<td>6863.004</td>
</tr>
<tr>
<td>ORB posenet</td>
<td>150</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>351.743</td>
<td>453.680</td>
<td>181.208</td>
<td>213.572</td>
</tr>
<tr>
<td>ORB ORB</td>
<td>150</td>
<td>[15,17,19]</td>
<td>[23,27]</td>
<td>[25,27,29]</td>
<td>[33,37]</td>
<td>86.657</td>
<td>157.543</td>
<td>39.535</td>
<td>68.639</td>
</tr>
<tr>
<td>ORB ORB</td>
<td>150</td>
<td>[25,27,29]</td>
<td>[33,37]</td>
<td>[25,27,29]</td>
<td>[33,37]</td>
<td>72.278</td>
<td>115.754</td>
<td>33.656</td>
<td>68.020</td>
</tr>
</tbody>
</table>

The results show that this is indeed useful, and the evaluation metrics improve on both sequences. The results are presented in table 7.3 for the first sequence, and in table 7.4 for the second sequence. In examples shown in figure 7.4 and 7.5, it is seen that due to the nature of the scene, the ground truth depth itself is incomplete, or only semi-dense. This is because the ground truth is generated by stereo algorithms, and with the IR emitter in the camera turned OFF, it struggles to measure the depths in areas of no texture.

### Results.

Since the sparse depth is significantly sparser in the ORB SLAM output data, than in the VOID dataset (see example in figure 7.2), as per the suggestion in [1], we use bigger kernels for the min and max pooling layers in the Sparse-to-Dense (S2D) module. The results show that this is indeed useful, and the evaluation metrics improve on both sequences. The results are presented in table 7.3 for the first sequence, and in table 7.4 for the second sequence. In examples shown in figure 7.4 and 7.5, it is seen that due to the nature of the scene, the ground truth depth itself is incomplete, or only semi-dense. This is because the ground truth is generated by stereo algorithms, and with the IR emitter in the camera turned OFF, it struggles to measure the depths in areas of no texture.
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(a) : The RMSE, and MAE error metrics from the validation set during training with a pose-network

(b) : The RMSE, and MAE error metrics from the validation set during training with a pose-network

Figure 7.3: Validation error metrics through training steps for (a) network trained with a pose-network, and (b) network trained with poses from SLAM

While in both sets when the network is both trained and tested on bigger pooling kernels for the S2D, it performs outperforms a network trained on smaller pooling kernels by a little; however when the network is trained on smaller pooling kernels, and tested with larger kernels, the performance is nearly the same in the case of the first sequence, and is markedly worse for the second sequence. This highlights the importance of the Sparse-to-Dense module to the process. The training epochs affect the performance as well, although the difference is not significant. Hence, it might not be worth the time cost to train the extra epochs for a small performance boost. Another noteworthy observation is that not only are the evaluation errors significantly higher when the network is trained with a pose-network, but the validation loss does not saturate to a minimum even with 150 epochs. This can be seen in the graphs plotting a validation error metric through training steps for the posenet, as well as with using ORB SLAM poses in figure 7.3.

Example visualizations of the network outputs are shown in figures 7.4 for sequence 1, and 7.5 for sequence 2. In the visualizations we see that the network predicts depths where even the ground truth fails to estimate them. The sparse points from the point cloud are not visualized since there are too few points to view at this image scale; this makes the performance of the network all the more impressive. The inverted difference images are visualized as well, where the $L_2$ difference between the predicted dense depth and the ground truth depth at each pixel are computed and normalized to a scale of [255-0] for visualization. Since the image is inverted, a value of 0 corresponds to the highest $L_2$ difference, and a value of 255 for 0 difference, i.e., brighter a region is, the more relatively accurate it is. This gives us an idea of the relative error between areas in the image, but not the absolute error.
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Figure 7.4: Visualizations of the results for sequence 1 from the robot dataset. We see that the network predicts dense depth even in areas where the ground truth fails. We see that the network predicts dense depth even in areas where the ground truth fails.

Figure 7.5: Visualizations of the results for sequence 2 from the robot dataset. While the ground truth is entirely absent for the pillar in figure (b), the dense depth predicts depths in the region. The pointclouds show the projected points using the dense, and ground truth depths. The points from the dense depth for the floor are not completely flat, especially towards the edges of the image which is also reflected in parts of the inverted difference images.
Chapter 8
Conclusion and Future Work

8.1 Summary

This work presents:

- A review on datasets, commonly used evaluation metrics, and systems for monocular depth completion and estimation with a compilation on available open-sources codebases in chapter 2.
- The workings of the KBNet network, and ORB-SLAM in chapters 3 and 4.
- Details setup for data capture, and results of experimentation from data on the ARI robot in chapters 6, 7.

The densification process is currently carried out as an offline step after the sparse mapping, and can be used to create a dense representation of the scene in areas where the sparse mapping fails to capture any points, before navigation. The depth prediction network manages to use RGB images, with extremely sparse depths to produce dense depth maps even in areas where the ground truth from the sensor fails. This comes with the drawback that we have no way to quantitatively measure the errors from these regions, but rely on qualitative assessment.

8.2 Future Work

Selective Back-Projection. The results from section 7.2 show that the depth prediction manages to estimate depth even with extremely sparse inputs, with some exceptions, even in regions where the ground truth from a stereo-based RGBD sensor cannot. However, we cannot efficiently measure the accuracies of predictions in these problematic, but extremely important areas. Hence, rather than using the depth estimation predicted depths for every point of every frame, a focus of the future work should be on identifying
certain 'problematic' key-frames, and specific areas in them for which we use the estimated depth to backproject. Estimating the uncertainty associated with the predictions [13] [87] [88] would also aid this selective back-projection, since we then discard predictions with high uncertainty.

Figure 8.1: The need for an selective back-projection, and an uncertainty measure. While in the case of (d), the predicted depth 'seems' accurate when backprojected to the point cloud, in (c) we see that the surfaces aren’t flat but bent.

**Online depth completion with SLAM.** While the method outlined in this work is sufficient for systems which perform mapping and navigation asynchronously, many systems work in environments where the mapping and navigation take place together. This would require moving the depth completion from an offline step, to an online one, being performed in synchronization.
with the mapping, for which the current training regime would hence not be applicable. Ground robots also use 2D occupancy grids probabilistically mapped from the 3D SLAM data for navigation. While there are techniques to convert 3D point clouds to occupancy grids, the probabilistic method involves observing multiple observations of a scene which can only be done online. An added advantage with optimization-based methods is that while running the algorithms online, they optimize on all available points to minimize reprojection errors or to close loops with pose-graph optimizations which is not done with the back-projected points in the offline case. Hence, some continual learning techniques [90] can be incorporated to 'learn as we go' and continually improve the system with more data to enable these.
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Appendix A

Pinhole Camera Model

Since the pinhole model is most commonly used, to model the projection of a 3D point to a 2D Image plane, and is central to a number of works, including concepts described in this work, it is worth introducing it.

Figure A.1: Simple Pinhole model

As figure 2.2 shows, each point on the object emits multiple rays towards the image plane (film). However, if we place a barrier of low aperture, or a 'PinHole', we get a 1-to-1 relation between a 3D point in the object, and a 2D point in the image plane.
Consider a 3D point $X$ in some world coordinate frame $\delta$, with the coordinates $X_\delta = [x, y, z]^T$; $C$ is the camera center, and $\pi$ is the image plane. The pixel coordinates of the projection of this point, $x$, in the image plane are given by $[u, v]^T$ in coordinate system $\alpha$ with origin $o$, and bases $[b_1, b_2]$. The coordinate system $\beta$ is constructed with its origin at $C$, and bases as $[b_1, b_2, b_3]$ as shown in A.2 where $b_1$ and $b_2$ are the same as in system $\alpha$. Thus, the coordinates of the point $x$ in system $\beta$ is given by:

$$x_\beta = [u, v, 1]^T \tag{A.1}$$

The point $X_\delta$ is transformed from the World coordinate system $\delta$ to the point $X_\gamma$ in the camera coordinate system $\gamma$ with origin $C$, and bases $[c_1, c_2, c_3]$, by an affine transformation $\in SE(3)$; a Rotation $R \in SO(3)$, and a translation $t$, a $3 \times 1$ vector i.e.,

$$X_\gamma = RX_\delta + t \tag{A.2}$$

, or

$$\begin{bmatrix} X_\gamma \\ 1 \end{bmatrix} = \begin{bmatrix} R & t \\ 0^T & 1 \end{bmatrix} \begin{bmatrix} X_\delta \\ 1 \end{bmatrix} \tag{A.3}$$

the $4 \times 4$ affine transformation matrix is often called the extrinsics matrix, and the 4D points are points in homogeneous coordinates [51].
This point $X_\gamma$ is then transformed to the coordinate system $\beta$ with origin $C$ and bases $[\vec{b}_1, \vec{b}_2, \vec{b}_3]$ by the camera intrinsic matrix denoted by $K$, which is a 3x3 matrix of the form:

$$K = \begin{bmatrix} k_{11} & k_{12} & p_x \\ 0 & k_{22} & p_y \\ 0 & 0 & 1 \end{bmatrix} \quad (A.4)$$

which, for rectangular pixels, is of the form

$$\begin{bmatrix} k_{11} & 0 & p_x \\ 0 & k_{22} & p_y \\ 0 & 0 & 1 \end{bmatrix} \quad (A.5)$$

where $k_{11} = k_{22}$ for square pixels.

The parameters $k_{11}, k_{22}$ are ratios pixels/metric units which are called focal lengths $f_x$, and $f_y$ along the $x$, and $y$ directions; and $p_x$ and $p_y$ are the pixel coordinates of the 'principal point'. This matrix $K$ transforms coordinates from the coordinate system $\gamma(C, [\vec{c}_1, \vec{c}_2, \vec{c}_3])$ to the system $\beta(C, [\vec{b}_1, \vec{b}_2, \vec{b}_3])$, i.e.

$$X_\beta = \begin{bmatrix} x_\beta \\ y_\beta \\ z_\beta \end{bmatrix} = K \begin{bmatrix} x_\gamma \\ y_\gamma \\ z_\gamma \end{bmatrix} \quad (A.6)$$

We see that the 3D point $X$, and its projection $x$, are related in the following way, in system $\beta$

$$X_\beta = \lambda \vec{x}_\beta \quad (A.7)$$

where $\lambda$ in this case is $z_\beta$.

Or

$$\begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = \begin{bmatrix} x_\beta/z_\beta \\ y_\beta/z_\beta \\ 1 \end{bmatrix} \quad (A.8)$$

which gives us pixel coordinates

$$\begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} x_\beta/z_\beta \\ y_\beta/z_\beta \end{bmatrix} \quad (A.9)$$

It is also obvious now that for any value of $\lambda \in \mathbb{R}$, i.e. for any point along the direction vector given by $x$, the pixel coordinates remain the same.

Putting it all together, we then get,

$$\lambda \begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = P \begin{bmatrix} X_\delta \\ 1 \end{bmatrix} \quad (A.10)$$

where

$$P = \begin{bmatrix} K & 0 \\ 0^T & 1 \end{bmatrix} \quad (A.11)$$

is a $3 \times 4$ projection matrix.

In most real world systems, there are various degrees, and types of distortion present as well, which have to be included in the model.
Appendix B

Network operations

B.1 Pooling

The common pooling functions used are

- Average pooling
- Max/Min pooling

Out of these, the most relevant to this work are the max, and min pooling which are described here:

Max Pooling. Max pooling selects the maximum element from each region of some kernel/filter size. Thus, the output of a max pooling would be a feature map containing the most prominent features of the previous layer.

Consider the following 4x4 block:

\[
\begin{bmatrix}
2 & 2 & 7 & 3 \\
9 & 4 & 6 & 1 \\
8 & 5 & 2 & 4 \\
3 & 1 & 2 & 6
\end{bmatrix}
\]; with a 2x2 kernel, we operate first on the sub-block \( \max\left(\begin{bmatrix} 2 & 2 \\ 9 & 4 \end{bmatrix}\right) = 9 \), and then \( \max\left(\begin{bmatrix} 7 & 3 \\ 6 & 1 \end{bmatrix}\right) = 7 \), and so on.

In this case the result of our max pooling with a 2x2 kernel, where we move by a (2,2) stride, and without any additional padding is:

\[
\begin{bmatrix}
9 & 7 \\
8 & 6
\end{bmatrix}
\]

Padding can be seen as 'adding' values outside the border to anchor the kernel at, or near the border points, depending on required input, and output sizes of the filter maps. Max pooling is often done with a padding of \(-\infty\), a padding of size 1 on our block would look like the following:

\[
\begin{bmatrix}
-\infty & -\infty & -\infty & -\infty & -\infty & -\infty \\
-\infty & 2 & 2 & 7 & 3 & -\infty \\
-\infty & 9 & 4 & 6 & 1 & -\infty \\
-\infty & 8 & 5 & 2 & 4 & -\infty \\
-\infty & 3 & 1 & 2 & 6 & -\infty \\
-\infty & -\infty & -\infty & -\infty & -\infty & -\infty
\end{bmatrix}
\]
and applying the same 2x2 kernel max pooling with a (2,2) on this block would give a 3x3 output:
\[
\begin{bmatrix}
2 & 7 & 3 \\
9 & 6 & 4 \\
3 & 2 & 6
\end{bmatrix}
\]
The size of the output can be determined with
\[
\text{output size} = (\frac{n_h - k_h + 2 \times p_h}{s_h} + 1) \times (\frac{n_w - k_w + 2 \times p_w}{s_w} + 1)
\]  
where \(n_h \times n_w\) is the size (rows x cols) of the matrix, \(k_h \times k_w\) is the size of the kernel, \((s_h, s_w)\) is the stride along height, and width, and \(p_h, p_w\) is the padding size along the height, and width.

**Min, Average Pooling.** Min Pooling is done similarly by taking the minimum element in each sub-block instead, and is usually padded with \(\infty\) values, and average pooling takes the average of the sub-block, usually with 0 padding values.

### B.2 Convolution

As the name implies, convolutions are vital operations in Convolutional Neural Networks (CNNs). A convolution layer applies a convolution filter with a kernel or a filter which approximates to a linear function.

Consider the following 3x3 matrix \(x:\)
\[
\begin{bmatrix}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{bmatrix}
\]
and the 2x2 convolution kernel \(w:\)
\[
\begin{bmatrix}
w_{11} & w_{12} \\
w_{21} & w_{22}
\end{bmatrix}
\]
The convolution operation with no padding, and single stride would then give us the output \(y\) as in fig B.1:

\[
\text{Convolution forward pass } \quad y = \text{conv}(x, w)
\]

![Figure B.1: Convolution operation](image)
where,

\[
\begin{align*}
    y_{11} &= w_{11}x_{11} + w_{12}x_{12} + w_{21}x_{21} + w_{22}x_{22} \\
    y_{12} &= w_{11}x_{12} + w_{12}x_{13} + w_{21}x_{22} + w_{22}x_{23} \\
    y_{21} &= w_{11}x_{21} + w_{12}x_{22} + w_{21}x_{31} + w_{22}x_{32} \\
    y_{22} &= w_{11}x_{22} + w_{12}x_{23} + w_{21}x_{32} + w_{22}x_{33}
\end{align*}
\]

The padding, stride, and their relation to the output size work can similarly obtained from equation (B.1). However, the padding values for convolution are usually 0, 1, etc.

## B.3 Upconvolution and Transpose Convolutions

In [1], UpConvolution or transpose convolutions are the two methods the decoder uses in its layers. The UpConvolution consists of an upsampling + a conventional convolution.

**Upconvolution.** first interpolates the input with a nearest neighbor interpolation to the required output shape, and then performs a convolution on the output of the interpolation to upsample a feature map.

**Transposed Convolution.** also called fractionally strided convolution, and (incorrectly) deconvolution work by swapping the forward and backward passes of a convolution. The trasposed convolution can be considered as an operation that allows to recover the shape of the initial feature map.

Consider the convolution of a $3 \times 3$ kernel on a $4 \times 4$ input with single stride and no padding. Using equation (B.1), we see that this produces a $2 \times 2$ output. The transpose of this convolution will then have an output of shape $4 \times 4$ when applied on a $2 \times 2$ input.

Let the input size of the original block (4x4 in our example) be $n_i^h \times n_i^w$, the output size of the original convolution (2x2 in our example) be $n_o^h \times n_o^w$, with kernel size $k_h \times k_h$ with stride $(s_h, s_w)$. We consider the case where there is no padding for the original convolution.

One way to achieve the transpose convolution is by convolving a $3 \times 3$ kernel over the $2 \times 2$ input (output of the original convolution) padded with a $2 \times 2$ padding using single (1,1) stride. We can again verify with equation (B.1) that this operation now gives us a $4 \times 4$ feature map, which is the same size as the original input. The kernel, and stride have the same size as the original, but the input is now padded. The required padding size for a single stride can easily be calculated with the following:

\[
p^t = \left(\frac{n_i^h - n_o^h + k_h - 1}{2}, \frac{n_i^w - n_o^w + k_w - 1}{2}\right)
\] (B.2)

where $p^t$ is the padding size required for the transpose convolution. Using this on our example, we see that $p^t$ is indeed $(2, 2)$.
B. Network operations

Figure B.2: Transpose Convolution operation eg without padding in the original convolution. Image from [53]

Figure B.3: Transpose Convolution operation eg with padding in the original convolution. Image from [53]
Appendix C

Some properties of affine rigid motion transformations

The special Euclidean group in 3 dimension, called SE(3), contains the set of rigid transformations with some rotation $R$, and translation $t$. A member $p \in SE(3)$ is of the form:

$$p = \begin{bmatrix} R & t \\ \vec{0} & 1 \end{bmatrix}$$

where $R \in SO(3)$ is the rotation matrix, $t$ is the $3 \times 1$ translation vector $\in \mathbb{R}^3$, $\vec{0}$ is a $1 \times 3$ vector of all 0s.

This transformation can be seen in two ways;

- a transformation of a point $X$ in some coordinate frame $\alpha$ to another point $Y$ in the same coordinate frame; i.e.

$$\begin{bmatrix} Y_\alpha \\ 1 \end{bmatrix} = p \begin{bmatrix} X_\alpha \\ 1 \end{bmatrix}$$

or

- a change of basis a point $X$ from some coordinate frame $\beta$ to coordinate frame $\alpha$; i.e.

$$\begin{bmatrix} X_\alpha \\ 1 \end{bmatrix} = p \begin{bmatrix} X_\beta \\ 1 \end{bmatrix}$$

where, in this case, the columns of $R$ contain the coordinates of the basis vectors of the frame $\beta$ in the frame $\alpha$, and the translation $t$ is the coordinates of the origin of frame $\beta$ in the frame $\alpha$.

It is important to see two important properties of this group:

**Composition.** for any $p, q \in SE(3)$ their composition, which is a matrix product

$$pq \in SE(3)$$

and this $pq$ means that we first apply the transformation $q$, and then apply $p$. 
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Inverse.  The inverse of the matrix $p$ gives us the inverse transformation, i.e.

\[ \begin{bmatrix} X_\alpha \\ 1 \end{bmatrix} = p \begin{bmatrix} X_\beta \\ 1 \end{bmatrix} \]  \hspace{1cm} \text{(C.5)}

then

\[ \begin{bmatrix} X_\beta \\ 1 \end{bmatrix} = p^{-1} \begin{bmatrix} X_\alpha \\ 1 \end{bmatrix} \]  \hspace{1cm} \text{(C.6)}

For showing (C.4): Let $p = \begin{bmatrix} R_1 & t_1 \\ 0 & 1 \end{bmatrix}$ and $q = \begin{bmatrix} R_2 & t_2 \\ 0 & 1 \end{bmatrix}$

\[ pq = \begin{bmatrix} R_1 & t_1 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} R_2 & t_2 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} R_1R_2 + t_1\vec{0} & R_1t_2 + t_1 \\ 0R_2 + 1\vec{0} & 0.1 + 1 \end{bmatrix} = \begin{bmatrix} R_1R_2 & R_1t_2 + t_1 \\ 0 & 1 \end{bmatrix} \]  \hspace{1cm} \text{(C.7)}

the product of the two rotations $R_1R_2$ is another rotation matrix; this is geometrically obvious that one rotation after another, can be represented as another rotation, and $R_1t_2 + t_1$ is a $3 \times 1$ translation vector.

For showing (C.6): Let $p = \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix}$ and $p^{-1} = \begin{bmatrix} Q & \vec{y} \\ 0 & 1 \end{bmatrix}$ where $Q$ is some $3 \times 3$ matrix, and $\vec{y}$ is some translation: The inverse should satisfy:

\[ pp^{-1} = \begin{bmatrix} I_{3 \times 3} & 0\vec{y} \\ 0 & 1 \end{bmatrix} \]  \hspace{1cm} \text{(C.8)}

which corresponds to no rotation, and 0 translation.

From this, we get that

\[ RQ + t.\vec{0} = I_{3 \times 3} \]  \hspace{1cm} \text{(C.9)}

which implies

\[ Q = R^{-1} = R^T \]  \hspace{1cm} \text{(C.10)}

and

\[ R\vec{y} + t = \vec{0}^T \]  \hspace{1cm} \text{(C.11)}

which implies

\[ \vec{y} = -R^{-1}t = -R^Tt \]  \hspace{1cm} \text{(C.12)}

which then gives

\[ p^{-1} = \begin{bmatrix} R^T & -R^Tt \\ 0 & 1 \end{bmatrix} \]  \hspace{1cm} \text{(C.13)}

Now let us look at the change of basis from $\beta$ to $\alpha$ with:

\[ X_\alpha = RX_\beta + t \]  \hspace{1cm} \text{(C.14)}

With some basic algebraic manipulation:

\[ RX_\beta = X_\alpha - t \implies X_\beta = R^T X_\alpha - R^Tt \]  \hspace{1cm} \text{(C.15)}
C. Some properties of affine rigid motion transformations

which can be shown with an affine transformation as:

\[
\begin{bmatrix}
X_{\beta} \\
1
\end{bmatrix} = \begin{bmatrix}
R^T & -R^T t \\
0 & 1
\end{bmatrix} \begin{bmatrix}
X_{\alpha} \\
1
\end{bmatrix}
\]  
(C.16)

and from (C.13) is the same as (C.6)
Appendix D

Miscellaneous

D.1 Epipolar Geometry

Epipolar Geometry details geometrical constraints for multi-view scene geometry.

Consider two cameras with camera centers $C_1$, and $C_2$ observing a 3D point in the world $X$ as shown in figure [D.1] with poses $R_1, t_1$ and $R_2, t_2$ respectively with respect to some world coordinate frame $\delta$, and intrinsic matrices $K_1$, and $K_2$. So,

$$\lambda_1 x_1 = P_1 \begin{bmatrix} X_\delta \\ 1 \end{bmatrix}$$  \hspace{1cm} (D.1)

and

$$\lambda_2 x_2 = P_2 \begin{bmatrix} X_\delta \\ 1 \end{bmatrix}$$  \hspace{1cm} (D.2)

where $x_1, x_2$ are the homogeneous coordinates of respective projections of the point $X$, and $P_1, P_2$ are the projection matrices of the form (A.11).

The camera center $C_1$ will have the coordinates $[0, 0, 0]^T$ in the camera 1 frame, and coordinates $C_{1\delta}$. For change of basis (A.2) from world frame $\delta$ to camera 1 frame $\gamma_1$

$$X_{\gamma_1} = R_1 X_\delta + t_1$$  \hspace{1cm} (D.3)

Thus,

$$\bar{v} = R_1 C_{1\delta} + t_1$$  \hspace{1cm} (D.4)

from which we get

$$C_{1\delta} = -R_1^T t_1$$  \hspace{1cm} (D.5)

and similarly

$$C_{2\delta} = -R_2^T t_1$$  \hspace{1cm} (D.6)

Such a scene as in [D.1] will satisfy the constraints [PAJDLA TEXT]:

$$x_2^T K_2^{-1} R_2 [C_{2\delta} - C_{1\delta}] x R_1^T K_1^{-1} x_1 = 0$$  \hspace{1cm} (D.7)
where the $[C_{2\delta} - C_{1\delta}]_\times$ is a skew-symmetric cross product matrix of the vector $C_{2\delta} - C_{1\delta}$.

This is represented as:

$$x^T_2 F x_1 = 0 \quad (D.8)$$

where the Fundamental matrix

$$F = K_2^{-1} R_2 [C_{2\delta} - C_{1\delta}]_\times R_1^T K_1^{-1} \quad (D.9)$$

or

$$x^T_2 K_2^{-1} E K_1^{-1} - x_1 = 0 \quad (D.10)$$

where the Essential matrix

$$E = R_2 [C_{2\delta} - C_{1\delta}]_\times R_1^T \quad (D.11)$$

Equations (D.8), and (D.10) are known as the epipolar constraints with the Fundamental, and Essential matrix respectively. It can be seen that the Fundamental, and Essential Matrices encodes the relative rotation, and translation between the two cameras $C_1$ and $C_2$ which is extremely useful.

### D.2 A very brief introduction to some graph concepts

#### D.2.1 Subgraph

Let $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$ be two graphs. $G_2$ is a subgraph of $G_1$ i.e. $G_2 \subseteq G_1$ if $V_2 \subseteq V_1$ and $E_2 \subseteq \{E_1 \text{ restricted to } V_2\}$ where $V_i$ are the vertices, or nodes of the graph, and $E_i$ are the edges.

For two graphs $G_1, G_2$ having the same vertex set, $G_2$ is a subgraph of $G_1$ iff its edge set $E_2$ is a subset of $E_1$, i.e. $G_2 \subseteq G_1$ iff $E_2 \subseteq E_1$. 

---

Figure D.1: Epipolar Geometry of two cameras. Image from text [52]
D.2.2 Trees

A tree is an acyclic connected graph of \( n \) vertices, and \( n - 1 \) edges. It implies a hierarchical structure with parent nodes emanating edges which connect to children nodes.
In a tree, there exists a node called root, which has no parents, and this is the highest node in the tree hierarchy.
The nodes which have no children are called leaves, which are the lowest nodes in the hierarchy.

Spanning Tree. is a tree subgraph containing all the original graph vertices, i.e. for a graph \( G_1(V_1, E_1) \), a tree \( ST(V_1, E_2) \subseteq G_1 \).