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Supervisor: Ing. Matěj Tušek, Ph.D., Faculty of Nuclear Sciences and Physical Engineering, CTU in
Prague

Abstract: The one–dimensional Dirac operator with point interaction formally given by term cA|δ(x)⟩⟨δ(x)|,
where cA is arbitrary complex 2 × 2 matrix, is rigorously defined as closed, not necessarily self–adjoint
operator. A non–local potential in the form of a projection on a fixed scaled function is used as the
approximation of the relativistic point interactions. Moreover, spectral analysis of this newly defined
operator is done in the text. Finally, non–relativistic limit of the relativistic point interaction and its
non–local approximation is found.

Key words: Dirac operator, local potentials, non–self–adjoint operators, non–local potentials, non–
relativistic limit, point interactions

Název práce:

Nelokální aproximace obecných relativistických delta interakcí

Autor: Bc. Lukáš Heriban
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H Hilbert space
B(H) space of bounded linear operators onH
L(H) space of densely defined linear operators onH
Dom B domain of a linear operator B
Ran B range of a linear operator B
Ker B kernel of a linear operator B
B∗ adjoint operator to B
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u
−→ B convergence of the bounded operator Bε to the bounded operator B in the operator norm

B(x, y) integral kernel of an integral operator B
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∥ · ∥2 Hilbert–Schmidt norm of an operator
⟨·|·⟩2 Hilbert–Schmidt inner product of Hilbert–Schmidt operators
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∑n,m
i, j=1 |Bi j|

2 of the matrix B
detB determinant of a square matrix B
trB trace of a square matrix B
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σ1 =

(
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1 0

)
, σ2 =

(
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i 0

)
, σ3 =

(
1 0
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)
Imz imaginary part of a complex number z
Rez real part of a complex number z
|z| absolute value of a complex number z
C± = {z ∈ C | sgn(Imz) = ±1}
R± = {x ∈ R | 0 < ±x}
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n̂ set of integers {1, . . . , n}
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1 Introduction

The one–dimensional Dirac operator D0 acting like

D0ψ(x) = −ic
d
dx
⊗ σ1ψ(x) + mc2 ⊗ σ3ψ(x),

ψ ∈ Dom D0 = W1,2(R) ⊗ C2, m ≥ 0, c > 0,

perturbed at one point is an important exactly solvable model of quantum mechanics. Approximations
of this mathematical model were rigorously discussed for the first time by Šeba in [21] where he studied
exclusively the electrostatic and Lorentz scalar point interactions. More general definition of the self–
adjoint relativistic point interaction DΛ was discussed by Benvegnu and Dabrowski in [3], where DΛ

acts like the free Dirac operator D0 on functions from the Sobolev space W1,2(R \ {0}) ⊗ C2 with the
transmission condition at the point of interaction

ψ(0+) = Λψ(0−),

where

Λ = ω

(
θ iτ
−iκ ν

)
, (1)

ω = eiφ, θν − τκ = 1, φ, θ, ν, τ, κ ∈ R.

Non–self–adjoint models extending quantum mechanics theory have been studied since the begin-
ning of 21st century but there are only few papers discussing non–self–adjoint non–relativistic point
interactions, for example [10]. However, as far as I know, the non–self–adjoint case of relativistic point
interaction has not been studied yet.

This work is focused on studying not necessary self–adjoint non–local potential in the form of the
projection 1/ε2 |v(x/ε)⟩⟨v(x/ε)| on a fixed scaled function v in L2(R) ∩ L1(R) multiplied by a complex
matrix cA ∈ C2,2

DAε = −ic
d
dx
⊗ σ1 + mc2 ⊗ σ3 + c

1
ε2 |v(x/ε)⟩⟨v(x/ε)| ⊗ A. (2)

We already proved [11] that in the self–adjoint case the norm resolvent limit of (2) corresponds to the
relativistic point interaction discussed in [3]. We will demonstrate that also for non–self–adjoint matri-
ces A the norm–resolvent limit exists and we will call the limit the non–self–adjoint relativistic point
interaction.

Idea of using non–local potential to study approximations of a relativistic point interaction comes
from the paper [21], where two matrices A are studied explicitly. We will generalize this result to any
complex matrix A.

In [21] Šeba also discussed comparison of the formal limit and the operator limit. He showed that by
starting with the Dirac operator with local potential 1/ε h(x/ε) the formal limit will not correspond to the
proper operator limit. This phenomena is called renormalization of the coupling constant. More general
setting of the local potential and its limit was already discussed by Hughes [12], [13] and by Tušek [24].
Šeba also proved that for two special choices of self–adjoint matrix A, using a non–local potential will
not lead to the renormalization. We already showed that this property is preserved in the most general
self–adjoint case of the non–local potential [11]. We will prove that this property is also preserved in
the non–self–adjoint setting. Moreover, this approach extends naturally the definition of relativistic point
interactions also to the non–self–adjoint case.
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Furthermore, we will study properties of this newly defined operator of general relativistic point
interactions. Moreover, an implicit equation for eigenvalues of the operator will be derived. We will
discuss remarkable spectral transition in the non–self–adjoint case where for special choice of elements
of the matrix A whole complex plane or half–plane will lie in the point spectrum of the operator. We
will also find an implicit equation for eigenvalues and eigenfunctions of non–local approximations of
the relativistic point interactions. Then the stability of the spectrum of our model with respect to its
non–local approximations will be discussed.

In this thesis, we will also derive the physically interesting non–relativistic limit. The process of
non–relativistic limit was thoroughly discussed for example in [9]. Firstly, the non–relativistic limit of
the newly defined model of the non–self–adjoint relativistic point interaction will be find and then the
result will be compared to the non–relativistic model of a general non–self–adjoint point interaction.
The latter operator was already studied by many articles. For the reader’s convenience, we will try to
summarize key properties of such operator.

Since we studied approximations of the relativistic model, we also decided to take the non–relativistic
limit for the approximations. By doing this, we will get the corresponding approximations of the non–
relativistic model of point interactions. For the non–local approximations we will prove the norm–
resolvent convergence to the non–relativistic point interactions. We infer that one can interchange the
order of the non–relativistic limit (c→ +∞) and the limit for approximations (ε→ 0). Symbolically,

” lim
c→+∞

lim
ε→0

(DAε − mc2) = lim
ε→0

lim
c→+∞

(DAε − mc2).”
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2 Relativistic point interactions

In the text, we will identify space L2(U) ⊗ C2 with the space L2(U;C2). Also, slightly abusing the
notation, we will denote

⟨ f |ψ⟩ =
(
⟨ f |ψ1⟩

⟨ f |ψ2⟩

)
, ⟨ f |B⟩ =

(
⟨ f |B11⟩ ⟨ f |B12⟩

⟨ f |B21⟩ ⟨ f |B22⟩

)
,

for f ∈ L2(R), ψ ∈ L2(R;C2) and B ∈ L2(R;C2,2). Without loss of generality, we choose the Hilbert–
Schmidt norm for a complex matrix A

|A|2 = ∥A∥22 =
n∑

i=1

∥a⃗i∥
2
2,

where a⃗i are columns of the matrix A. Note that the Hilbert–Schmidt norm of matrices is submultiplica-
tive which can be proved using the Cauchy–Schwarz inequality

|AB|2 =
n∑

i=1

k∑
j=1

⟨a⃗i |⃗b j⟩
2 ≤

n∑
i=1

k∑
j=1

∥a⃗i∥
2
2∥b⃗ j∥

2
2 = |A|

2|B|2.

For a future convenience we will define the formal differential expression

D := −ic
d
dx
⊗ σ1 + mc2 ⊗ σ3.

Now, let us start with the definition of our non–local potential as a projection on a scaled vector v
from L2(R;R)∩ L1(R;R) multiplied by a 2× 2 complex matrix. Using the bra–ket notation we can write
the Dirac operator with the non–local potential in the following way

DAε = D0 + cWε ⊗ A,

Wε =
1
ε2 |v(x/ε)⟩⟨v(x/ε)| =: |vε⟩⟨vε|,

(3)

where vε := ε−1v(ε−1x) and D0 is the free Dirac operator defined as

(D0ψ)(x) = (Dψ)(x),∀x ∈ R

Dom(D0) = W1,2(R) ⊗ C2.
(4)

Here W1,2 stands for the Sobolev space, m is a non–negative constant, c stands for the speed of light
and σi are the Pauli matrices. The spectrum of the free Dirac operator contains

σ(D0) = σess(D0) = {(−∞,−mc2] ∪ [mc2,+∞)} =: Rmc2 .

Its resolvent is the integral operator with the integral kernel given by

Rz(x, y) =
i

2c
(Z(z) + sgn(x − y)σ1)eik(z)|x−y|, (5)

where
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Z(z) =
(
ζ(z) 0

0 ζ(z)−1

)
,

ζ(z) =
z + mc2

ck(z)
and ck(z) =

√
z2 − (mc2)2, Imk(z) ≥ 0.

We already found out [11] that for a self–adjoint matrix A = A∗ the Dirac operator with the non–
local potential converges in the norm–resolvent sense to the operator of the self–adjoint relativistic point
interaction DA [3] acting like

(DAψ)(x) = (Dψ)(x), ∀x ∈ R \ {0},

ψ ∈ Dom(DA) = {φ ∈ W1,2(R \ {0}) ⊗ C2 | (2i − σ1A)φ(0+) = (2i + σ1A)φ(0−)}.
(6)

Note that if we take the Dirac operator with any scaled potential Vε which goes to the delta potential

D0 + cVε ⊗ A, (7)

one can find a formal limit of this operator asD+cAδ(x). In the following subsection we will discuss how
this formal expression of the limit can be rigorously defined as the Dirac operator with the transmission
condition

(2i + σ1A)ψ(0−) = (2i − σ1A)ψ(0+).

Because of this we can see that the formal limit of (7) corresponds to the operator (6).
This formal limit seems to be a good candidate for the operator limit. However, it is now well

known [12, 21, 24] that for the special case of the potential Vε which is the local potential

Vε =
1
ε

h
( x
ε

)
,

the operator limit does not correspond to the formal limit. This phenomena is known as the renormaliza-
tion of the coupling constant.

We have already shown in the self–adjoint case [11], as one can see above, that for the non–local
potential (3) the renormalization of the coupling constant does not occur. In other words, the formal
limit for the non–local potential is the same as the norm–resolvent limit of the operator.

We can extend these results also to the non–self–adjoint case of the matrix A. The convergence of
the resolvent of the operator DAε introduced in (3) to a bounded operator will be shown. We will deduce
that the limit is, in fact, the resolvent of an unbounded operator also acting like D0 away from x = 0 with
certain boundary condition at the point of interaction and we will call this operator the non–self–adjoint
relativistic point interaction.

2.1 General relativistic point interactions

To justify following definition we will rewrite the formal limit of the operator DAε with any complex
matrix A as the Dirac operator with a transmission condition at the point of interaction similarly as
described for the self–adjoint case in the beginning of this section. We can easily see that the formal
limit of DAε can be formally written as D + cA|δ(x)⟩⟨δ(x)|. Firstly, we need to extend the definition of
|δ(x)⟩⟨δ(x)| for not necessarily smooth functions as

⟨δ(x)|ψ(x)⟩ :=
ψ(0+) + ψ(0−)

2
.
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This is only possible extension of the Dirac delta function which preserves properties of δ(x), mainly
δ(x) = δ(−x), cf. [16]. Also note that that the formal expression |δ(x)⟩⟨δ(x)| acts on a function ψ in the
exactly same manner as the multiplication operator by δ(x) since for f ∈ D we have

(δ(x)ψ(x), f (x)) = ψ(0)(δ(x), f (x)) = ⟨ψ(x)|δ(x)⟩(δ(x), f (x)).

Now we will find maximal domain of the formal expressionD + cA|δ(x)⟩⟨δ(x)| which, in particular,
means that we require

Dψ(x) + cA⟨δ(x)|ψ(x)⟩δ(x) ∈ L2(R;C2).

In other words, we need singular parts to be cancelled out, see [11], which yields the following condition

−icσ1(ψ(0+) − ψ(0−)) + cA
ψ(0+) + ψ(0−)

2
= 0.

This is equivalent to
(2i + σ1A)ψ(0−) = (2i − σ1A)ψ(0+).

Therefore, our formal limit corresponds to the operator DA acting as the Dirac operator with the trans-
mission condition at the point of interaction.

(DAψ)(x) = (Dψ)(x), x ∈ R \ {0},

ψ ∈ Dom DA = {ψ ∈ W1,2(R \ {0}) ⊗ C2 | (2i + σ1A)ψ(0−) = (2i − σ1A)ψ(0+)}.
(8)

Definition 2.1.1. Let A be any 2 × 2 complex matrix. Then we will call the operator DA given by (8) the
operator of the relativistic point interaction.

Note that, for every matrix A, operator DA is, in fact, an extension of the symmetric operator

(Dminψ)(x) = (Dψ)(x), x ∈ R,

Dom Dmin = {ψ ∈ W1,2(R;C2)|ψ(0) = 0}.

Also, D∗min = Dmax, where
(Dmaxψ)(x) = (Dψ)(x), x ∈ R \ {0},

Dom Dmax = {ψ ∈ W1,2(R \ {0};C2)}.

Therefore, the operator DA is really a restriction of the operator Dmax. The deficiency indices of Dmin
are (2, 2) [3, 17]. From that one can conclude existence of a four–real–parametric family of self–adjoint
extensions of the operator Dmin that have been studied before [3, 17].

Note that if A is self–adjoint and matrices (2i + σ1A) and (2i − σ1A) are regular then Definition
2.1.1 coincides with the definition of the relativistic point interaction introduced in [3] as the self–adjoint
extension of the Dirac operator perturbed at the point of interaction. In fact, we can calculate the corre-
sponding transmission condition considered in [3],

ψ(0+) = Λψ(0−),

where Λ is of the form (1). One can see that

Λ = (2i − σ1A)−1(2i + σ1A).

Inverting this relation we will get
A = 2iσ1(Λ − I)(Λ + I)−1.
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It is clear that for a matrix Λ such that

0 = det(Λ + I) = 1 − ω2 + ω(θ + ν),

our set of operators DA does not include the corresponding operator. Vice versa, the family of self–
adjoint relativistic point interactions considered in [3] does not include all self–adjoint realizations of the
operator DA either, since, as we will see in the following text, the operator DA is self–adjoint if and only
if the matrix A is self–adjoint.

Of course, we would like to describe also non–self–adjoint realizations of the operator DA. We can
try to find out if DA is at least a closed operator in the most general case. For this recall the trace theorem.

Theorem 2.1.1 (Trace theorem). Let U be bounded open subset of Rn with C1–boundary and p ∈
[1,+∞). Then there exists operator Tr ∈ B(W1,p(U), Lp(∂U)) such that ∀ψ ∈ W1,p(U) ∩ C(U), Trψ =
ψ|∂U .

Proof. For a general case one can found the proof for example in [8]. For the one dimensional setting
we even have

sup
x∈R
| f (x)| ≤ ∥ f ∥W1,2 ,

since ∀ f ∈ D(R),

f (x)2 =

∫ x

−∞

( f (y)2)′ dy = 2
∫ x

−∞

f (y) f ′(y) dy ≤ 2∥ f ∥L2∥ f ′∥L2 ≤ ∥ f ∥2L2 + ∥ f ′∥2L2 .

The statement then follows from the fact thatD(R)
W1,2

= W1,2(R). □

Theorem 2.1.2. Let matrix A be any complex matrix. Then the operator of relativistic point interaction
DA given by (8) is densely defined closed operator.

Proof. We can see that DA is densely defined operator in L2(R;C2) because W1,2(R \ {0}) is a dense
subset of L2(R).

If we decompose a function from Dom DA into a sum of functions on a positive and negative half–line
of R respectively, and use the Trace theorem 2.1.1 the domain of DA can be written as follows

Dom DA = {φ = φ− ⊕ φ+ ∈ W1,2(R−;C2) ⊕W1,2(R+;C2) | (2i − σ1A) Trφ+ = (2i + σ1A) Trφ−}. (9)

By the Trace theorem, there exists a bounded linear operator Tr ∈ B(W1,2(R±;C2),C2) and a certain
constant C ≥ 0 such that

|Trφ±| ≤ C∥φ±∥W1,2(R±;C2). (10)

To prove that DA is closed we choose a convergent sequence from Dom DA with a convergent se-
quence of its images.

φn = φn,− ⊕ φn,+ ∈ Dom DA

φn → φ = φ− ⊕ φ+ ∈ L2(R;C2)

DAφn → ψ = ψ− ⊕ ψ+ ∈ L2(R;C2)
(11)

Now we need to prove that φ ∈ Dom DA and ψ = DAφ. Firstly, note that

DAφn = (−icσ1φ
′
n,− + mc2σ3φn,−) ⊕ (−icσ1φ

′
n,+ + mc2σ3φn,+).
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Then (11) gives us convergence of functions φn,± in W1,2(R±;C2). Spaces W1,2(R±;C2) are complete
spaces, that implies

φ± ∈ W1,2(R±;C2) and

−icσ1φ
′
± + mc2σ3φ± = ψ±.

Now we need to determine if φ± fulfils the transmission condition of Dom DA (9). Since functions φ±
converge in W1,2(R±;C2), (10) gives us convergence of their traces in C2 space. Because φn ∈ Dom DA

we get

∀n ∈ N, (2i − σ1A) Trφn,+ = (2i + σ1A) Trφn,−.

Letting n→ +∞ we obtain
(2i − σ1A) Trφ+ = (2i + σ1A) Trφ−.

We conclude that φ ∈ Dom DA and DAφ = ψ. This means that the operator DA is a densely defined
closed operator. □

Another natural question would be the uniqueness of the definition of the operator DA. More pre-
cisely, if different choices of A yield different operators DA.

Proposition 2.1.1. DA = DB if and only if A = B.

Proof. An implication from right to left is easy to see. We will prove the inverse implication. Let us
have DA = DB which means

Dom DA = Dom DB.

From that we deduce ∀ψ ∈ Dom DA = Dom DB both of the following conditions hold.

(2iσ1 − A)ψ(0+) = (2iσ1 + A)ψ(0−),

(2iσ1 − B)ψ(0+) = (2iσ1 + B)ψ(0−).

If we subtract these conditions, we get

(A − B)(ψ(0+) + ψ(0−)) = 0.

If (ψ(0+) + ψ(0−)) can be any vector c⃗ ∈ C2, we prove the proposition. Let us then start with arbitrary
vector c⃗. For such vector we can find a function ψ ∈ W1,2(R \ {0}) such that

ψ(0+) =
1
4

(2 − iσ1A)⃗c,

ψ(0−) =
1
4

(2 + iσ1A)⃗c.

One can easily see that the function defined in this way meets the transmission condition of the operator
DA, which means ψ ∈ Dom DA = Dom DB. Also

ψ(0+) + ψ(0−) = c⃗.

Since vector c⃗ was arbitrary, we have

∀c⃗ ∈ C2, (A − B)⃗c = 0.

This implies A = B. □
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Theorem 2.1.3. Let A be a complex matrix such that A = ±2iσ1 or none of the matrices (2i−σ1A) and
(2i + σ1A) is invertible. Then operator DA decouples into a direct sum of operators DA = DA+ ⊕ DA− on
L2(R+;C2) ⊕ L2(R−;C2), where

(DA±ψ)(x) = (Dψ)(x), x ∈ R±,

Dom DA± = {ψ ∈ W1,2(R±;C2)|(2i ∓ σ1A)ψ(0±) = 0}.

Proof. If A = 2iσ1 then the transmission condition yields 4iσ1ψ(0−) = 0, equivalently ψ(0−) = 0, and
no restriction on ψ(0+). For A = −2iσ1, the roles of ψ(0−) and ψ(0+) interchange. Both cases gave us
the stated result.

If (2i − σ1A) or (2i + σ1A) is invertible then the transmission condition can be rewritten as

ψ(0+) = Λψ(0−) or ψ(0−) = Λ̃ψ(0+).

Ranges of matrices Λ and Λ̃ are at least one–dimensional. We conclude that in these cases the operator
DA does not decouple.

If none of the matrices (2i − σ1A) and (2i + σ1A) are invertible then writing

A =

(
α β

γ δ

)
,

we get
0 = det(2i ± σ1A) = −4 − detA ± 2i(β + γ),

which yields
β + γ = 0, detA = −4.

The matrix satisfying these conditions is of the form

α , 0:

A =

 α β

−β −
4+β2

α

 .
δ , 0:

A =

−4+β2

δ β

−β δ

 .
α = δ = 0:

A =

(
0 ±2i
∓2i 0

)
.

In all the cases described matrix A is satisfying

(σ1A)2 = −4I. (12)

Now, multiplying the transmission condition

(2i − σ1A)ψ(0+) = (2i + σ1A)ψ(0−)

by (2i ± σ1A) respectively and considering (12) we obtain

(−8 ± 4iσ1A)ψ(∓) = 0,

which is equivalent to
(2iσ1 ± A)ψ(∓) = 0.

On other hand, functions satisfying this condition clearly obey the transmission condition. Finally,
we see that the operator decouples into the searched form. □
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Theorem 2.1.4. Let A be any complex matrix from C2,2 then

(DA)∗ = DA
∗

.

Proof. For an arbitrary complex matrix A the following holds

Dmin ⊂ DA ⊂ Dmax = D∗min,

which implies
Dmin ⊂ (DA)∗ ⊂ Dmax.

From this we conclude that (DA)∗ is a restriction of an operator Dmax. Using integration by parts one can
deduce that ∀φ ∈ Dom DA, ∀ψ ∈ Dom Dmax

⟨DAφ|ψ⟩ =
∫
R
⟨−icσ1φ

′|ψ⟩C2(x) + ⟨mc2σ3φ|ψ⟩C2(x) dx =
∫
R
⟨φ′|icσ1ψ⟩C2(x) + ⟨φ|mc2σ3ψ⟩C2(x) dx =

= [⟨φ|icσ1ψ⟩C2(x)]+∞0 + [⟨φ|icσ1ψ⟩C2(x)]0
−∞ +

∫
R
⟨φ| − icσ1ψ

′⟩C2(x) + ⟨φ|mc2σ3ψ⟩(x)C2 dx =

= ⟨φ(0−)|icσ1ψ(0−)⟩C2 − ⟨φ(0+)|icσ1ψ(0+)⟩C2 + ⟨φ|Dmaxψ⟩.

This yields, ψ ∈ Dom(DA)∗ if and only if

∀φ ∈ Dom DA, ⟨φ(0+)|σ1ψ(0+)⟩C2 − ⟨φ(0−)|σ1ψ(0−)⟩C2 = 0. (13)

We will now distinguish three cases.

1. (2i − σ1A) is invertible. Then transmission condition for the operator DA can be rewritten as

∀φ ∈ Dom DA, φ(0+) = Λφ(0−),

where Λ = (2i − σ1A)−1(2i + σ1A). Then (13) will give us

⟨φ(0−)|Λ∗σ1ψ(0+) − σ1ψ(0−)⟩C2 = 0,

from which we conclude
σ1ψ(0−) = Λ∗σ1ψ(0+).

Now, we will equivalently rewrite the obtained condition.

σ1ψ(0−) = (−2i + A∗σ1)(−2i − A∗σ1)−1σ1ψ(0+),

σ1ψ(0−) = 4i(2i + A∗σ1)−1σ1ψ(0+) − σ1ψ(0+),

ψ(0−) = 4i(2i + σ1A
∗)−1ψ(0+) − ψ(0+),

(2i + σ1A
∗)ψ(0−) = 4iψ(0+) − (2i + σ1A

∗)ψ(0+),

(2i + σ1A
∗)ψ(0−) = (2i − σ1A

∗)ψ(0+).

Finally, one can see that (DA)∗ = DA
∗

.
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2. (2i + σ1A) is invertible. Then transmission condition for the operator DA can be rewritten as

∀φ ∈ Dom DA, Λ̃φ(0+) = φ(0−),

where Λ̃ = (2i + σ1A)−1(2i − σ1A). After a similar calculation as in the case 1., we will get the
same result (DA)∗ = DA

∗

.

3. None of the operators (2i ± σ1A) is invertible. This case is described in Theorem 2.1.3 with the
transmission condition

φ(0±) ∈ Ker(2i ∓ σ1A) = Ker(2iσ1 ∓ A). (14)

The operator DA decouples and (13) gives us

⟨φ(0±)|σ1ψ(0±)⟩C2 = 0.

Using (14) we will get the condition on ψ being in Dom(DA)∗,

σ1ψ(0±) ∈ (Ker(2iσ1 ∓ A))⊥ = Ran(−2iσ1 ∓ A
∗),

ψ(0±) ∈ Ran(−2i ∓ σ1A
∗). (15)

Recall that in the decoupled case, the matrix A satisfies (12),i.e.,

Aσ1A = −4σ1.

Adjoining both sides of the equation one will get

A∗σ1A
∗ = −4σ1,

(σ1A
∗)2 = −4I.

Using these identities, we will firstly prove Ran(−2i ∓ σ1A
∗) ⊆ Ker(2i ∓ σ1A

∗). The condition
ψ(0±) ∈ Ran(−2i ∓ σ1A

∗) yields

∃C⃗± ∈ C2, ψ(0±) = (−2i ∓ σ1A
∗)C⃗±,

(−2i ± σ1A
∗)ψ(0±) = (−2i ± σ1A

∗)(−2i ∓ σ1A
∗)C⃗±,

(2i ∓ σ1A
∗)ψ(0±) = 0.

Now, we need to prove that Ran(−2i ∓ σ1A
∗) ⊇ Ker(2i ∓ σ1A

∗). For ψ(0±) ∈ Ker(2i ∓ σ1A
∗) we

have

(2i ∓ σ1A
∗)ψ(0±) = 0,

(−2i ∓ σ1A
∗)ψ(0±) = −4iψ(0±),

ψ(0±) = (−2i ∓ σ1A
∗)

i
4
ψ(0±).

□

From Theorem 2.1.4, we finally get the promised result.
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Corollary 2.1.1. The operator DA is self–adjoint if and only ifA = A∗. If DA is normal then the operator
DA is self–adjoint.

Proof. First part of the corollary comes from the previous Theorem 2.1.4 and from Proposition 2.1.1. The
second part of the corollary follows from the fact that the operators DA and (DA)∗ are both restrictions
of the operator Dmax, which means that they act like the free Dirac operator, and from the relation
Dom DA = Dom(DA)∗, that holds true for every normal operator. □

2.2 Non–local approximations of relativistic point interactions

Let us firstly state one of the main results of this thesis which is the existence of the norm–resolvent
limit of the Dirac operator with scaled non–local potential multiplied by any complex matrix A. We will
denote elements of the matrix A as

A =

(
α β

γ δ

)
, (16)

where α, β, γ, δ ∈ C. Also without loss of generality we will assume that function v in (3) meets∫
R
v(x) dx = 1.

Theorem 2.2.1. Let the matrix A in the definition of the Dirac operator with the non–local potential (3)
be any complex matrix and z ∈ C \ Rmc2 such that the matrix

(I +
i
2
AZ(z))

is invertible. Then the resolvent of the non–local potential converges in the operator norm to the bounded
integral operator

RAz (x, y) = Rz(x, y) − cRz(x, 0)(I +
i
2
AZ(z))−1ARz(0, y), (17)

as ε→ 0.

First, we recall the Minkowski integral inequality which plays the main role in the proof of the
theorem above.

Proposition 2.2.1 (Minkowski integral inequality). Let (U1, µ1) and (U2, µ2) be σ–finite measure spaces
and g : U1 × U2 → R is a measurable, non–negative function. Let p ≥ 1 then(∫

U2

∣∣∣∣∣∣
∫

U1

g(x, y) dµ1(x)

∣∣∣∣∣∣p dµ2(y)
) 1

p

≤

∫
U1

(∫
U2

|g(x, y)|p dµ2(y)
) 1

p

dµ1(x). (18)

Proof. Denote F(y) =
∫

U1
g(x, y) dµ1(x) then using the Fubini theorem and the Hölder inequality we

obtain

∥F∥pLp(U2, dµ2) =

∫
U2

∣∣∣∣∣∣
∫

U1

g(x, y) dµ1(x)

∣∣∣∣∣∣ |F p−1(y)| dµ2(y) ≤
∫

U1

∫
U2

|g(x, y)||F p−1(y)| dµ2(y) dµ1(x) ≤

≤

∫
U1

(∫
U2

|g(x, y)|p dµ2(y)
) 1

p

dµ1(x)∥F∥p−1
Lp(U2, dµ2).

If ∥F∥Lp(U2, dµ2) < +∞ we get the wanted inequality. If ∥F∥Lp(U2, dµ2) = +∞ we can choose monotone
sequences V1

n ⊂ U1,V2
k ⊂ U2 such that ∀k, n ∈ N, µ1(V1

n ), µ2(V2
k ) < +∞ and V1

n → U1, V2
k → U2. Then

for every pair of V1
n and V2

k inequality (18) holds and by letting k, n→ +∞ we obtain (18). □

11



Furthermore we will need following lemmas.

Lemma 2.2.1. The inverse of the matrix (I + c⟨vε|ARzvε⟩) exists for sufficiently small ε and z such that
the inverse of (I + i/2 AZ(z)) exists. Also the following holds

(I + c⟨vε|ARzvε⟩)−1 u
→ (I +

i
2
AZ(z))−1.

Proof. Let us have the matrix A of the form (16). Then from the stability of invertibility, see [ [15],
Theorem IV 1.16], to prove the lemma it is sufficient to show that

c⟨vε|ARzvε⟩
u
→

i
2
AZ(z).

Firstly, let us calculate exact form of the matrix c⟨vε|ARzvε⟩,

ARzvε =
i

2c

(
α β

γ δ

) (
ζ(z)

∫
R

eik(z)|x−y|vε(y) dy
∫
R

sgn(x − y)eik(z)|x−y|vε(y) dy∫
R

sgn(x − y)eik(z)|x−y|vε(y) dy ζ−1(z)
∫
R

eik(z)|x−y|vε(y) dy

)
=

=

(
βS + αζ(z)E αS + βζ−1(z)E
δS + γζ(z)E γS + δζ−1(z)E

)
, where

E :=
i

2c

∫
R

eik(z)|x−y|vε(y) dy,

S :=
i

2c

∫
R

sgn(x − y)vε(y)eik(z)|x−y| dy.

This yields

c⟨vε|ARzvε⟩ =

(
βS ε + αζ(z)Eε αS ε + βζ

−1(z)Eε

δS ε + γζ(z)Eε γS ε + δζ
−1(z)Eε

)
,

Eε :=
i
2

∫
R2
vε(x)eik(z)|x−y|vε(y) dy dx, (19)

S ε :=
i
2

∫
R2

sgn(x − y)vε(x)eik(z)|x−y|vε(y) dy dx.

We can see that the integral S ε is equal to zero because its integrand is an antisymmetric function.
From which we get

c⟨vε|ARzvε⟩ = EεAZ(z). (20)

Now we just need to prove that |c⟨vε|ARzvε⟩ −
i
2AZ(z)| goes to zero.∣∣∣∣∣c⟨vε|ARzvε⟩ −

i
2
AZ(z)

∣∣∣∣∣2 = ∥(Eε −
i
2

)AZ(z)∥22 ≤ ∥A∥
2
2(|ζ(z)|2 + |ζ(z)−1|2)

∣∣∣∣∣Eε −
i
2

∣∣∣∣∣2 , (21)

where Eε converges to i
2 by the dominated convergence theorem. Hence the limit of the right–hand side

of (21) is zero. □

Lemma 2.2.2. Let B(x, y) be uniformly bounded matrix valued function and w ∈ C be such that Imw > 0.
Then

sup
y∈R

∫
R
|B(x, y)eiw|x−y||2 dx < +∞.

12



Proof. Firstly, we will find an upper bound for the B(x, y)eiw|x−y|.

|B(x, y)eiw|x−y|| = ∥B(x, y)eiw|x−y|∥2 ≤ ∥B(x, y)∥2|eiw|x−y|| ≤

≤ Ce−Imw|x−y|,

where ∀x, y ∈ R, ∥B(x, y)∥ < C ∈ R. This implies∫
R
|B(x, y)eiw|x−y||2 dx ≤ C2

∫
R

e−2Imw|x−y| dx =

using substitution x − y = t we get

= C2
∫
R

e−2Imw|t| dt < +∞.

We can see that the final estimate does not depend on y ∈ R which proves the lemma. □

Lemma 2.2.3. Let B(x, y) ∈ C2,2 be uniformly bounded matrix valued function, continuous in y for
almost every x ∈ R and let us have w ∈ C such that Imw > 0. Then

lim
ε→0

∫
R

(∫
R
|B(x, εs)eiw|x−εs| − B(x, 0)eiw|x|||v(s)| ds

)2

dx = 0. (22)

Proof. Using the Minkowski integral inequality from Proposition 2.2.1 we get

∫
R

(∫
R
|B(x, εs)eiw|x−εs| − B(x, 0)eiw|x|||v(s)| ds

)2

dx ≤

≤


∫
R
|v(s)|


∫
R
|B(x, εs)eiw|x−εs| − B(x, 0)eiw|x||2 dx︸                                            ︷︷                                            ︸

fε(s)


1
2

ds


2

.

Using Lemma 2.2.2 one can see that fε(s) is uniformly bounded by some constant C ≥ 0.

∀ε > 0,∀s ∈ R, | fε(s)| < C ∈ R.

Because of that we can drag the limit in (22) into the outer integral.
Next, we will deal with the inner integral. Using Young´s inequality we get the following estimate

|B(x, εs)eiw|x−εs| − B(x, 0)eiw|x||2 ≤ 2|B(x, εs)eiw|x−εs||2 + 2|B(x, 0)eiw|x||2.

Then for a fixed s ∈ R, a fixed constant δ and all sufficiently small ε such that |εs| < δ we get

|B(x, εs)eiw|x−εs||2 ≤ C2e−2Imw|x−εs| ≤ C2m(x),

where m(x) is the dominating integrable function defined as

∀x ∈ R, m(x) = e−2Imw(|x|−δ).

We can see that

2|B(x, εs)eiw|x−εs||2 + 2|B(x, 0)eiw|x||2 ≤ 2C2m(x) + 2|B(x, 0)eiw|x||2 ∈ L1(R).

Then by using the Lebesgue dominated convergence theorem two times we obtain the desired result. □
13



Now we can prove Theorem 2.2.1.

Proof. We will mimic the proof of the limit of the resolvent of the non–local potential from [11] but now
using any complex matrix A.

From the resolvent formula and the form of the DAε we get

RAz,ε = (DAε − z)−1 = Rz(I + c(|vε⟩⟨vε| ⊗ A)Rz)−1,

where Rz is the resolvent of the free Dirac operator.
We will find the inverse of the operator (I + c(|vε⟩⟨vε| ⊗ A)Rz).

ψ + c ⟨vε|ARzψ⟩︸     ︷︷     ︸
k⃗

vε = g⇒ k⃗ + c⟨vε|ARzvε ⊗ k⃗⟩ = ⟨vε|ARzg⟩,

k⃗ + c⟨vε|ARzvε⟩⃗k = ⟨vε|ARzg⟩,

k⃗ = (I + c⟨vε|ARzvε⟩)−1⟨vε|ARzg⟩.

Existence of the inverse of the matrix (I + c⟨vε|ARzvε⟩) was already proved in the Lemma 2.2.1. If
we substitute for the vector k⃗ we get

ψ = g − c(I + c⟨vε|ARzvε⟩)−1⟨vε|ARzg⟩vε.

This yields

(I + c(|vε⟩⟨vε| ⊗ A)Rz)−1 = I − c(I + c⟨vε|ARzvε⟩)−1(|vε⟩⟨vε| ⊗ A)Rz.

Which means that we get the resolvent of the operator DAε in the following form

RAz,ε = Rz − cRz(I + c⟨vε|ARzvε⟩)−1(|vε⟩⟨vε|A)Rz.

The Lemma 2.2.1 implies that the uniform limit of the matrix (I + c⟨vε|ARzvε⟩)−1 is

(I + c⟨vε|ARzvε⟩)−1 ε→0+
→ (I +

i
2
AZ(z))−1. (23)

If we denote matrices above as

Mε = (I + c⟨vε|ARzvε⟩)−1,

M = (I +
i
2
AZ(z))−1,

we can rewrite kernels of the resolvent of the non–local potential and its pointwise limit as follows

RAz,ε(x, y) = Rz(x, y) −
∫
R2

cRz(x, εs)v(s)MεAv(t)Rz(εt, y) ds dt, (24)

RAz (x, y) = Rz(x, y) −
∫
R2

cRz(x, 0)v(s)MAv(t)Rz(0, y) ds dt.

None of these two resolvents is a Hilbert–Schmidt operator, but their difference is a Hilbert–Schmidt
operator. Therefore, we will study the convergence of the operator RAε − RA to the zero operator in the
Hilbert–Schmidt norm which will imply the convergence of resolvents in the operator norm. Because
of that, we will try to find the estimate for the Hilbert–Schmidt norm of the difference of the operator
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RAε and RA. We will use the inequality (a + b)2 ≤ 2a2 + 2b2 several times in the following series of
inequalities.

∫
R2

∣∣∣∣∣∫
R2

Rz(x, εs)v(s)MεAv(t)Rz(εt, y) − Rz(x, 0)v(s)MAv(t)Rz(0, y) ds dt
∣∣∣∣∣2 dx dy =

=

∫
R2
|
∫
R2

(Rz(x, εs) − Rz(x, 0))v(s)MεAv(t)Rz(εt, y)+

+ Rz(x, 0)v(s)(MεAv(t)Rz(εt, y) − MAv(t)Rz(0, y)) ds dt|
2

dx dy ≤

≤

∫
R2

(
∫
R2
|(Rz(x, εs) − Rz(x, 0))v(s)MεAv(t)Rz(εt, y)|+

+ |Rz(x, 0)v(s)(MεAv(t)Rz(εt, y) − MAv(t)Rz(0, y))| ds dt)2
dx dy ≤

≤ 2
∫
R2

(∫
R2
|(Rz(x, εs) − Rz(x, 0))v(s)MεAv(t)Rz(εt, y)| ds dt

)2

dx dy+

+2
∫
R2

(∫
R2
|Rz(x, 0)v(s)(MεAv(t)Rz(εt, y) − MAv(t)Rz(0, y))| ds dt

)2

dx dy ≤

≤ 2
∫
R2

(∫
R2
|(Rz(x, εs) − Rz(x, 0))v(s)MεAv(t)Rz(εt, y)| ds dt

)2

dx dy︸                                                                                 ︷︷                                                                                 ︸
a)

+

+4
∫
R2

(∫
R2
|Rz(x, 0)v(s)(Mε − M)Av(t)Rz(εt, y)| ds dt

)2

dx dy︸                                                                        ︷︷                                                                        ︸
b)

+

+4
∫
R2

(∫
R2
|Rz(x, 0)v(s)MAv(t)(Rz(εt, y) − Rz(0, y))| ds dt

)2

dx dy︸                                                                              ︷︷                                                                              ︸
c)

.

We will estimate each of the terms a),b) and c) separately.

a)

a) ≤
∫
R

(∫
R
|Rz(x, εs) − Rz(x, 0)||v(s)| ds

)2

dx
∫
R

(∫
R
|MεA||v(t)||Rz(εt, y)| dt

)2

dy.

The term ∫
R

(∫
R
|Rz(x, εs) − Rz(x, 0)||v(s)| ds

)2

dx

goes to zero by Lemma 2.2.3. Since matrix Mε converges to the matrix M by Lemma 2.2.1 it is
uniformly bounded by some constant C ≥ 0. Then by using this observation, Lemma 2.2.2 and the
Minkowski integral inequality (Proposition 2.2.1), we get the following
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∫
R

(∫
R
|MεA||v(t)||Rz(εt, y)| dt

)2

dy ≤ C
∫
R

(∫
R
|v(t)||Rz(εt, y)| dt

)2

dy ≤

≤ C

∫
R

(∫
R
|v(t)|2|Rz(εt, y)|2 dy

) 1
2

dt


2

= C

∫
R
|v(t)|

(∫
R
|Rz(εt, y)|2 dy

) 1
2

dt


2

≤ C̃.

This yields a)→ 0 as ε→ 0.

b) Using Lemmas 2.2.1 and 2.2.2 together with the Minkowski integral inequality we get

b) ≤
∫
R2

(∫
R2
|Rz(x, 0)v(s)(Mε − M)Av(t)Rz(εt, y)| ds dt

)2

dx dy ≤

≤

∫
R

(∫
R
|Rz(x, 0)||v(s)| ds

)2

dx|Mε − M||A|
∫
R

(∫
R
|Rz(εt, y)||v(t)| dt

)2

dy ≤

≤

(∫
R
|v(s)| ds

)2 ∫
R
|Rz(x, 0)|2 dx|Mε − M||A|

∫
R
|v(t)|

(∫
R
|Rz(εt, y)|2 dy

) 1
2

dt


2

≤

≤

(∫
R
|v(s)| ds

)2 ∫
R
|Rz(x, 0)|2 dx︸                                 ︷︷                                 ︸

<+∞

|Mε − M|︸    ︷︷    ︸
→0

|A|

(∫
R
|v(t)| dt

)2

sup
ι∈R

∫
R
|Rz(ι, y)|2 dy︸                                     ︷︷                                     ︸

<+∞

→ 0.

c) Similarly to a).

This means that we get the convergence in the Hilbert–Schmidt norm which implies RAz,ε
u
→ RAz . □

Thus we get the limit in the operator norm for the resolvent of the Dirac operator with non–local
potential but we do not know if it is a resolvent of some operator. In the self–adjoint case we had a
candidate in the form of a self–adjoint relativistic point interaction [3] which was also proved to be the
norm–resolvent limit of the operator. As we already mentioned the pointwise limit of the self–adjoint
operator DAε with a hermitian matrix A coincides with its norm resolvent limit. We will prove the same
for every choice of A.

Theorem 2.2.2. Let A be any complex matrix and z ∈ C \ Rmc2 be such that

(I +
i
2
AZ(z))

is a regular matrix. Then the operator

RAz = Rz − cRz(x, 0)(I +
i
2
AZ(z))−1ARz(0, y) (25)

is the resolvent of the operator DA given in (8).

Proof. Since the operator RAz can be written as

RAz = Rz − K ,

where Rz is the resolvent of the free Dirac operator and K is the Hilbert–Schmidt operator, we get that
the operator RAz is a bounded operator. Then it is sufficient to check following two statements.

16



1. Ran RAz ⊂ Dom DA and ∀ψ ∈ Dom RAz , (D
A − z)RAz ψ = ψ, 2. ∀ψ ∈ Dom DA,RAz (DA − z)ψ = ψ.

1. Firstly, let φ ∈ Ran RAz . We will check if φ ∈ Dom DA. Since φ ∈ Ran RAz , there exists ψ ∈ Dom RAz
such that

φ(x) = RAz ψ(x),

which in particular means

φ(x) =
∫
R

Rz(x, y)ψ(y) dy − cRz(x, 0)(I +
i
2
AZ(z))−1A

∫
R

Rz(0, y)ψ(y) dy.

This yields

φ(0+) =
∫
R

Rz(0, y)ψ(y) dy −
i
2

(Z(z) + σ1)(I +
i
2
AZ(z))−1A

∫
R

Rz(0, y)ψ(y) dy,

φ(0−) =
∫
R

Rz(0, y)ψ(y) dy −
i
2

(Z(z) − σ1)(I +
i
2
AZ(z))−1A

∫
R

Rz(0, y)ψ(y) dy.

We can see that the transmission condition

(2i − σ1A)φ(0+) = (2i + σ1A)φ(0−)

holds if and only if

(2i − σ1A)(I −
i
2

(Z(z) + σ1)(I +
i
2
AZ(z))−1A) = (2i + σ1A)(I −

i
2

(Z(z) − σ1)(I +
i
2
AZ(z))−1A),

2i−σ1A+ (2i−σ1A)(Z(z)+σ1)(2i−AZ(z))−1A = 2i+σ1A+ (2i+σ1A)(Z(z)−σ1)(2i−AZ(z))−1A,

− σ1A + 2iσ1(2i − AZ(z))−1A − σ1AZ(z)(2i − AZ(z))−1A =

= σ1A − 2iσ1(2i − AZ(z))−1A + σ1AZ(z)(2i − AZ(z))−1A,

−σ1A + σ1(2i − AZ(z))(2i − AZ(z))−1A = σ1A − σ1(2i − AZ(z))(2i − AZ(z))−1A,

−σ1A + σ1A = σ1A − σ1A.

We conclude that for any complex matrix A and z ∈ C \ Rmc2 such that (I + i/2 AZ(z))−1 exists every
φ ∈ Ran RAz fulfils the transmission condition of the Hamiltonian of the relativistic point interaction.

Since Rz(x, y) is the resolvent of the Dirac operator and Rz(x, 0) standing alone is in W1,2(R\{0};C2,2)
we finally get

Ran RAz ⊂ Dom DA.

Now let us check that RA is the right inverse of (DA − z).

(DA − z)RAz ψ(x) = ( − ic
d
dx
σ1 + mc2σ3 − z)(

∫
R

i
2c

(Z(z) + sgn(x − y)σ1)eik(z)|x−y|ψ(y) dy+

+
1
4c

(Z(z) + σ1sgn(x))eik(z)|x|(I +
i
2
AZ(z))−1A

∫
R

(Z(z) + sgn(−y)σ1)eik(z)|y|ψ(y) dy).
For x > 0, we get the following
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(DA − z)RAz ψ(x) =

= −i
d
dx
σ1

∫
R

i
2

(Z(z) + sgn(x − y)σ1)eik(z)|x−y|ψ(y) dy− (26)

− i
d
dx
σ1

1
4

(Z(z) + σ1)eik(z)|x|(I +
i
2
AZ(z))−1A

∫
R

(Z(z) + sgn(−y)σ1)eik(z)|y|ψ(y) dy− (27)

−
1
c

(
z − mc2 0

0 z + mc2

) ∫
R

i
2

(Z(z) + sgn(x − y)σ1)eik(z)|x−y|ψ(y) dy− (28)

−
1
c

(
z − mc2 0

0 z + mc2

)
1
4

(Z(z) + σ1)eik(z)|x|(I +
i
2
AZ(z))−1A

∫
R

(Z(z) + sgn(−y)σ1)eik(z)|y|ψ(y) dy.

(29)

Since

ζ(z)k(z) =
z + mc2

c
and ζ(z)−1k(z) =

z − mc2

c
,

we get the following

(26) =
1
2
σ1

d
dx

∫ +∞

x
(Z(z) − σ1)eik(z)|x−y|ψ(y) dy+

+
1
2
σ1

d
dx

∫ x

−∞

(Z(z) + σ1)eik(z)|x−y|ψ(y) dy =

= −
1
2
σ1(Z(z) − σ1)ψ(x) +

1
2
σ1

∫ +∞

x
(Z(z) − σ1)(−ik(z))eik(z)|x−y|ψ(y) dy+

+
1
2
σ1(Z(z) + σ1)ψ(x) +

1
2
σ1

∫ x

−∞

(Z(z) + σ1)(ik(z))eik(z)|x−y|ψ(y) dy =

= ψ(x) +
1
c

(
z − mc2 0

0 z + mc2

) ∫
R

i
2

(Z(z) + sgn(x − y)σ1)eik(z)|x−y|ψ(y) dy.

(27) =
1
c

(
z − mc2 0

0 z + mc2

)
1
4

(Z(z) + σ1)eik(z)|x|(I +
i
2
AZ(z))−1A

∫
R

(Z(z) + sgn(−y)σ1)eik(z)|y|ψ(y) dy.

We finally get
(DA − z)RAz ψ = (26) + (27) + (28) + (29) = ψ(x),

and similarly for x < 0 we get the same result.

2. Now we need to check if RAz is also a left inverse of (DA − z).

RAz (DA − z)ψ(x) =
∫
R

i
2c

(Z(z) + sgn(x − y)σ1)eik(z)|x−y|(−ic
d
dy
σ1 + mc2σ3 − z)ψ(y) dy+

+
1
4c

(Z(z)+sgn(x)σ1)eik(z)|x|(I+
i
2
AZ(z))−1A

∫
R

(Z(z)+sgn(−y)σ1)eik(z)|y|(−ic
d
dy
σ1+mc2σ3−z)ψ(y) dy =
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=

∫
R

1
2

(Z(z) + sgn(x − y)σ1)eik(z)|x−y| d
dy
σ1ψ(y) dy− (30)

−
i
4

(Z(z) + sgn(x)σ1)eik(z)|x|(I +
i
2
AZ(z))−1A

∫
R

(Z(z) + sgn(−y)σ1)eik(z)|y| d
dy
σ1ψ(y) dy− (31)

−
1
c

∫
R

i
2

(Z(z) + sgn(x − y)σ1)eik(z)|x−y|
(
z − mc2 0

0 z + mc2

)
ψ(y) dy− (32)

−
1
4c

(Z(z) + sgn(x)σ1)eik(z)|x|(I +
i
2
AZ(z))−1A

∫
R

(Z(z) + sgn(−y)σ1)eik(z)|y|
(
z − mc2 0

0 z + mc2

)
ψ(y) dy.

(33)

Firstly, we consider x > 0. Using integration by parts we get the following

(30) =
∫ +∞

x

1
2

(Z(z) − σ1)eiζ(z)z|x−y| d
dy
σ1ψ(y) dy +

∫ x

0

1
2

(Z(z) + σ1)eik(z)|x−y| d
dy
σ1ψ(y) dy+

+

∫ 0

−∞

1
2

(Z(z) + σ1)eik(z)|x−y| d
dy
σ1ψ(y) dy =

=

[
1
2

(Z(z) − σ1)eik(z)|x−y|)σ1ψ(y)
]y→+∞
y→x

+

[
1
2

(Z(z) + σ1)eik(z)|x−y|σ1ψ(y)
]y→x

y→0+
+

+

[
1
2

(Z(z) + σ1)eik(z)|x−y|σ1ψ(y)
]y→0−

y→−∞

−

∫ +∞

x

1
2

(Z(z) − σ1)(ik(z))eik(z)|x−y|σ1ψ(y) dy−

−

∫ x

0

1
2

(Z(z) + σ1)(ik(z))eik(z)|x−y|σ1ψ(y) dy −
∫ x

−∞

1
2

(Z(z) + σ1)(−ik(z))eik(z)|x−y|σ1ψ(y) dy =

= ψ(x) +
1
c

∫
R

i
2

(Z(z) + sgn(x − y)σ1)eik(z)|x−y|
(
z − mc2 0

0 z + mc2

)
ψ(y) dy+

+
1
2

(Z(z) + σ1)eik(z)|x|σ1(ψ(0−) − ψ(0+)).

Similarly for x < 0 we get

(30) = ψ(x) +
1
c

∫
R

i
2

(Z(z) + sgn(x − y)σ1)eik(z)|x−y|
(
z − mc2 0

0 z + mc2

)
ψ(y) dy+

+
1
2

(Z(z) − σ1)eik(z)|x|σ1(ψ(0−) − ψ(0+)).

In other words for ∀x ∈ R \ {0}

(30) = ψ(x) +
1
c

∫
R

i
2

(Z(z) + sgn(x − y)σ1)eik(z)|x−y|
(
z − mc2 0

0 z + mc2

)
ψ(y) dy+

+
1
2

(Z(z) + sgn(x)σ1)eik(z)|x|σ1(ψ(0−) − ψ(0+)).
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(31) = −
i
4

(Z(z) + sgn(x)σ1)eik(z)|x|(I +
i
2
AZ(z))−1A

[
(Z(z) − σ1)eik(z)|y|σ1ψ(y)

]+∞
0
−

−
i
4

(Z(z) + sgn(x)σ1)eik(z)|x|(I +
i
2
AZ(z))−1A

[
(Z(z) + σ1)eik(z)|y|σ1ψ(y)

]0

−∞
+

+
i
4

(Z(z) + sgn(x)σ1)eik(z)|x|(I +
i
2
AZ(z))−1A

∫ +∞

0
(Z(z) − σ1)(ik(z))eik(z)|y|σ1ψ(y) dy+

+
i
4

(Z(z) + sgn(x)σ1)eik(z)|x|(I +
i
2
AZ(z))−1A

∫ 0

−∞

(Z(z) + σ1)(−ik(z))eik(z)|y|σ1ψ(y) dy =

= −
i
4

(Z(z) + sgn(x)σ1)eik(z)|x|(I +
i
2
AZ(z))−1A ((Z(z) + σ1)σ1ψ(0−) − (Z(z) − σ1)σ1ψ(0+))+

+
1
4c

(Z(z)+ sgn(x)σ1)eik(z)|x|(I+
i
2
AZ(z))−1A

∫
R

(Z(z)+ sgn(−y)σ1)eik(z)|y|
(
z − mc2 0

0 z + mc2

)
ψ(y) dy.

The results above imply

(30) + (31) + (32) + (33) =

= ψ(x) −
i
4

(Z(z) + sgn(x)σ1)eik(z)|x|2iσ1(ψ(0−) − ψ(0+))−

−
i
4

(Z(z) + sgn(x)σ1)eik(z)|x|(I +
i
2
AZ(z))−1A((Z(z) + σ1)σ1ψ(0−) − (Z(z) − σ1)σ1ψ(0+)) =

= ψ(x) −
i
4

(Z(z) + sgn(x)σ1)eik(z)|x| (2i + (I +
i
2
AZ(z))−1A(Z(z) + σ1))σ1︸                                              ︷︷                                              ︸

B−

ψ(0−)−

−
i
4

(Z(z) + sgn(x)σ1)eik(z)|x| (2i − (I +
i
2
AZ(z))−1A(Z(z) − σ1))σ1︸                                              ︷︷                                              ︸

B+

ψ(0+).

Matrix B− next to ψ(0−) is

B− = (2i + (I +
i
2
AZ(z))−1A(Z(z) + σ1))σ1 = (2i − 2i(I +

i
2
AZ(z))−1(

i
2
AZ(z) + I − I +

i
2
Aσ1))σ1 =

= (I +
i
2
AZ(z))−1(2iσ1 + A).

Similarly matrix B+ next to ψ(0+) is

(I +
i
2
AZ(z))−1(2iσ1 − A).

If we take the transmission condition into account

(2i − σ1A)ψ(0+) = (2i + σ1A)ψ(0−),

we finally get that

∀x ∈ R \ {0}, RAz (DA − z)ψ(x) = ψ(x).

□
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3 Spectral analysis

3.1 Spectrum of general relativistic point interactions

In this section we will study the spectrum of the operator DA. Since DA is not necessarily self–adjoint
it may happen that some points of its spectrum lie outside real numbers. We will find out if conditions
under which we do not get the resolvent RAz from Theorem 2.2.2 are superfluous due to our procedure of
finding the resolvent, or if they coincide with conditions for the spectral points.

Theorem 3.1.1. Let A be any complex matrix. Then

σ(DA) \ Rmc2 = σp(DA)

and z ∈ C \Rmc2 is in the spectrum of the operator DA (8) if and only if z satisfies the following equation

4 + 2i tr(AZ(z)) − detA = det(2I + iAZ(z)) = 0. (34)

The eigenvalue z has geometric multiplicity equal to dim(Ker(2I + iAZ(z)) and the corresponding eigen-
function can be found in the following form

ψ(x) =
(

C1eik(z)|x|

C̃1ζ(z)−1sgn(x)eik(z)|x|

)
, x ∈ R \ {0},

where (−iC1 − iC̃1,−iζ(z)C1 + iζ(z)C̃1) ∈ Ker(2I + iAZ(z)) \ {0⃗}.

Proof. Let us take z ∈ C \ Rmc2 then the eigenvalue equation is

−icσ1
d
dx
ψ + mc2σ3ψ = zψ, ψ ∈ Dom DA,

d
dx
ψ =

i
c

(
0 z + mc2

z − mc2 0

)
ψ.

(35)

Since the matrix on the right hand side of the equation is constant, it is easy to get its antiderivative.
Using (

0 z + mc2

z − mc2 0

)2

= (z2 − (mc2)2)I,

we can compute the exponential of the antiderivative.

exp
(

i
c

(
0 z + mc2

z − mc2 0

)
x
)
=

+∞∑
n=0

inxn

cnn!

(
0 z + mc2

z − mc2 0

)n

=

=

+∞∑
n=0

(−1)nx2n

(2n)!c2n (z2 − (mc2)2)n

 I + i

+∞∑
n=0

(−1)nx2n+1

(2n + 1)!c2n+1 (z2 − (mc2)2)n

 ( 0 z + mc2

z − mc2 0

)
=

= cos(k(z)x)I + i sin(k(z)x)
(

0 ζ(z)
ζ(z)−1 0

)
.

This yields that the general solution to the equation (35) can be written in the following form,
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ψ(x) =
(
ψ1(x)
ψ2(x)

)
=

(
cos(k(z)x) iζ(z) sin(k(z)x)

iζ(z)−1 sin(k(z)x) cos(k(z)x)

) (
C1
C2

)
.

Now we need to determine constants C1,C2 ∈ C. We will find ψ on the intervals (−∞, 0) and (0,+∞)
separately and then we will merge them via the transmission condition. Let us write k(z) = η + iγ, γ > 0
then

ψ1 = (C1 cosh(γx) −C2ζ(z) sinh(γx)) cos(ηx) + i(C2ζ(z) cosh(γx) −C1 sinh(γx)) sin(ηx),

ψ2 = (C2 cosh(γx) −C1ζ(z)−1 sinh(γx)) cos(ηx) + i(C1ζ(z)−1 cosh(γx) −C2 sinh(γx)) sin(ηx).

Therefore, to get a square-integrable solution we need C1 = ζ(z)C2 on (0,+∞) and C1 = −ζ(z)C2 on
(−∞, 0). We conclude that

ψ1(x) =

C1eik(z)x, x ∈ (0,+∞),
C̃1e−ik(z)x, x ∈ (−∞, 0),

and

ψ2(x) =

C1ζ(z)−1eik(z)x, x ∈ (0,+∞),
−C̃1ζ(z)−1e−ik(z)x, x ∈ (−∞, 0).

Recall that the transmission condition for ψ ∈ Dom DA reads as

(2iσ1 − A)ψ(0+) = (2iσ1 + A)ψ(0−),

where A is of the form (16). This implies

(2i − αζ(z) − β)C1 = (−2i + αζ(z) − β)C̃1,

(2i − γ − δζ(z)−1)C1 = (2i + γ − δζ(z)−1)C̃1,
(36)

which can be rearranged as

(2i − αζ(z))(C1 + C̃1) − β(C1 − C̃1) = 0,

−γ(C1 + C̃1) + (2i − δζ(z)−1)(C1 − C̃1) = 0.

Equivalently, we get (
2 + iαζ(z) iβζ(z)−1

iγζ(z) 2 + iδζ(z)−1

)
︸                            ︷︷                            ︸

2I+iAZ(z)

(
−i(C1 + C̃1)
−iζ(z)(C1 − C̃1)

)
= 0⃗. (37)

To find an implicit relation for eigenvalues, one must find condition under which a non–trivial solu-
tion of (36) exists. Existence of such solution (C1, C̃1) is guaranteed if and only if

0 =
1
2

∣∣∣∣∣∣ 2i − αζ(z) − β 2i − αζ(z) + β
2i − δζ(z)−1 − γ −2i + δζ(z)−1 − γ

∣∣∣∣∣∣ = det(2I + iAZ(z)) = 4 + 2i tr(AZ(z)) − detA. (38)

Recall that
z ∈ σ(DA) if and only if RAz = (DA − z)−1 < B(H).
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Therefore, we can check under which condition, Theorem 2.2.2 will not give us RAz . By Theorem 2.2.2
only problem may occur if the matrix (I + i

2AZ(z)) is not a regular matrix. This is true if and only if

0 = det(2I + iAZ(z)) = 4 + 2i tr(AZ(z)) − detA.

We can see that the condition under which z ∈ C \ Rmc2 is in the point spectrum of the operator DA

(38) is the same as the condition (34). This proves the theorem. □

Theorems 3.1.1 and 2.2.2 give us almost a full picture of the spectral problem. The operator DA has
only point spectrum in C \ Rmc2 which can be found by examining (34). If we start with A such that the
condition (34) is not fulfilled for any z ∈ C \ R, we receive the operator DA with purely real spectrum.

We can deal with the remaining set Rmc2 by using [Theorem XIII.14 [18]]. We know that RAz − Rz is
Hilbert–Schmidt and, thus, it is a compact operator and except cases, in which the inverse of the matrix
(I + i/2AZ(z)) does not exists for whole complex plane or half–plane, we will meet the assumptions of
the theorem. Since Rmc2 is equal to essential spectrum of the free Dirac operator the referenced theorem
implies that this set is also equal to an essential spectrum of the operator DA. In the next subsection, we
will look closer at critical cases, when whole complex plane or half–plane will lie in the point spectrum
of the operator DA.

3.2 Spectral transitions

If we choose m , 0 and the matrix A such that it has a non–zero diagonal, the condition (34) is at
most quadratic in ζ(z) and this gives us a finite number of points in the spectrum in C\Rmc2 . Nevertheless,
we can see remarkable spectral transitions of our model if elements on the diagonal of the matrix A are
equal to zero. Then (34) reduces to

0 = 4 − detA.

This yields that if matrix A has zeros on the diagonal and detA , 4 then by Theorem 3.1.1 we have no
spectrum outside Rmc2 . However, if A has zeros on the diagonal and its determinant is equal to 4, the
condition (34) holds for every z ∈ C \ Rmc2 . We can demonstrate this spectral transition by considering
following matrix

A =

(
α 2β
− 2
β 0

)
. (39)

We can see that for such matrix

σp(DA) =

C \ Rmc2 if α = 0,
∅ if α , 0.

Also choosing m = 0, we can observe another interesting spectral transitions. In this case, matrix
Z(z) takes a following form

Z(z) = sgn(Im(z))I.

Then (34) reads as

4 + sgn(Im(z))2i tr(A) − det(A) = 0. (40)

We can further investigate (40) and find an exact expression for the spectrum of DA. Firstly, discuss the
case when trA = 0. Then the condition is simplified to the following form
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4 − detA = 0.

This means that for the matrices A such that trA = 0 and detA = 4, we have σ(DA) = C.
Let us now discuss the case when trA , 0. Then (40) can be divided by trA to get

sgn(Im(z)) =
detA − 4

2i trA
.

This yields that if the following condition holds

detA − 4
2i trA

= ±1,

then the whole upper respectively lower complex half–plane will be in the spectrum of the operator and
the other one will not. We can again demonstrate these spectral transitions by considering the following
matrix

A =

(
iα 2 + β
−2 0

)
.

One can see that for such matrix in the case m = 0, we infer

σp(DA) =


C \ R if α = β = 0,
∅ if α = 0 ∧ β , 0 or 0 , α , ±β,
C± if β = ∓α , 0.

We will now summarize our findings.

1. m = 0. We have an implicit relation for eigenvalues in the form (40).

(a) trA = 0 ∧ detA = 4⇒ σp(DA) = C \ R.

(b) trA = 0 ∧ detA , 4⇒ σp(DA) = ∅.

(c) trA , 0 ∧ detA − 4 = ±2i trA⇒ σp(DA) = C±.

(d) trA , 0 ∧ detA − 4 , ±2i trA⇒ σp(DA) = ∅.

2. m > 0. We have implicit relation for eigenvalues in the form (34), which can be equivalently
rewritten as

αζ(z)2 +
i
2

(detA − 4)ζ(z) + δ = 0. (41)

(a) α = δ = 0 ∧ detA = 4⇒ σp(DA) = C \ Rmc2 .

(b) α = δ = 0 ∧ detA , 4⇒ σp(DA) = ∅.

(c) α = 0 ∧ δ , 0 ∧ detA = 4⇒ σp(DA) = ∅.

(d) α = 0 ∧ δ , 0 ∧ detA , 4 yields

ζ(z) =
2iδ

detA − 4
.

We will solve the equation generally

ζ(z) = ζ ∈ C,
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z + mc2√
z2 − (mc2)2

= ζ.

Squaring the equation, one will get

z2 + 2mc2z + (mc2)2

z2 − (mc2)2 = ζ2,

(1 − ζ2)z2 + 2mc2z + (1 + ζ2)(mc2)2 = 0.

If ζ2 , 1, the solutions to this quadratic equation are

z1 = mc2 ζ
2 + 1
ζ2 − 1

, z2 = −mc2.

We can immediately exclude the solution z2, since it does not solve original equation and,
in fact, lies in the essential spectrum of the operator DA. If ζ ∈ R then z1 also lies in the
essential spectrum of the operator and we have no solution. If ζ ∈ C \R we have exactly one
solution z1 in C \ Rmc2 .
In the case ζ2 = 1, we have linear equation and its solution is z = −mc2 and thus we have no
solution in C \ Rmc2 .

(e) α , 0 yields quadratic equation for ζ(z) in the form (41) which yields two solutions. De-
pending on the character of these solutions using calculation in 2.(d), we have maximum two
numbers z as eigenvalues.

We will formulate our findings in the following theorem.

Theorem 3.2.1. We have
σ(DA) = σp(DA) ∪ Rmc2

and no points from σp(DA) are in Rmc2 .
We have critical cases

• m = 0 ∧ trA = 0 ∧ detA = 4⇒ σp(DA) = C \ R.

• m = 0 ∧ trA , 0 ∧ 4 − detA = ∓2i trA⇒ σp(DA) = C±.

• m , 0 ∧ detA = 4 ∧ α = δ = 0⇒ σp(DA) = C \ Rmc2 .

In all other cases we have at most two eigenvalues of DA.

3.3 Pseudospectrum of the relativistic point interaction

Now we would like to explain why these wild spectral transitions, mentioned in section 3.2, appeared.
We will now consider only m , 0. It is clear that the spectrum of the point interaction from Definition
2.1.1 will not become denser while approaching critical transmission condition because if we consider
for example matrix Aα of the form (39) then for arbitrarily small α > 0 the condition (34) does not hold
for any z ∈ C \ Rmc2 . That implies that DAα , α > 0 does not have any new points in its spectrum. On the
other hand, if α = 0 then this condition holds for every z and this yields that the spectrum of DA0 is a
whole complex plane.

We will explain this remarkable spectral transitions with the pseudospectrum of the operator. We
will show that for arbitrarily small ε by taking τ to zero the whole complex plane will eventually fall into
the ε–pseudospectrum of the operator DAτ with Aτ = A0 + τB, where the matrix A0 is the critical matrix
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A0 =

(
0 2β
−2
β 0

)
and B is any fixed non–zero complex matrix. Note that for the fixed matrix B matrix A + τB cannot be
of the critical form.

Definition 3.3.1 (ε–pseudospectrum). Let A be a linear operator and RA(z) is its resolvent at z ∈ C.
Then we will call the set

σε(A) = {z ∈ C | ∥RA(z)∥ > ε−1}

ε–pseudospectrum of the operator A. Here we use a convention that ∥RA(z)∥ = +∞ if z ∈ σ(A).

Our main goal is to prove that the norm of the resolvent of the operator DAτ will go to infinity as τ
tends to zero. This will prove that for any ε and any z ∈ C \ Rmc2 this number z will eventually fall into
ε–pseudospectrum.

Theorem 3.3.1. For any ε > 0 and any number z ∈ C \ Rmc2 there exists τ0 > 0 such that for every
0 < τ < τ0, z ∈ σε(DAτ).

Proof. Let us denote

K = cRz(x, 0)(I +
i
2
AτZ(z))−1AτRz(0, y).

Then from a formula for the resolvent RAτz of the operator DAτ from Theorem 2.2.2 we get

RAτz = Rz − K .

Rz is a bounded integral operator and because it is a resolvent of the free Dirac operator we explicitly
know the norm of this operator

∥Rz∥ =
1

dist(z, σ(D0))
.

On the other hand, we will show that the norm of the operatorK will go to infinity because the matrix
(I + i

2AτZ(z)) is approaching a singular matrix as τ tends to zero.

K = cRz(x, 0)(I +
i
2
AτZ(z))−1AτRz(0, y) = c

1
det(I + i

2AτZ(z))
Rz(x, 0)MτAτRz(0, y),

whereMτ = det(I + i
2AτZ(z))(I + i

2AτZ(z))−1 τ→0
→

 1 −iβζ(z)−1

iζ(z)
β 1

 .
Then we can finally write the norm of the RAτz as

∥RAτz ∥ =
1

| det(I + i
2AτZ(z))|

∥ det(I +
i
2
AτZ(z))Rz − cRz(x, 0)MτAτRz(0, y)∥ ≥

≥
1

| det(I + i
2AτZ(z))|

∥cRz(x, 0)MτAτRz(0, y)∥ − ∥Rz∥.

Because det(I + i
2AτZ(z))

τ→0
→ 0 we conclude that

∥RAτz ∥
τ→0
→ +∞,

which proves the theorem. □
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3.4 Eigenvalues and eigenfunctions of the Dirac operator with the non–local potential

Question of a stability of the spectrum of the perturbation for self–adjoint operators is discussed
for example in [Theorems VIII.23,VIII.24 [18]]. In a self–adjoint case if we have the norm–resolvent
convergence at our disposal, the spectrum of the limiting operator cannot expand nor contract. Even
though a sudden contraction cannot happen also in a non–self–adjoint case, the same is not true for a
sudden expansion as discussed in a paragraph after [Theorems VIII.23,VIII.24, [18]] and in [Section IV.,
§3, 2nd subsection, [15]].

For this reason, we will discuss the spectral problem of the approximations and see if we can prove
a stronger statement. One can try to find an implicit relation for eigenvalues of the operator D0 with the
non–local potential (3) similar to the condition for the spectrum of the limiting operator (34) and see how
this condition behaves in the limit.

Recall the definition of the non–local approximation DAε from (3)

DAε = D0 + |vε⟩⟨vε| ⊗ cA.

Theorem 3.4.1. A point z ∈ C \ Rmc2 is an eigenvalue of DAε if and only if

det(I + c⟨vε|ARzvε⟩) = 0.

In the positive case, the corresponding eigenfunctions is of the form

ψ = cRz x⃗vε,

where x⃗ ∈ Ker(I+c⟨vε|ARzvε⟩). The geometric multiplicity of such point equals dim(Ker(I+c⟨vε|ARzvε⟩)).

Proof. Starting with the eigenequation we obtain

DAε ψ = zψ, ψ ∈ Dom DAε = Dom D0 = W1,2(R;C2),

−ic
d
dx
σ1ψ + mc2σ3ψ + cA⟨vε|ψ⟩vε = zψ,

(D0 − z)ψ = −cA⟨vε|ψ⟩vε ∈ L2(R;C2). (42)

For z ∈ C \ Rmc2 the equation (42) is equivalent to the following

∃ψ ∈ Dom(D0) \ {0}, ψ = −cRzA⟨vε|ψ⟩vε. (43)

This implies that for a certain vector a⃗ ∈ C2 a function ψ is in the following form

ψ = cRzAa⃗vε. (44)

If we substitute (44) into the equation (43) we get another equivalent expression of (42)

(∃a⃗ ∈ C2)(Aa⃗ , 0 ∧ cRzAa⃗vε = −c2RzA⟨vε|RzAa⃗vε⟩vε), (45)

which we can rewrite as

(∃a⃗ ∈ C2)(Aa⃗ , 0 ∧ Aa⃗ = −cA⟨vε|Rzvε⟩Aa⃗). (46)

Finally, we get that (46) holds if and only if

(∃a⃗ ∈ C2)(Aa⃗ , 0 ∧ (I + cA⟨vε|Rzvε⟩)Aa⃗ = 0), (47)
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which is equivalent to

det(I + c⟨vε|ARzvε⟩) = 0. (48)

Firstly, we will prove the equivalence between (47) and (48) for a regular matrix A. In this case (45) can
be rewritten to the following form

(∃a⃗ ∈ C2, a⃗ , 0)(a⃗ = −c⟨vε|RzAvε⟩a⃗).

That is true if and only if

det(I + c⟨vε|RzAvε⟩) = 0.

Due to the parity in integrals and the form of Rz, this is the exactly the same condition as (48).
For a singular matrix A a reverse implication from (48) to (47) still remains unproven. Let us start

with det(I + c⟨vε|ARzvε⟩) = 0. This implies

(∃x⃗ ∈ C2, x⃗ , 0)((I + c⟨vε|ARzvε⟩)x⃗ = 0).

We need to prove that there exists some vector a⃗ ∈ C2 such that Aa⃗ = x⃗.

(I + c⟨vε|ARzvε⟩)x⃗ = 0,

x⃗ + c⟨vε|ARzvε⟩x⃗ = 0,

x⃗ + cA⟨vε|Rzvε⟩x⃗ = 0,

x⃗ = A (−c⟨vε|Rzvε⟩x⃗)︸           ︷︷           ︸
:=a⃗

,

which means that (47) and (48) are indeed equivalent for any matrix A. Also from the previous calcula-
tion it is clear that for every x⃗ ∈ Ker(I + c⟨vε|ARzvε⟩) there exists vector a⃗ such that

x⃗ = Aa⃗,

which, along with (44), gives us the sought form of the eigenfunction of the operator. □

Using similar calculations as in Lemma 2.2.1 we can show that the matrix c⟨vε|RzAvε⟩ converges to
the matrix i/2 Z(z)A. From continuity of the determinant we have the limit of the condition (48)

det(I + c⟨vε|RzAvε⟩)
ε→0
→ det(I +

i
2
Z(z)A),

which is exactly the same result as we got in the previous section for the condition for the point spectrum
of DA. This result gives us at most asymptotic behaviour of eigenvalues of the approximations nearby
the eigenvalues of the limiting operator.

In the following text, we will prove even stronger spectral relation between the approximation and
the point interactions then ones we get from the general results. Particularly, we will show that the
spectrum of the limiting operator cannot expand also in the non–self–adjoint setting except the critical
cases discussed in Section 3.2. Let us denote, for z ∈ C \ Rmc2 , functions

Γ(z) := det
(
I +

i
2
AZ(z)

)
,

Γε(z) := det(I + c⟨vε|ARzvε⟩).

Roots of these functions characterize the eigenvalues of the operators DA and DAε , respectively.
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Lemma 3.4.1. Functions Γ(z) and Γε(z) are analytic in z ∈ C \ Rmc2 .

Proof. Because both functions are smooth compositions of k(z),ζ(z) and ζ(z)−1, it is sufficient to prove
that the latter functions are analytic.

Since function w→
√
w is analytic in C \ [0,+∞), we get that the function

ck(z) =
√

z2 − (mc2)2

is also analytic in C \ Rmc2 . Finally, we have

ζ(z) =
z + mc2

ck(z)
,

which implies analyticity of ζ(z) and ζ(z)−1 in C \ Rmc2 . □

Theorem 3.4.2. Operator DAε has at most countable many eigenvalues in C \ Rmc2 . The set of all
eigenvalues can have accumulation points only at infinity or in Rmc2 . In addition, for z ∈ σp(DAε ),

|Imz| ≤
c
ε
∥A∥∥v∥2L2 .

Proof. We can see that

Γε(z) = det(I + c⟨vε|ARzvε⟩) = det(I + EεAZ(z)),

where Eε =
i
2

∫
R2 vε(x)eik(z)|x−y|vε(y) dy dx. If Γε(z) was constant then it would be necessarily equal to 1.

We can see that from the limit
lim

n→+∞
Γε(±in) = 1.

But then there is no point spectrum of the operator DAε .
If the function Γε(z) is not constant then from Lemma 3.4.1 and from the identity theorem for analytic

functions it immediately follows that there are at most countable many roots of Γε(z).
Last bit of the theorem comes from the article [7] on non–symmetric perturbations. Since our per-

turbation of the operator D0 is

cWε ⊗ A = c|vε⟩⟨vε| ⊗ A,

which is tensor product of the rank one Hilbert–Schmidt operator |vε⟩⟨vε| and A we get the norm of the
perturbation

∥cWε ⊗ A∥ = c∥A∥∥Wε∥2 =
c
ε
∥A∥∥v∥2L2 .

The assertion then follows from the [Theorem 2.1, [7]]. □

Theorem 3.4.3. Let z0 ∈ σp(DA) and B be a ball such that z0 is only eigenvalue of DA in B and
B ∩ Rmc2 = ∅. Then for ε > 0 sufficiently small, there exists at least one eigenvalue of the operator DAε
inside the ball B.

Proof. We will begin with the estimation of the difference of Γ(z) and Γε(z).

|Γ(z)− Γε(z)| =

∣∣∣∣∣∣( i
2
− Eε

)
trAZ(z) +

(
−

1
4
− E2

ε

)
detA

∣∣∣∣∣∣ ≤ 1
2
|i− 2Eε|

(
1
2

(1 + 2|Eε|) detA + | trAZ(z)|
)
.

(49)
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Since ∂B is a compact set, k(∂B) and trAZ(∂B) are also compact by continuity. This implies

sup
z∈∂B
| trAZ(z)| < +∞.

If we take into account continuity of Eε(z) introduced in (19) together with the fact that Eε
ε→0
−−−→ i/2 we

infer that
lim
ε→0

sup
z∈∂B
|i − 2Eε| = 0.

Putting this in top of (49) we arrive at

lim
ε→0

sup
z∈∂B
|Γ(z) − Γε(z)| = 0. (50)

Since ∀z ∈ ∂B,Γ(z) , 0 where ∂B is a compact set we have

inf
∂B
|Γ(z)| > 0.

If we use this result and (50) we conclude that

(∃δ > 0)(∀ε < δ)(∀z ∈ ∂B)(|Γ(z) − Γε(z)| < |Γ(z)|).

From the Rouché theorem it follows that there are same number of roots of both functions Γ(z) and Γε(z)
in the ball B. □
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4 Non–relativistic limit

In this section we will consider m > 0 and a function v ∈ L2(R;R) ∩ L1(R;R) such that its derivative
v′ also lies in L2(R;R) ∩ L1(R;R) . Let us also denote

µ(z) =
√

2mz, Imµ(z) ≥ 0.

and

Z̃(z) =
(
µ(z)−1 0

0 µ(z)

)
.

Let us also recall the free Schrödinger operator defined as

H0ψ(x) = −
1

2m
d2

dx2ψ(x),∀x ∈ R,

Dom H0 = W2,2(R).

Spectrum of this operator contains

σ(H0) = σess(H0) = [0,+∞).

Its resolvent is the integral operator Kz with an integral kernel

Kz(x, y) =
im
µ(z)

eiµ(z)|x−y|. (51)

4.1 Point interactions

A well known result for the Dirac operator tells us that by performing the so called non–relativistic
limit, i.e., firstly subtracting rest energy mc2 from the operator and then sending the speed of light c
to +∞, of the Dirac operator one will end up with the Schrödinger operator [Corollary 6.2. [23]]. For
this reason, to study the non–relativistic limit of our model of general relativistic point interactions, it is
generally a good idea to start with the definition of non–relativistic point interactions. There are dozens
of articles dealing with the non–relativistic model of point interactions. If we are interested also in the
non–self–adjoint case, the list of the related papers is considerably shorter [2, 10, 19, 20]. Also for a
more general view at the problem, the article from Hussein, Krejčiřík and Siegl [14] on non–self–adjoint
graphs is recommended.

We will define general non–relativistic point interactions in a similar way as in [10] or [2]. Let us
start with the formal expression for the Schrödinger operator with the point interaction

HA = −
1

2m
d2

dx2 +
α

2m
|δ(x)⟩⟨δ(x)| +

iβ
2m
|δ(x)⟩⟨δ′(x)| −

iγ
2m
|δ′(x)⟩⟨δ(x)| +

δ

2m
|δ′(x)⟩⟨δ′(x)|. (52)

Now similarly as in the Dirac case the terms ⟨δ(x)|ψ⟩ and ⟨δ′(x)|ψ⟩ do not make sense since we assume
that ψ and ψ′ are discontinuous at the point of interaction. Because of this we must extend the definition
of the distributions as follows

⟨δ(x)|ψ⟩ =
ψ(0+) + ψ(0−)

2
,

⟨δ′(x)|ψ⟩ = −
ψ′(0+) + ψ′(0−)

2
.
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Now, to get a well defined operator, the singular parts of HAψmust cancel out for every ψ ∈ Dom HA.
From this transmission conditions will follow. Firstly, let us take f ∈ D(R) and consider the following

∀ψDom HA, ⟨ψ′′(x)| f (x)⟩ = ⟨ψ(x)| f ′′(x)⟩ =

= ⟨(ψ(0+) − ψ(0−)δ′(x)| f (x)⟩ + ⟨(ψ′(0+) − ψ′(0−))δ(x)| f (x)⟩ + ⟨{ψ′′(x)}| f ⟩.

Therefore, the singular parts of HA will cancel out if and only if

−(ψ(0+) − ψ(0−))δ′(x) − (ψ′(0+) − ψ′(0−))δ(x)+

+α
ψ(0+) + ψ(0−)

2
δ(x) − iβ

ψ′(0+) + ψ′(0−)
2

δ(x) − iγ
ψ(0+) + ψ(0−)

2
δ′(x) − δ

ψ′(0+) + ψ′(0−)
2

δ′(x) = 0.

From this condition we will derive the following definition of the general point interaction.

Definition 4.1.1 (General non–relativistic point interactions). Let A be any 2 × 2 complex matrix. Then
we will call the operator HA, define as follows, the operator of the point interaction.

HAψ(x) = −
1

2m
d2

dx2ψ(x), ∀x ∈ R \ {0},

Dom HA = {φ ∈ W2,2(R \ {0}) | Γ1φ = VAV
∗Γ0φ},

where

Γ0φ =
1
2

(
φ(0+) + φ(0−)
−φ′(0+) − φ′(0−)

)
, Γ1φ =

(
φ′(0+) − φ′(0−)
φ(0+) − φ(0−)

)
,

and

V =

(
i 0
0 1

)
.

For further investigation of the operator HA, it is convenient to look at its eigenequation. The follow-
ing theorem was already proven in [10]. We rewrite the theorem and its short proof in our notation.

Theorem 4.1.1. We have σp(HA)∩ [0,+∞) = ∅ and z ∈ C \ [0,+∞) is an eigenvalue of HA if and only if

det(2I + iAZ̃(z)) = 4 − detA + 2i
(
α

µ(z)
+ µ(z)δ

)
= 0.

In the positive case, the corresponding eigenvalue z has geometric multiplicity equal to

dim ker(2I + iAZ̃(z)).

If (C1,C2) ∈ ker(2I + iAZ̃(z)) \ {0} then the associated eigenfunctions are of the form

ψ(x) =

C1eiµ(z)x, x > 0,
C2e−iµ(z)x, x < 0.

Proof. Let us start with the eigenequation, ∀z ∈ C \ [0,+∞), x , 0

−
1

2m
d2

dx2ψ(x) = zψ(x),

d2

dx2ψ(x) = −2mzψ(x).
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One must consider that the corresponding eigenfunction will have discontinuity at the point of inter-
action. For that reason we will solve the differential equation on (0,+∞) and (−∞, 0) separately and then
we will merge these two solution via the transmission condition from Definition 4.1.1. If we want our
solutions to lie in L2 space, it needs to be in the following form

ψ(x) = C1eiµ(z)x, x > 0,

ψ(x) = C2e−iµ(z)x, x < 0.

From that, we obtain
ψ(0+) = C1,

ψ(0−) = C2,

ψ′(0+) = iµ(z)C1,

ψ′(0−) = −iµ(z)C2.

Substituting these results into the transmission condition from Definition 4.1.1 we will get(
iµ(z)(C1 +C2)

C1 −C2

)
=

1
2

(
α(C1 +C2) + µ(z)β(C1 −C2)
−iγ(C1 +C2) − iµ(z)δ(C1 −C2)

)
. (53)

Rearranging the equation (53), one infers that(
α + µ(z)β − 2iµ(z) α − µ(z)β − 2iµ(z)
−iγ − iµ(z)δ − 2 −iγ + iµ(z)δ + 2

) (
C1
C2

)
= 0⃗.

From that we conclude that the non–trivial solution to the eigenequation will arise if and only if

0 =

∣∣∣∣∣∣α + µ(z)β − 2iµ(z) α − µ(z)β − 2iµ(z)
−iγ − iµ(z)δ − 2 −iγ + iµ(z)δ + 2

∣∣∣∣∣∣ = 4α + 4µ(z)2δ + 2iµ(z) detA − 8iµ(z)

and by dividing the equation by −2iµ(z) we will equivalently get

4 − detA + 2i
(
α

µ(z)
+ µ(z)δ

)
= 0.

□

4.2 Non–relativistic limit of relativistic point interactions

We already found the resolvent of the operator DA in Section 2. To find the non–relativistic limit we
will mimic the procedure which can be found in [3]. Firstly, we will subtract rest energy mc2 from the
operator DA. Note that

σ(DA − mc2) = {(−∞,−2mc2] ∪ [0,+∞)}.

Secondly, the elements of the matrix A must be rescaled in a following way

A 7→ Ac =

( 1
2mcα β

γ 2mcδ

)
. (54)

Subsequently, by performing the limit c→ +∞ for the resolvent in the operator norm we will finally get
the corresponding non–relativistic limit. One should note that by rescaling the matrix A in the presented
way we did not change determinant of the matrix.
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Theorem 4.2.1. Let z ∈ C \ [0,+∞) and A obeys (54) together with

4 − detA + 2i
1
µ(z)

α + 2iµ(z)δ , 0.

Then the resolvent RAc
z+mc2 of the operator DAc converge in the operator norm, as c→ +∞, to the bounded

integral operator KAz multiplied by the projection on the upper component of the Dirac wavefunction

RAc
z+mc2

u
−−−−−→
c→+∞

KAz ⊗
(
1 0
0 0

)
,

where

KAz (x, y) :=
im
µ(z)

eiµ(z)|x−y| +
1

4 − detA + 2i 1
µ(z)α + 2iµ(z)δ

·

·

(
2m
µ(z)2α +

im
µ(z)

detA + sgn(x)
2m
µ(z)

γ − sgn(y)
2m
µ(z)

β − sgn(x)sgn(y)(2mδ +
im
µ(z)

detA)
)

eiµ(z)(|x|+|y|).

(55)

Proof. Let us recall the resolvent formula of the operator DA .

RAc
z (x, y) = (DAc − z)−1(x, y) =

= Rz(x, y) − cRz(x, 0)
(
I +

i
2
AcZ(z)

)−1
AcRz(0, y) = Rz(x, y) − K(x, y)

Then by subtracting mc2 from the Hamiltonian of the relativistic point interaction we get

(DAc − z − mc2)−1 = (DAc − z̃)−1 =

=
i

2c
(Z(z̃)+sgn(x−y)σ1)eik(z̃)|x−y|+

1
4c

(Z(z̃)+sgn(x)σ1)
(
I +

i
2
AcZ(z̃)

)−1
Ac(Z(z̃)−sgn(y)σ1)eik(z̃)(|x|+|y|),

(56)

where

z̃ = z + mc2,

ζ(z̃) = c

√
1
c2 +

2m
z
,

k(z̃) =

√( z
c

)2
+ 2mz.

(57)

We have

4
C̃
N :=

(
I +

i
2
AcZ(z̃)

)−1
Ac =

1

1 + i ζ(z̃)
4mcα + imcζ(z̃)−1δ − 1

4 detA

( 1
2mcα +

i
2ζ(z̃)−1 detA β

γ 2mcδ + i
2ζ(z̃) detA

)
,

where
C̃ = 4 − detA + i

ζ(z̃)
mc

α + 4imcζ(z̃)−1δ,
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which yields

Z(z̃)NZ(z̃) =
 ζ(z̃)2

2mc α +
i
2ζ(z̃) detA β

γ 2mcζ(z̃)−2δ + i
2ζ(z̃)−1 detA

 , (58)

Z(z̃)Nσ1 =

(
ζ(z̃)β ζ(z̃)

2mcα +
i
2 detA

2mcζ(z̃)−1δ + i
2 detA ζ(z̃)−1γ

)
, (59)

σ1NZ(z̃) =
(

ζ(z̃)γ 2mcζ(z̃)−1δ + i
2 detA

ζ(z̃)
2mcα +

i
2 detA ζ(z̃)−1β

)
, (60)

σ1Nσ1 =

(
2mcδ + i

2ζ(z̃) detA γ

β 1
2mcα +

i
2ζ(z̃)−1 detA

)
. (61)

Using the explicit forms of matrices (58),(59),(60), and (61) one can easily take point–wise limit of
(56) as c→ +∞.

RAc
z̃

c→+∞
−−−−−→ KAz ⊗

(
1 0
0 0

)
= (Kz − L) ⊗

(
1 0
0 0

)
=

(
im
µ(z)

eiµ(z)|x−y| + Ueiµ(z)(|x|+|y|)
)
⊗

(
1 0
0 0

)
, (62)

where
L(x, y) = −Ueiµ(z)(|x|+|y|),

U =
1
C

(
α

z
+

im
µ(z)

detA + sgn(x)
2m
µ(z)

γ − sgn(y)
2m
µ(z)

β − sgn(x)sgn(y)(2mδ +
im
µ(z)

detA)
)
, (63)

C = 4 − detA + 2i
1
µ(z)

α + 2iµ(z)δ.

From this we have candidate on the operator limit in the form of (62). Since the first part of RAc
z̃ is

the resolvent Rz̃ of the free Dirac operator and the first part of the operator KAz is actually the resolvent Kz

of the free Schrödinger operator, we know that these two parts will converge to each other in the operator
norm [Corollary 6.2. [23]]. Because of that we just need to prove that

K
u

−−−−−→
c→+∞

L ⊗

(
1 0
0 0

)
.

Since both of these two operators K and L are Hilbert–Schmidt we will prove the convergence in the
Hilbert–Schmidt norm which will consequently imply the convergence in the operator norm.

Let us denote matrix structure of the second part of RAc
z̃ as

Uc =
1

cC̃
(Z(z̃)NZ(z̃) + sgn(x)σ1NZ(z̃) − sgn(y)Z(z̃)Nσ1 − sgn(x)sgn(y)σ1Nσ1), (64)

One can see that Uc converges, as c→ +∞, to

U := U
(
1 0
0 0

)
in any matrix norm and because a function f (w) = ei

√
w(|x|+|y|), for fixed x and y, is continuos ∀w ∈ C \ R

we finally get

|Uceik(z̃)(|x|+|y|) − Ueiµ(z)(|x|+|y|)| ≤ |Uc − U||eiµ(z)(|x|+|y|)| + |Uc||eik(z̃)(|x|+|y|) − eiµ(z)(|x|+|y|)|
c→+∞
−−−−−→ 0.
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To finish the prove, one must find the integrable majorant of the integrand |Uceik(z̃)(|x|+|y|)−Ueiµ(z)(|x|+|y|)|

such that it will not depend on c.

|Uceik(z̃)(|x|+|y|) − Ueiµ(z)(|x|+|y|)| ≤ |Uc||ei(k(z̃)−µ(z))(|x|+|y|)||eiµ(z)(|x|+|y|)| + |U||eiµ(z)(|x|+|y|)|. (65)

Now we need to estimate |Uc|, |U| and |ei(k(z̃)−µ(z))(|x|+|y|)|. Keep in mind that the term |eiµ(z)(|x|+|y|)| is
already square integrable. Since |U| is uniformly bounded and Uc → U we also have

|Uc| ≤ C1.

Now from a continuity of k(z̃) at z̃ it follows

(∃c1 ≥ 0)(∀c ≥ c1)(|Im(k(z̃) − µ(z))(|x| + |y|)| ≤
Im(µ(z))(|x| + |y|)

2
).

Putting this together with (65), we infer that there exists c1 ≥ 0 such that ∀c ≥ c1,

|Uceik(z̃)(|x|+|y|) − Ueiµ(z)(|x|+|y|)| ≤ C1e−Im(k(z̃)−µ(z))(|x|+|y|)e−Im(µ(z))(|x|+|y|) +C2e−Im(µ(z))(|x|+|y|) ≤

≤ C1e−
Im(µ(z))

2 (|x|+|y|) +C2e−Im(µ(z))2(|x|+|y|). (66)

This concludes the proof. □

It was already proven in [19] that the operator KAz , which we got as the non–relativistic limit of the
resolvent of the Hamiltonian of a general relativistic point interaction, is indeed the resolvent of HA

from Definition 4.1.1. The proof in the article is rather formal and also misses details of a calculation of
(HA − z)−1, which is long but straightforward. For that reason, we decided to present a full proof here.

Theorem 4.2.2. Let A be any 2 × 2 complex matrix and z ∈ C \ [0,+∞) such that

4 − detA + 2i
1
µ(z)

α + 2iµ(z)δ , 0.

Then the operator KAz defined in (55) is the resolvent of the operator of the general point interaction
introduced in Definition 4.1.1.

Proof. Firstly, we can prove that the operator KAz is the left inverse of the operator (HA − z) explicitly by
calculating KAz (HA − z)ψ for every ψ ∈ Dom HA.

Let us now denote few constants to simplify the calculation.

C := 4 − detA + 2i
1
µ(z)

α + 2iµ(z)δ,

α̃ :=
1
C

(
α

z
+

im
µ(z)

detA
)
,

β̃ :=
1
C

2mβ
µ(z)

,

γ̃ :=
1
C

2mγ
µ(z)

and

δ̃ :=
1
C

(
2mδ +

im
µ(z)

detA
)
.
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Let us consider x > 0. Then by using integration by parts we get, for the first part of (62), following
expression

∫
R

im
µ(z)

eiµ(z)|x−y|
(
−

1
2m

ψ′′(y)
)

dy =

=
−i

2µ(z)

(∫ +∞

x
eiµ(z)|x−y|ψ′′(y) dy +

∫ x

0
eiµ(z)|x−y|ψ′′(y) dy +

∫ 0

−∞

eiµ(z)|x−y|ψ′′(y) dy
)
=

=
−i
2
([

1
µ(z) e

iµ(z)|x−y|ψ′(y)
]y→+∞
y→x

+
[

1
µ(z) e

iµ(z)|x−y|ψ′(y)
]y→x

y→0
+

[
1
µ(z) e

iµ(z)|x−y|ψ′(y)
]y→0

y→−∞
−

−

∫ +∞

x
ieiµ(z)|x−y|ψ′(y) dy +

∫ x

0
ieiµ(z)|x−y|ψ′(y) dy +

∫ 0

−∞

ieiµ(z)|x−y|ψ′(y) dy ) =
=
−i
2
( 1

µ(z) e
iµ(z)|x|(ψ′(0−)−ψ′(0+))− [ieiµ(z)|x−y|ψ(y)]y→+∞y→x + [ieiµ(z)|x−y|ψ(y)]y→x

y→0+ [ieiµ(z)|x−y|ψ(y)]y→0
y→−∞−

−

∫
R
µ(z)eiµ(z)|x−y|ψ(y) dy ) =

= ψ(x) +
i

2µ(z)
eiµ(z)|x|(ψ′(0+) − ψ′(0−)) −

1
2

eiµ(z)|x|(ψ(0+) − ψ(0−)) +
iµ(z)

2

∫
R

eiµ(z)|x−y|ψ(y) dy.

Similarly for x < 0 we get∫
R

im
µ(z)

eiµ(z)|x−y|
(
−

1
2m

ψ′′(y)
)

dy =

= ψ(x) +
i

2µ(z)
eiµ(z)|x|(ψ′(0+) − ψ′(0−)) +

1
2

eiµ(z)|x|(ψ(0+) − ψ(0−)) +
iµ(z)

2

∫
R

eiµ(z)|x−y|ψ(y) dy.

In other words we get ∀x ∈ R \ {0}

im
µ(z)

eiµ(z)|x−y|(HA−z)ψ(x) = ψ(x)+
i

2µ(z)
eiµ(z)|x|(ψ′(0+)−ψ′(0−))−sgn(x)

1
2

eiµ(z)|x|(ψ(0+)−ψ(0−)). (67)

Now, we need to look at the second part of the operator KAz (55). Let us denote

L(x, y) := (α̃ + γ̃sgn(x) − β̃sgn(y) − δ̃sgn(x)sgn(y))eiµ(z)(|x|+|y|).

Then we get∫
R
L(x, y)

(
−

1
2m

ψ′′(y)
)

dy = −
1

2m

(∫ +∞

0
L(x, y)ψ′′(y) dy +

∫ 0

−∞

L(x, y)ψ′′(y) dy
)
=

= −
1

2m
([(α̃− β̃+ (γ̃− δ̃)sgn(x))eiµ(z)(|x|+|y|)ψ′(y)]y→+∞

y→0 + [(α̃+ β̃+ (γ̃+ δ̃)sgn(x))eiµ(z)(|x|+|y|)ψ′(y)]y→0
y→−∞−

−

∫ +∞

0
iµ(z)(α̃−β̃+(γ̃−δ̃)sgn(x))eiµ(z)(|x|+|y|)ψ′(y) dy+

∫ 0

−∞

iµ(z)(α̃+β̃+(γ̃+δ̃)sgn(x))eiµ(z)(|x|+|y|)ψ′(y) dy)=
= −

1
2m

(−(α̃ − β̃ + (γ̃ − δ̃)sgn(x))eiµ(z)|x|ψ′(0+) + (α̃ + β̃ + (γ̃ + δ̃sgn(x))eiµ(z)|x|ψ′(0−)+

+ iµ(z)(α̃ − β̃ + (γ̃ − δ̃)sgn(x))eiµ(z)|x|ψ(0+) + iµ(z)(α̃ + β̃ + (γ̃ + δ̃)sgn(x))eiµ(z)|x|ψ(0−)−

−

∫
R
µ(z)2(α̃ − β̃sgn(y) + γ̃sgn(x) − δ̃sgn(x)sgn(y))eiµ(z)(|x|+|y|)ψ(y) dy )
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Hence, by using the identity µ(z)2 = 2mz, we obtain∫
R
L(x, y)(HA − z)ψ(y) dy =

= −
1

2m
(−(α̃ − β̃ + (γ̃ − δ̃)sgn(x))eiµ(z)|x|ψ′(0+) + (α̃ + β̃ + (γ̃ + δ̃sgn(x))eiµ(z)|x|ψ′(0−)+

+ iµ(z)(α̃ − β̃ + (γ̃ − δ̃)sgn(x))eiµ(z)|x|ψ(0+) + iµ(z)(α̃ + β̃ + (γ̃ + δ̃)sgn(x))eiµ(z)|x|ψ(0−)). (68)

Now, in view of (67) and (68), KAz (HA − z) = Id|Dom HA if and only if

1
2m

(α̃ + sgn(x)γ̃ − β̃ − sgn(x)δ̃)ψ′(0+) −
1

2m
(α̃ + sgn(x)γ̃ + β̃ + sgn(x)δ̃)ψ′(0−)−

−
iµ(z)
2m

(α̃ + sgn(x)γ̃ − β̃ − sgn(x)δ̃)ψ(0+) −
iµ(z)
2m

(α̃ + sgn(x)γ̃ + β̃ + sgn(x)δ̃)ψ(0−)+

+
i

2µ(z)
(ψ′(0+) − ψ′(0−)) − sgn(x)

1
2

(ψ(0+) − ψ(0−)) = 0, (69)

which can be rewritten, by substituting for α̃, β̃, γ̃ and δ̃, as

(
2α
µ(z)2 +

i
µ(z)

detA −
2β
µ(z)
+

2γ
µ(z)

sgn(x) − (2δ +
i

µ(z)
detA)sgn(x)

)
ψ′(0+)−

−

(
2α
µ(z)2 +

i
µ(z)

detA +
2β
µ(z)
+

2γ
µ(z)

sgn(x) + (2δ +
i

µ(z)
detA)sgn(x)

)
ψ′(0−)−

− iµ(z)
(

2α
µ(z)2 +

i
µ(z)

detA −
2β
µ(z)
+

2γ
µ(z)

sgn(x) − (2δ +
i

µ(z)
detA)sgn(x)

)
ψ(0+)−

− iµ(z)
(

2α
µ(z)2 +

i
µ(z)

detA +
2β
µ(z)
+

2γ
µ(z)

sgn(x) + (2δ +
i

µ(z)
detA)sgn(x)

)
ψ(0−)+

+
i

µ(z)

(
4 − detA + 2i(

α

µ(z)
+ µ(z)δ)

)
(ψ′(0+) − ψ′(0−))−

− sgn(x)
(
4 − detA + 2i(

α

µ(z)
+ µ(z)δ)

)
(ψ(0+) − ψ(0−)) = 0. (70)

From this we can see that several terms in (70) will cancel out and for the remaining terms we get the
following(
−

2β
µ(z)
+

2γ
µ(z)

sgn(x) − (2δ +
i

µ(z)
detA)sgn(x)

)
ψ′(0+)−

−

(
2β
µ(z)
+

2γ
µ(z)

sgn(x) + (2δ +
i

µ(z)
detA)sgn(x)

)
ψ′(0−)−

−

(
2iα
µ(z)
− detA − 2iβ + 2iγsgn(x)

)
ψ(0+)−

−

(
2iα
µ(z)
− detA + 2iβ + 2iγsgn(x)

)
ψ(0−)+

+

(
4i
µ(z)
− 2δ

)
(ψ′(0+) − ψ′(0−)) − sgn(x)

(
4 +

2i
µ(z)

α

)
(ψ(0+) − ψ(0−)) = 0 (71)

We will look at the parts of (71) with µ(z)−1 and the rest separately.
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1.

(−2β + 2γsgn(x) − i detAsgn(x))ψ′(0+) − (2β + 2γsgn(x) + i detAsgn(x))ψ′(0−)−

− 2iα(ψ(0+) + ψ(0−)) + 4i(ψ′(0+) − ψ′(0−)) − 2iαsgn(x)(ψ(0+) − ψ(0−)) = 0,

which we can rewrite as

− (2β + i detAsgn(x))(ψ′(0+) + ψ′(0−)) + (4i + 2γsgn(x))(ψ′(0+) − ψ′(0−))−

− 2iα(ψ(0+) + ψ(0−)) − 2iαsgn(x)(ψ(0+) − ψ(0−)) = 0. (72)

2.

− 2δsgn(x)(ψ′(0+) + ψ′(0−)) + (detA + 2iβ − 2iγsgn(x))ψ(0+)+

+ (detA − 2iβ − 2iγsgn(x))ψ(0−) − 2δ(ψ′(0+) − ψ′(0−)) − sgn(x)4(ψ(0+) − ψ(0−)) = 0,

which is equivalent to

− 2δsgn(x)(ψ′(0+) + ψ′(0−)) − 2δ(ψ′(0+) − ψ′(0−))+

+ (detA − 2iγsgn(x))(ψ(0+) + ψ(0−)) + (2iβ − 4sgn(x))(ψ(0+) − ψ(0−)) = 0. (73)

Now from (72) and (73) we get the following four conditions

−2βψ′+ + 4iψ′− − 2iαψ+ = 0, (74)

−i detAψ′+ + 2γψ′− − 2iαψ− = 0, (75)

−2δψ′− + detAψ+ + 2iβψ− = 0, (76)

−2δψ′+ − 2iγψ+ − 4ψ− = 0, (77)

where

f+ := f (0+) + f (0−), f− := f (0+) − f (0−).

One can check that the four conditions (74), (75), (76) and (77) are not linearly independent and, in
fact, it is sufficient for the four conditions to hold that the following two conditions are satisfied

ψ′− = −
iβ
2
ψ′+ +

α

2
ψ+,

ψ− = −
δ

2
ψ′+ −

iγ
2
ψ+.

These two conditions are our transmission conditions for the operator HA of general point interactions.
This yields

KAz (HA − z)ψ(x) = ψ(x).

Now, we need to prove that KAz is also right inverse. Above all, we need to prove that KAz ψ ∈
Dom HA. Putting

φ(x) := Kzψ(x) =

=

∫
R

(
im
µ(z)

eiµ(z)|x−y| + (α̃ + γ̃sgn(x) − β̃sgn(y) − δ̃sgn(x)sgn(y))eiµ(z)(|x|+|y|)
)
ψ(y) dy,
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we see that

φ(0+) =
∫
R

(
im
µ(z)

eiµ(z)|y| + (α̃ + γ̃ − β̃sgn(y) − δ̃sgn(y))eiµ(z)|y|
)
ψ(y) dy (78)

and

φ(0−) =
∫
R

(
im
µ(z)

eiµ(z)|y| + (α̃ − γ̃ − β̃sgn(y) + δ̃sgn(y))eiµ(z)|y|
)
ψ(y) dy. (79)

Next we gave

d
dx
φ(x) =

∫
R

(
−msgn(x − y)eiµ(z)|x−y| + (α̃ + γ̃ − β̃sgn(y) − δ̃sgn(y))iµ(z)eiµ(z)(|x|+|y|)

)
ψ(y) dy,

φ′(0+) =
∫
R

(
msgn(y)eiµ(z)|y| + (α̃ + γ̃ − β̃sgn(y) − δ̃sgn(y))iµ(z)eiµ(z)|y|

)
ψ(y) dy. (80)

for x > 0, and

d
dx
φ(x) =

∫
R

(
−msgn(x − y)eiµ(z)|x−y| − (α̃ − γ̃ − β̃sgn(y) + δ̃sgn(y))iµ(z)eiµ(z)(|x|+|y|)

)
ψ(y) dy,

φ′(0−) =
∫
R

(
msgn(y)eiµ(z)|y| − (α̃ − γ̃ − β̃sgn(y) + δ̃sgn(y))iµ(z)eiµ(z)|y|

)
ψ(y) dy. (81)

for x < 0, respectively
From (78),(79),(80), and (81) we get the following

φ+ =

∫
R

(
2

im
µ(z)
+ 2(α̃ − β̃sgn(y))

)
eiµ(z)|y|ψ(y) dy,

φ− =

∫
R

2(γ̃ − δ̃sgn(y))eiµ(z)|y|ψ(y) dy,

φ′+ =

∫
R

(2sgn(y)m + (2γ̃ − 2δ̃sgn(y))iµ(z))eiµ(z)|y|ψ(y) dy,

φ′− =

∫
R

2(α̃ − β̃sgn(y))iµ(z)eiµ(z)|y|ψ(y) dy.

Now, we want to check if the transmission condition holds,i.e., whether

∫
R

2(α̃ − β̃sgn(y))iµ(z)eiµ(z)|y|ψ(y) dy = −ib
∫
R

(msgn(y) + iµ(z)(γ̃ − δ̃sgn(y)))eiµ(z)|y|ψ(y) dy+

+a
∫
R

(
im
µ(z)
+ (α̃ − δ̃sgn(y))

)
eiµ(z)|y|ψ(y) dy,

which is true if and only if

2(α̃ − β̃sgn(y))iµ(z) = −ib(msgn(y) + iµ(z)(γ̃ − δ̃sgn(y))) + a
(

im
µ(z)
+ (α̃ − β̃sgn(y))

)
.
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Substituting back for α̃, β̃, γ̃, and δ̃, we obtain

2
C

(
2m
µ(z)2 a + i

m
µ(z)

detA −
2mb
µ(z)

sgn(y)
)

iµ(z) = −ib
(
msgn(y) +

iµ(z)
C

(
2mc
µ(z)
−

(
2md +

im
µ(z)

detA
)

sgn(y)
))
+

+a
(

im
µ(z)
+

1
C

(
2m
µ(z)2 a +

im
µ(z)

detA −
2mb
µ(z)

sgn(y)
))

Now, we will try to rearrange the equation above to proof its validity. Using the definition of the
constant C, we get

4ima
µ(z)

− 2m detA − 4imbsgn(y) = −ibsgn(y)C + bµ(z)
(
2mc
µ(z)
−

(
2md + im

detA
µ(z)

)
sgn(y)

)
+

+a
im
µ(z)

C +
2m
µ(z)2 a2 + im

a detA
µ(z)

−
2mab
µ(z)

sgn(y),

4ima
µ(z)

− 2m detA − 4imbsgn(y) = −4imbsgn(y) + imb detAsgn(y) + 2bm
(

a
µ(z)
+ µ(z)d

)
sgn(y)+

+2mbc − 2mdbµ(z)sgn(y) − imb detAsgn(y)+

+4a
im
µ(z)
− a

im
µ(z)

detA − 2a
m
µ(z)

(
a
µ(z)
+ µ(z)d

)
+

2ma2

µ(z)2 +

+im
a
µ(z)

detA −
2mab
µ(z)

sgn(y).

(82)

Hence, we see that all terms in (82) will cancel out, and so the transmission condition holds. We can
prove in a similar way that the second transmission condition holds. Since Kz(x, y) is the resolvent of the
free Schrödinger operator and Kz(x, 0) is in W2,2(R \ {0}) we arrive at

Ran KAz ⊂ Dom HA.

It remains to show that
(HA − z)KAz ψ = ψ. (83)

(
−

1
2m

d2

dx2 − z
) ∫
R

(
im
µ(z)

eiµ(z)|x−y| + (α̃ − β̃sgn(y) + γ̃sgn(x) − δ̃sgn(x)sgn(y))eiµ(z)(|x|+|y|)
)
ψ(y) dy =

= −
1

2m
d2

dx2

∫
R

im
µ(z)

eiµ(z)|x−y|ψ(y) dy− (84)

−
1

2m
d2

dx2 eiµ(z)|x|
∫
R

(α̃ − β̃sgn(y) + sgn(x) − δ̃sgn(x)sgn(y))eiµ(z)|y|ψ(y) dy− (85)

−
izm
µ(z)

∫
R

eiµ(z)|x−y|ψ(y) dy− (86)

− zeiµ(z)|x|
∫
R

(α̃ − β̃sgn(y) + γ̃sgn(x) − δ̃sgn(x)sgn(y))eiµ(z)|y|ψ(y) dy. (87)

Now we will consider only x > 0 for x < 0 the approach is similar.
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(84) = −
i

2µ(z)
d2

dx2

∫ +∞

x
eiµ(z)|x−y|ψ(y) dy −

i
2µ(z)

d2

dx2

∫ x

−∞

eiµ(z)|x−y|ψ(y) dy =

= −
i

2µ(z)
d
dx

(
−ψ(x) + ψ(x) +

∫ +∞

x
−µ(z)eiµ(z)|x−y|ψ(y) dy +

∫ x

−∞

iµ(z)eiµ(z)|x−y|ψ(y) dy
)
=

= −
i

2µ(z)

(
2iµ(z)ψ(x) +

∫ +∞

x
(−iµ(z))2eiµ(z)|x−y|ψ(y) dy +

∫ x

−∞

(iµ(z))2eiµ(z)|x−y|ψ(y) dy
)
=

= ψ(x) +
iµ(z)

2

∫
R

eiµ(z)|x−y|ψ(y) dy

and

(85) = −
(iµ(z))2

2m
eiµ(z)|x|

∫
R

(α̃ − β̃sgn(y) + γ̃ − δ̃sgn(y))eiµ(z)|y|ψ(y) dy.

Since
µ(z)

2
=

zm
µ(z)

,

(84),(85),(86), and (87) imply (83). □

4.3 Non–relativistic limit of non–local approximations

Similarly as in the case of the relativistic point interactions, we can try to take the non–relativistic
limit for its non–local approximations we introduced in Section 2.2. Doing this we will be able to get
non–local approximation of general non–relativistic point interactions. Let us start with the operator

DAε = D0 + c|vε⟩⟨vε| ⊗ A.

We already found the resolvent of this operator in the form of the integral operator RAz,ε with the
integral kernel given in (24)

RAz,ε = Rz − cRz(I + c⟨vε|ARzvε⟩)−1|vε⟩⟨vε|ARz.

To take the non–relativistic limit for the operator DAε we need to rescale matrix A in the same way
as we did in the previous Section 4.2 and we need to take the resolvent at the point z̃ = z + mc2 and then
send c to infinity.

A 7→ Ac =

( 1
2mcα β

γ 2mcδ

)
.

Then we get

c⟨vε|AcRz̃vε⟩ =

( αζ(z̃)Eε
2mc βζ(z̃)−1Eε

γζ(z̃)Eε δ2mcζ(z̃)−1Eε

)
.

From this we conclude

(I + c⟨vε|AcRz̃vε⟩)−1 =
1

1 + Eε

(
α
ζ(z̃)
2mc + δ

2mc
ζ(z̃)

)
+ E2

ε detA

(
1 + δ2mcζ(z̃)−1Eε −βζ(z̃)−1Eε

−γζ(z̃)Eε 1 + α ζ(z̃)Eε
2mc

)
. (88)

Finally, (88) yields
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(I + c⟨vε|AcRz̃vε⟩)−1Ac =
1

1 + Eε

(
α
ζ(z̃)
2mc + δ

2mc
ζ(z̃)

)
+ E2

ε detA
M,

where

M :=
(
α

2mc + ζ(z̃)−1Eε detA β

γ δ2mc + ζ(z̃)Eε detA

)
.

We also denote

Cε := 1 + Eε

(
α
ζ(z̃)
2mc
+ δ

2mc
ζ(z̃)

)
+ E2

ε detA.

Since the matrix part of the resolvent consists of matrices σ1 and Z(z̃), we will look at all combina-
tions of matrices σ1, Z(z̃) andM separately.

Z(z̃)MZ(z̃) =

α ζ(z̃)2

2mc + Eεζ(z̃) detA β

γ δ 2mc
ζ(z̃)2 + Eε

1
ζ(z̃) detA


Z(z̃)Mσ1 =

 βζ(z̃) α
ζ(z̃)
2mc + Eε detA

δ2mc
ζ(z̃) + Eε detA γ

ζ(z̃)


σ1MZ(z̃) =

 γζ(z̃) δ 2mc
ζ(z̃) + Eε detA

α
ζ(z̃)
2mc + Eε detA β

ζ(z̃)


σ1Mσ1 =

(
δ2mc + Eεζ(z̃) detA γ

β α
2mc + Eε

1
ζ(z̃) detA

)
We will find the point–wise limit as c → +∞ and for this limit we will find corresponding operator

and then proof norm–resolvent limit similarly as in the previous case DA
c→+∞
−−−−−→ HA.

Eε =
i
2

∫
R2
vε(x)eik(z̃)|x−y|vε(y) dx dy

c→+∞
−−−−−→ Ẽε :=

i
2

∫
R2
vε(x)eiµ(z)|x−y|vε(y) dx dy. (89)

Similarly to (62) we can easily see that the point– wise limit of the integral kernel of the operator RAz,ε
is

RAc
z,ε

c→+∞
−−−−−→ KAz,ε :=

(
im
µ(z)

eiµ(z)|x−y| − Lε

)
⊗

(
1 0
0 0

)
, (90)

where

Lε := −
1

4C̃ε

∫
R2
v(s)eiµ(z)|x−εs|((

α
z + 2Ẽε

m
µ(z) detA

)
+ sgn(εt − y) 2m

µ(z)β+

+ sgn(x − εs)
2m
µ(z)

γ + sgn(x − εs)sgn(εt − y)
(
2mδ + 2Ẽε

m
µ(z)

detA
)
)v(t)eiµ(z)|εt−y| dt ds,

with

C̃ε := 1 + Ẽε

(
α

µ(z)
+ δµ(z)

)
+ Ẽ2

ε detA.
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Theorem 4.3.1. Let A be any 2 × 2 complex matrix and z ∈ C \ [0,+∞) be such that

C̃ε , 0.

Then the resolvent RAc
z̃,ε of the operator DAc

ε converges in the operator norm, as c→ +∞, to the bounded
integral operator KAz,ε multiplied by the projection to the upper component of the Dirac wavefunction.

Proof. One can see that the first part of the operator RAc
z̃,ε is the resolvent of the free Dirac operator in

z + mc2 and the first part of the operator KAz,ε is the resolvent of the free Schrödinger operator in z. For
that reason we just need to prove that the operator

Kε = cRz̃(I + c⟨vε|ARz̃vε⟩)−1|vε⟩⟨vε|ARz̃

will converge in the operator norm to the operator

Lε ⊗

(
1 0
0 0

)
.

Since both of these operators are Hilbert–Schmidt, we will prove their convergence in the Hilbert–
Schmidt norm.

Let us firstly denote

Uεc =
1

4cCε
(Z(z̃)MZ(z̃) + sgn(εt − y)Z(z̃)Mσ1 + sgn(x − εs)σ1MZ(z̃) + sgn(x − εs)sgn(εt − y)σ1Mσ1),

Uε =
1

4C̃ε

((
α
z + 2Ẽε

m
µ(z) detA

)
+ sgn(εt − y) 2m

µ(z)β+

+ sgn(x − εs)
2m
µ(z)

γ + sgn(x − εs)sgn(εt − y)
(
2mδ + 2Ẽε

m
µ(z)

detA
)
), (91)

Uε = Uε ⊗

(
1 0
0 0

)
.

Now

|Kε − Lε| =

∣∣∣∣∣∫
R2

eik(z̃)|x−εs|v(s)Uεcv(t)e
ik(z̃)|εt−y| − eiµ(z)|x−εs|v(s)Uεv(t)eiµ(z)|εt−y| dt ds

∣∣∣∣∣ ≤
≤

∫
R2

e−Imk(z̃)|x−εs||v(s)||Uεc |v(t)|e
−Imk(z̃)|εt−y| + e−Imµ(z)|x−εs||v(s)||Uε||v(t)|e−Imµ(z)|εt−y| dt ds ≤

(92)

Since the matrix Uεc converges to the matrix Uε and is uniformly bounded in x and y, we can find an
upper bound C1 ∈ R for its norm. Similarly, we will find |Uε| ≤ C2 ∈ R. This yields the following

(92) ≤ C1

∫
R2
|v(s)||v(t)|e−Imk(z̃)(|x−εs|+|εt−y|) ds dt +C2

∫
R2
|v(s)||v(t)|e−Imµ(z)(|x−εs|+|εt−y|) ds dt. (93)

To find integrable majorant that is not dependent on c, it remains to estimate

e−Imk(z̃)(|x−εs|+|εt−y|)
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from above. From continuity of k(z̃) we see that

(∃c1 ≥ 0)(∀c ≥ c1)(|Im(k(z̃) − µ(z))(|x − εs| + |εt − y|)| ≤
Im(µ(z))(|x − εs| + |εt − y|)

2
.

Hence, we get for c ≥ c1

e−Imk(z̃)(|x−εs|+|εt−y|) = e−(Imk(z̃)−Imµ(z))(|x−εs|+|εt−y|)e−Imµ(z)(|x−εs|+|εt−y|) ≤ e−
Imµ(z)

2 (|x−εs|+|εt−y|).

Consequently, we get the square integrable majorant as

|Kε − Lε| ≤ C1

∫
R2
|v(s)||v(t)|e−

µ(z)
2 (|x−εs|+|εt−y|) ds dt +C2

∫
R2
|v(s)||v(t)|e−Imµ(z)(|x−εs|+|εt−y|) ds dt. (94)

We can prove that the right–hand side of (94) is indeed a square integrable function in variables x and y
using the Minkowski integral inequality, because, for w > 0 we get

(∫
R2

∣∣∣∣∣∫
R2
|v(s)||v(t)|e−w(|x−εs|+|εt−y|) ds dt

∣∣∣∣∣2 dx dy
) 1

2

≤

∫
R2

(∫
R2
|v(s)|2|v(t)|2e−2w(|x−εs|+|εt−y|) dx dy

) 1
2

ds dt =

=

∫
R2

(∫
R2

e−2w(|x−εs|+|εt−y|) dx dy
) 1

2

|v(s)||v(t)| ds dt =

∣∣∣∣∣∣x = x − εs
y = y − εt

∣∣∣∣∣∣
=

(∫
R2

e−2w(|x|+|y|) dx dy
) 1

2
∫
R2
|v(s)||v(t)| ds dt < +∞.

The proof then follows from the dominated convergence theorem. □

Firstly, we will rewrite operator KAz,ε to the more convenient form, using the following∫
R
v(s)eiµ(z)|x−εs|sgn(x − εs) ds =

∫
R
vε(s)eiµ(z)|x−s|sgn(x − s) ds =

= −

∫ +∞

x
vε(s)eiµ(z)|x−s| ds +

∫ x

−∞

vε(s)eiµ(z)|x−s| ds =

=

∫ +∞

x

1
ε2 v
′(x/ε)

eiµ(z)|x−s|

iµ(z)
ds +

∫ x

−∞

1
ε2 v
′(x/ε)

eiµ(z)|x−s|

iµ(z)
ds =

=
1

iµ(z)

∫
R

(vε(s))′eiµ(z)|x−s| ds. (95)

Incorporated (95) and the resolvent of the free Schrödinger operator Kz, one can see that KAz,ε can be
rewritten as follows

KAz,ε = Kz − αεKz|vε⟩⟨vε|Kz + βεKz|(vε)′⟩⟨vε|Kz − γεKz|vε⟩⟨(vε)′|Kz − δεKz|(vε)′⟩⟨(vε)′|Kz, (96)

where
αε =

1
2mC̃ε

(α + Ẽεµ(z) detA),

βε =
1

2imC̃ε

β,
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γε =
1

2imC̃ε

γ and

δε =
1

2mC̃ε

(δ + Ẽεµ(z)−1 detA).

We assume that the operator KAz,ε is the resolvent of a Schrödinger operator perturbed by some non–
local potential. To find this operator we will invert KAz,ε. Firstly, we need to prove following identities.

Lemma 4.3.1. Let v ∈ L1(R;R) ∩ L2(R;R) be such that v′ ∈ L1(R;R) ∩ L2(R;R), Kz be the resolvent
of the free Schrödinger operator defined in (51), and Ẽε be in the form of (89). The following identities
holds

⟨(vε)′|Kz(vε)′⟩ = 2m∥vε∥2L2 + 2mz⟨vε|Kzvε⟩,

⟨(vε)′|Kzvε⟩ = ⟨vε|Kz(vε)′⟩ = 0,

Ẽε =
µ(z)
2m
⟨vε|Kzvε⟩.

Proof. Firstly, we will prove the first identity.

⟨(vε)′|Kz(vε)′⟩ =
im
µ(z)

∫
R2

(vε)′(x)eiµ(z)|x−y|(vε)′(y) dy dx =

=
im
µ(z)

∫
R

(vε)′(x)
(
[eiµ(z)(y−x)vε(y)]+∞x + [eiµ(z)(x−y)vε(y)]x

−∞ − iµ(z)
∫
R

sgn(x − y)eiµ(z)|x−y|vε(y) dy
)

dx =

= −m
∫
R2

(vε)′(x)sgn(x − y)eiµ(z)|x−y|vε(y) dy d =

= −m
∫
R
vε(y)

(
[eiµ(z)(x−y)vε(x)]+∞y − [eiµ(z)(y−x)vε(x)]y−∞ − iµ(z)

∫
R

eiµ(z)|x−y|vε(x) dx
)

dy =

= 2m∥vε∥2L2 + 2mz⟨vε|Kzvε⟩.

Now, we will show that the second identity holds.

⟨vε|Kz(vε)′⟩ =
im
µ(z)

∫
R2
vε(x)eiµ(z)|x−y|(vε)′(y) dy dx =

=
im
µ(z)

∫
R
vε(x)

(
[eiµ(z)(y−x)vε(y)]+∞x + [eiµ(z)(x−y)vε(y)]x

−∞ − iµ(z)
∫
R

sgn(x − y)eiµ(z)|x−y|vε(y) dy
)

dx =

= m
∫
R2
vε(x)sgn(x − y)eiµ(z)|x−y|vε(y) dx dy.

Since the integrand of the obtained integral is an antisymmetric function the integral is identically zero.
Similarly for ⟨(vε)′|Kzvε⟩.

Third identity is easy to see from definitions. □

Theorem 4.3.2. Let us take A ∈ C2,2 and z ∈ C \ [0,+∞) such that C̃ε , 0. Then KAz,ε is the resolvent of
the operator

HAε = H0 +
1

2m(1 − δ∥vε∥2L2)
⟨Wε|Â⟩2 +

1
2m

βγ

1 − δ∥vε∥2L2

|vε⟩⟨vε|,

where

Â =

(
α(1 − δ∥vε∥2L2) iβ

−iγ δ

)
and
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Wε =

(
|vε⟩⟨vε| |vε⟩⟨(vε)′|
|(vε)′⟩⟨vε| |(vε)′⟩⟨(vε)′|

)
.

Proof. Let us start with the operator
HAε = H0 +Wε,

where
Wε =

a
2m
|vε⟩⟨vε| −

b
2im
|vε⟩⟨(vε)′| +

c
2im
|(vε)′⟩⟨vε| +

d
2m
|(vε)′⟩⟨(vε)′|.

We will find the resolvent for this operator and we will compare the result with the limit from Theorem
4.3.1 and from that we will derive coefficient a,b,c and d.

(HAε − z)−1 = (H0 +Wε − z)−1 = Kz(I +WεKz)−1.

Now, we just need to invert (I +WεKz).

ψ +
a

2m
⟨vε|Kzψ⟩vε −

b
2im
⟨(vε)′|Kzψ⟩vε +

c
2im
⟨vε|Kzψ⟩(vε)′ +

d
2m
⟨(vε)′|Kzψ⟩(vε)′ = g. (97)

Acting on the equation (97) by ⟨vε|·⟩Kz and by ⟨(vε)′|·⟩Kz, and using Lemma 4.3.1, we will arrive at
the following system of linear equations(

1 + a
2m ⟨vε|Kzvε⟩ − b

2im ⟨vε|Kzvε⟩
c

2im ⟨(vε)
′|Kz(vε)′⟩ 1 + d

2m ⟨(vε)
′|Kz(vε)′⟩

) (
⟨vε|Kzψ⟩

⟨(vε)′|Kzψ⟩

)
=

(
⟨vε|Kzg⟩

⟨(vε)′|Kzg⟩

)
.

Hence, we have(
⟨vε|Kzψ⟩

⟨(vε)′|Kzψ⟩

)
=

1
σ

(
1 + d

2m ⟨(vε)
′|Kz(vε)′⟩ b

2im ⟨vε|Kzvε⟩

− c
2im ⟨(vε)

′|Kz(vε)′⟩ 1 + a
2m ⟨vε|Kzvε⟩

) (
⟨vε|Kzg⟩

⟨(vε)′|Kzg⟩

)
,

where
σ = 1 +

a
2m
⟨vε|Kzvε⟩ +

d
2m
⟨(vε)′|Kz(vε)′⟩ +

ad − bc
4m2 ⟨vε|Kzvε⟩⟨(vε)′|Kz(vε)′⟩.

We can put the solution back to the equation (97) and get the resolvent of HAε .

ψ = g −
a

2mσ

(
1 +

d
2m
⟨(vε)′|Kz(vε)′⟩

)
⟨vε|Kzg⟩vε −

ab
4im2σ

⟨vε|Kzvε⟩⟨(vε)′|Kzg⟩vε−

+
bc

4m2σ
⟨(vε)′|Kz(vε)′⟩⟨vε|Kzg⟩vε +

b
2imσ

(
1 +

a
2m
⟨vε|Kzvε⟩

)
⟨(vε)′|Kzg⟩vε−

−
c

2imσ

(
1 +

d
2m
⟨(vε)′|Kz(vε)′⟩

)
⟨vε|Kzg⟩(vε)′ +

bc
4m2σ

⟨vε|Kzvε⟩⟨(vε)′|Kzg⟩(vε)′+

+
cd

4im2σ
⟨(vε)′|Kz(vε)′⟩⟨vε|Kzg⟩(vε)′ −

d
2mσ

(
1 +

a
2m
⟨vε|Kzvε⟩

)
⟨(vε)′|Kzg⟩(vε)′,

which can be simplified as

ψ = g −
1
σ

(
a

2m
+

ad − bc
4m2 ⟨(vε)

′|Kz(vε)′⟩
)
⟨vε|Kzg⟩vε +

b
2imσ

⟨(vε)′|Kzg⟩vε−

−
c

2imσ
⟨vε|Kzg⟩(vε)′ −

1
σ

(
d

2m
+

ad − bc
4m2 ⟨vε|Kzvε⟩

)
⟨(vε)′|Kzg⟩(vε)′.

Using Lemma 4.3.1 and a previous calculation, we infer that the resolvent of HAε obeys
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(HAε − z)−1 = Kz −
1

2mσ

(
a + (ad − bc)∥vε∥2L2 + µ(z)(ad − bc)Ẽε

)
Kz|vε⟩⟨vε|Kz +

b
2imσ

Kz|vε⟩⟨(vε)′|Kz−

−
c

2imσ
Kz|(vε)′⟩⟨vε|Kz −

1
2mσ

(
d +

ad − bc
µ(z)

Ẽε

)
and

(98)

σ = 1 + d∥vε∥2L2 +

a + (ad − bc)∥vε∥2L2

µ(z)
+ µ(z)d

 Ẽε + (ad − bc)Ẽ2
ε .

Now if we just compare the resolvent (HAε −z)−1 (98) with the limit (96), we are getting the following
relations between coefficients.

α =
a + (ad − bc)∥vε∥2L2

1 + d∥vε∥2L2

,

β =
b

1 + d∥vε∥2L2

,

γ =
c

1 + d∥vε∥2L2

,

δ =
d

1 + d∥vε∥2L2

.

Inverting identities above, one will conclude that the non–relativistic limit KAz,ε is actually the resolvent
of the Schrödinger operator with non–local potential HAε with coefficients

d =
δ

1 − δ∥vε∥2L2

,

c =
γ

1 − δ∥vε∥2L2

,

b =
β

1 − δ∥vε∥2L2

and

a = α +
βγ∥vε∥

2
L2

1 − δ∥vε∥2L2

.

□

Let us look more closely at the operator from Theorem 4.3.2.
If β = γ = δ = 0, then one will get the operator

H0 +
α

2m
|vε⟩⟨vε|.

It is well known fact [1] that this operator converges in the norm resolvent sense to the corresponding
Schrödinger point interaction HA. Now let us discuss a more interesting situation.

If α = β = γ = 0 and δ = 1, then for such combination one will arrive at the following operator

HAε = H0 +
1

2m(1 − ∥vε∥2L2)
|(vε)′⟩⟨(vε)′|.
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We can compare this result with the article [20], where the non–local approximation of δ′–interaction
was found. In the spirit of the article we will define

u(x) := v′(x).

Then one can easily deduce that

−
1
2

∫
R2

u(x)|x − y|u(y) dx dy = −∥v∥2L2 and

∥v∥2
L2

ε
= ∥vε∥

2
L2 .

Also since,
∫
R
v(x) dx = 1 then

1 =
∫
R
v(x) dx =

∫
R
v(x + t) dx

and differentiating with respect to t yields

0 =
∫
R
v′(x + t) dx =

∫
R

u(x) dx.

We can easily see that the operator HAε is exactly the same non–local approximation Hε of δ′–interaction
Šeba discussed in the article [20] where norm–resolvent limit was deduce for this type of approximation.

We will now consider the most general situation of the non–local approximation HAε from Theorem
4.3.2. For this operator, a convergence to the operator HA in the norm–resolvent sense will be proved.

Theorem 4.3.3. Let matrix A be any 2 × 2 complex matrix and z ∈ C \ [0,+∞) such that

det(2I + iAZ̃(z)) , 0.

Then the operator (HAε − z)−1 converges in the operator norm to the operator (HA − z)−1 as ε tends to 0.

Proof. In Theorem 4.3.2 and Theorem 4.2.2 we proved that

(HAε − z)−1 = KAz,ε,

(HA − z)−1 = KAz .

None of these two operators is a Hilbert–Schmidt operator but in similarly as in the relativistic case, one
can see that the difference of these two operators is Hilbert–Schmidt, and so, to prove the theorem it is
sufficient to show that

KAz,ε − KAz
HS
−−−→
ε→0

0.

In the same way as in Theorem 4.3.2, let us denote Uε as in (91) and also U as in (63). It can be

easily seen that Uε ε→0
−−−→ U.

Now we will deal with the Hilbert–Schmidt norm of KAz,ε − KAz in a similar way as in Theorem 2.2.1.
Using Young’s inequality we obtain
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∥KAz,ε − KAz ∥
2
2 =

∫
R2

∣∣∣∣∣∫
R2

eiµ(z)|x−εy|v(s)Uε(s, t)eiµ(z)|εt−y|v(t) − eiµ(z)|x|v(s)U(s, t)eiµ(z)|y|v(t) dt ds
∣∣∣∣∣2 dx dy =

=

∫
R2
|
∫
R2

(eiµ(z)|x−εs| − eiµ(z)|x|)v(s)Uε(s, t)eiµ(z)|εt−y|v(t) + eiµ(z)|x|v(s)(Uε(s, t) − U(s, t))eiµ(z)|εt−y|v(t)+

+ eiµ(z)|x|v(s)U(s, t)(eiµ(z)|εt−y| − eiµ(z)|y|)v(t) dt ds|
2

dx dy ≤

≤ 2
∫
R2

(∫
R2
|(eiµ(z)|x−εs| − eiµ(z)|x|)v(s)Uε(s, t)eiµ(z)|εt−y|v(t)| ds dt

)2

dx dy︸                                                                                    ︷︷                                                                                    ︸
a)

+

+ 4
∫
R2

(∫
R2
|eiµ(z)|x|v(s)(Uε(s, t) − U(s, t))eiµ(z)|εt−y|v(t)| dt ds

)2

dx dy︸                                                                                 ︷︷                                                                                 ︸
b)

+

+ 4
∫
R2

(∫
R2
|eiµ(z)|x|v(s)U(s, t)(eiµ(z)|εt−y| − eiµ(z)|y|)v(t)| dt ds

)2

dx dy︸                                                                               ︷︷                                                                               ︸
c)

.

Now, we will prove that every term a),b) and c) goes to zero.

a)

a) ≤
∫
R

(∫
R
|eiµ(z)|x−εs| − eiµ(z)|x|||v(s)| ds

)2

dx︸                                              ︷︷                                              ︸
By Lemma 2.2.3→0

∫
R

(∫
R
|Uε(s, t)||v(t)||eiµ(z)|εt−y|| dt

)2

dy︸                                            ︷︷                                            ︸
K̃ε

.

Uε is converging to U and thus it can be uniformly bounded by some constant C0. Then using the
Minkowski integral inequality from Proposition 2.2.1, we infer that

K̃ε ≤ C0

∫
R

(∫
R
|v(t)||eiµ(z)|εt−y| dt

)2

dy ≤ C0

∫
R

(∫
R
|v(t)|2|eiµ(z)|εt−y||2 dy

) 1
2

dt


2

≤

≤ C0


∫
R
|v(t)|

(∫
R
|eiµ(z)|εt−y||2 dy

) 1
2

︸                    ︷︷                    ︸
by Lemma 2.2.2<+∞

dt


2

< +∞.
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b) Using the Minkowski integral inequality and Lemma 2.2.2 we deduce that

b) ≤
∫
R2

(∫
R2

∣∣∣eiµ(z)|x|v(s)(Uε(s, t) − U(s, t))eiµ(z)|εt−y|v(t)
∣∣∣ ds dt

)2

dx dy ≤

≤

∫
R2

(∫
R2

e−2Imµ(z)|x||v(s)|2|Uε(s, t) − U(s, t)|2e−2Imµ(z)|εt−y||v(t)|2 dx dy
) 1

2

dt ds


2

=

=


∫
R2
|v(t)||v(s)||Uε(s, t) − U(s, t)|


∫
R2

e−2Imµ(z)|x|e−2Imµ(z)|εt−y| dx dy︸                                    ︷︷                                    ︸
<C1<+∞


1
2

dt ds


2

≤

≤ C1

(∫
R2
|v(t)||v(s)||Uε(s, t) − U(s, t)| dt ds

)2

.

Since

|Uε(s, t) − U(s, t)| ≤ |Uε(s, t)| + |U(s, t)| ≤

≤ 2
∣∣∣∣∣αz

∣∣∣∣∣+∣∣∣∣∣2Ẽε
m
µ(z)

detA
∣∣∣∣∣+∣∣∣∣∣ im
µ(z)

detA
∣∣∣∣∣+2

∣∣∣∣∣ 2m
µ(z)

γ

∣∣∣∣∣+2
∣∣∣∣∣ 2m
µ(z)

β

∣∣∣∣∣+2 |2mδ|+
∣∣∣∣∣2Ẽε

m
µ(z)

detA
∣∣∣∣∣+∣∣∣∣∣ im
µ(z)

detA
∣∣∣∣∣ ,

using the Lebesgue dominated convergence theorem yields b)→ 0.

c) similarly to a).

We conclude that ∥KAz,ε − KAz ∥2 → 0 which proves the theorem. □

Theorems 2.2.1, 4.2.1, 4.3.1 and 4.3.3 prove that the following diagram commutes.

(DAc
ε − mc2) (DAc − mc2)

HAε HA

ε→0
u

uc→+∞ c→+∞u

u
ε→0

Interestingly enough, we observe that for the one branch of the diagram, more precisely for

(DAc
ε − mc2)→ (DAc − mc2)→ HA,

we see no renormalization. On the other hand, in the latter branch of the diagram the renormalization
does happen.

This problem with our non–local potential as an approximation of the non–relativistic point interac-
tions was already addressed in the literature [2, 20]. Possible solution that would most probably work
without renormalization of coupling constants would be to choose starting potential Wε in (3) as

Wε = |vε⟩⟨uε|,

where functions v and u have disjoint supports, which was considered in [2] and the norm resolvent limit
HAε → HA without the renormalization was proved.
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5 Conclusion

In this work we proved that the free Dirac operator D0 with not necessarily self–adjoint non–local
potential

DAε = D0 +
1
ε2 |v(x/ε)⟩⟨v(x/ε)| ⊗ cA

converges in the norm–resolvent sense to some unbounded operator acting like the Dirac operator with
certain transmission condition, which describes the character of the interaction. In the self–adjoint case
the limit corresponds to the relativistic point interaction described in [3].

Šeba conjectured and proved for two special cases of the self–adjoint matrix A in [21] that the norm–
resolvent limit of DAε is the same as its formal limit. We concluded in this manuscript that this so called
renormalization of coupling constant does not occur for the most general case of the non–local potential
used by Šeba. This property led us to the natural generalization of the definition of the relativistic
point interaction also to the non–self–adjoint setting as the limit of DAε . More precisely, we rigorously
introduced for all complex matrices A ∈ C2,2 the formal limit

DAε
ε→0
−−−→ D0 + |δ(x)⟩⟨δ(x)| ⊗ cA

as the well–defined, closed operator

(DAψ)(x) = (D0ψ)(x), ∀x ∈ R \ {0} on domain

ψ ∈ Dom DA = {ψ ∈ W1,2(R\{0}) ⊗ C2 | (2i + σ1A)ψ(0−) = (2i − σ1A)ψ(0+)}.

Recall that in the case of a local potential with the Dirac operator coupling constants do renormalize.
From that we can deduce that the character of the relativistic point interactions is rather non–local.

Furthermore, we discussed the spectrum of DA and found that z ∈ C \ Rmc2 is in the spectrum of the
operator DA if and only if the following equation holds

0 = 4 + 2i tr(AZ(z)) − detA.

We also observed wild spectral transitions described in Section 3.2. We showed that for special choices
of matrix A we have the whole complex plane or half–plane as the point spectrum of DA. On the other
hand, we proved, apart of these critical cases of A, that the operator DA has at most two eigenvalues.
From that, we concluded that the general relativistic point interaction behaves similarly as its self–adjoint
realization.

We also found the implicit formula for the eigenvalues of the non–local approximation. The stability
of the spectrum was discussed in the thesis.

Ultimately, we found the non–relativistic norm–resolvent limit of the operator of not necessary self–
adjoint relativistic point interactions. Doing this we obtained the corresponding model of non–relativistic
point interactions. We also took the non–relativistic limit of the non–local approximation DAε . Conse-
quently, we arrive at the non–local approximation of non–relativistic point interactions. Finally, we
proved interchangeability of the non–relativistic norm resolvent limit and norm resolvent limit of ap-
proximations.
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