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Abstract and Contributions

Propositionalization algorithms transform relational data into a single table with features, which can be used for classification or regression with conventional machine learning tools. However, the contemporary propositionalization algorithms were not designed to work on changing data and suffered from the production of many irrelevant and redundant features. We altered the propositionalization to work on temporal data and introduced meta-learning, which predicts, which features will be relevant and unique. To test Predictor Factory, our implementation of propositionalization, we have created a repository of relational datasets and implemented a scalable algorithm for relationship discovery between tables in the dataset. The implementations were open-sourced and applied to real-world banking, government, marketing, medicine, and telecommunication problems.

In particular, the main contributions of the dissertation thesis are as follows:

1. Relational dataset repository for benchmarking relational algorithms (83 datasets).
2. Algorithm for discovering relationships between tables in a database (scales independently of the row count in the tables).
3. Optimal algorithm for stratified partitioning based on multiple columns for cross-validation (with exact solution).
4. Predictor Factory for automatic feature extraction from relational data for classification and regression.
5. Approach for removing trend and seasonal variation from relational data (improves accuracy, $P=.0005$).
6. Generalization of common aggregate functions to temporal data (improves accuracy, $P=.016$).
7. Meta-learning for faster feature extraction (reduces runtime by 90%).
8. Classifiers for learning on a stream of features (up to 10000 times faster than scikit-learn).
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attribute is a column in a table. In this text, the difference between an attribute and a feature is that an attribute is a column in an input table, while a feature is a column in an output table produced with propositionalization.

feature function produces features from attributes.

join table, also “associative table” or “junction table”, is used in relational databases to represented many-to-many relationships between tables.

non-target table, also “background table”, is any table in a database that is not the target table.

table is a data structure that consists of a heading and an unordered set of tuples, which share the same type.

target is an attribute with the classes (in case of classification) or continuous values (in case of regression) that we wish to predict.

target id is a unique identifier that identifies entities, for which we aim to perform the prediction.

target table is a single table that contains the target, the target id, and optionally the target timestamp.

target timestamp determines the moment when we wish to make the prediction.
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CHAPTER 1

Introduction

1.1 Background

Whenever we want to make a descriptive, predictive or prescriptive model based on relational data stored in a Structured Query Language (SQL) database, we are confronted with a problem – the source data are in the form of many tables, but many modeling algorithms require data in the form of a single table. There are two common approaches how to tackle this incompatibility: Convert the data into a single table. Or adapt a propositional algorithm (an algorithm working with a single table) to work with the multiple tables [211, p. 346].

1.2 History and Significance

Based on the research of Getoor [86], relational classifiers existed already in 1976 – the same year when SQL was released into industry [33]. Nevertheless, it is still common in industry that relational classification problems are solved with propositional classifiers and the data transformation is done manually.

1.3 Terminology

The thesis is about temporal relational learning from relational databases. Hence, we borrow terminology from three domains: relational databases, relational learning, and time series analysis.

1.3.1 Relational Databases

A relational database is a collection of tables called relations, each of which is assigned a unique name. Each relation (see Figure 1.1) consists of a set of attributes and stores a large set of tuples.
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Relationships are a logical connection between two different tables. A relationship can be either one-to-one (1:1) or one-to-many (1:n). Many-to-many (n:n) relationships are modeled as a pair of one-to-many relationships with a join table (also called a junction table).

1.3.2 Relational Supervised Learning

In relational supervised learning, a relational database is composed of a single target table and \( n \) non-target tables, where \( n \in \mathbb{Z}_{\geq 0} \). The target table contains \( m \) targets, where \( m \in \mathbb{Z}_{>0} \), a single target id, an optional single target timestamp and \( l \) attributes, where \( l \in \mathbb{Z}_{\geq 0} \). Non-target tables (also called background tables [95]) contain additional information about the target ids. Non-target tables are either directly connected to the target table with relationships or over other non-target tables.

1.3.3 Time Series

A time series is a series of numerical data points taken over time. A time series can be taken at fixed constant time steps or varying time steps. If varying steps are used, the size of the steps can be either ignored (as in “sequence learning”) or accounted for.

1.4 Problem Statement

This thesis focuses on automatic conversion of relational data into a single table in a process called propositionalization [228, p. 812]. Propositionalization is a research topic at least from 1991 [157]. However, some of the propositionalization algorithms are designed to deal only with static data [190] and when they are applied to temporal data (with a time dimension), they suffer from data leakage from the future. For example,
if a bank wants to predict propensity to default (the probability that a customer is not going to pay off his/her loan), the bank may want to know the propensity to default before the bank accepts the customer’s loan application. Algorithms designed for static datasets calculate the estimates for the time of the last record in the data. In the case of a Financial dataset [12], a popular benchmark dataset for relational classification, it means that propensity to default is estimated, when some of the outcomes are already known and written in the data.

**History** The problem with data leaking from the future was already recognized by Frank et al. [77] and the applied remedy was to manually remove customer’s records after the date of the loan application. An algorithmic remedy was proposed by Neto et al. in CoMoVi [190].

The solution in CoMoVi defines an *observation point* – the time when we wish to have the prediction. All data before the observation point are used for model training. And all data after the observation point are used for model evaluation. Predictor Factory preserves the notion of observation point, but enhances it with a notion of *black out* and *training window* (see Figure 1.2).

![Figure 1.2: Segmentation of data based on time.](image)

**Black out** Sometimes it may take time until data from all data sources are processed and loaded into a database. For example, a current industry standard for the maximum length of the delay in the bank industry for data-warehouses is 24 hours. In praxis, it means that whenever we make a prediction based on the data in the data-warehouse, the data from the last 24 hours may not be present. To simulate this delay in data availability, the newest data before the observation point are ignored. The length of this filter is given by *black out* parameter and can be set to zero to turn off the feature.

**History length** A model may use data from an operational database to be able to use the newest data. However, operational databases do not necessarily have to store complete transaction history. For example, the current standard in the banking industry is to preserve only the last one or two years in the operation databases. To simulate the
limited history length, all data older than \textit{history length} from the observation point are ignored. To ignore this feature, history length can be set to infinity.

1.5 Structure of the Dissertation Thesis

The thesis is organized into 14 chapters as follows:

1. \textbf{Introduction}: Describes the topic and contributions of this dissertation thesis.

2. \textbf{Background and State-of-the-Art}: Provides the decomposition of propositionalization algorithms into 8 building blocks and identifies the state-of-the-art in relational learning.

3. \textbf{Predictor Factory}: Describes the design of our propositionalization tool, Predictor Factory.

4. \textbf{Implementation}: Describes the architecture of Predictor Factory and justifies the chosen technologies.

5. \textbf{Relational Repository}: Introduces relational datasets, which were collected for Predictor Factory evaluation.

6. \textbf{Empirical Evaluation}: Provides comparison of Predictor Factory to other propositionalization tools.

7. \textbf{Foreign Key Constraint Identification}: Because relational datasets sometimes miss the information about the relationships between the tables in the database, we describe an algorithm for foreign key constraint discovery. Only once we know the relationships between the tables, we can use data stored in non-target tables to predict a targets in the target table.

8. \textbf{Stratified Cross-Validation by Multiple Columns}: Describes how to handle multiple targets in the target table.

9. \textbf{Trend and Seasonality Elimination}: Describes how to detrend and deseason relational data.

10. \textbf{Generalized Aggregates}: Common aggregate function like like \textit{min}, \textit{max}, or \textit{count} ignore the order of the values. We provide a generalization of these aggregates, which is suitable for both, static and temporal data.

11. \textbf{Meta-learning}: Achilles heel of propositionalization is that it produces a wast quantity of irrelevant and/or redundant features. However, since the features are generated sequentially and not all at once, we can build a meta model to predict the features’ univariate relevancy, redundancy and runtime. Based on the empirical results, meta learning reduces propositionalization runtime to one-tenth of the original runtime without loss of accuracy of the downstream model.
12. **Learning on Stream of Features**: The disadvantage of the implemented meta learning is that it is unaware of the used downstream model. To remedy that, we modified two classifiers, random forest and discriminant analysis, to work efficiently on a stream of features, making it practical to train and use a meta model, which predicts improvement of the accuracy of the chosen downstream model, when we calculate another feature.

13. **Discussion**: Describes the experience with Predictor Factory.

14. **Conclusions**: Summarizes the results of our research, suggests possible topics for further research, and concludes the thesis.
Background and State-of-the-Art

Those who don’t know history are doomed to repeat it.

Edmund Burke

2.1 Theoretical Background

A propositionalization algorithm can be decomposed into 7 building blocks, depicted in Figure 2.1. Each block is discussed in a separate section. The sections are ordered from top to bottom.

2.1.1 Data Representation

The most common machine learning task is supervised attribute-value (AV) learning [16]. In supervised AV learning, each instance has a label and instances are represented by a fixed set of variables (also called attributes). However, it is not always possible to represent an instance with a fixed set of attributes. In these situations, relational learning often provides a solution. Different formalisms have been used in machine learning to describe instances with a variable set of attributes. The most important ones are graph, relational, and logic.

Graph Graphs consist of vertices (also called nodes or points) and edges (also called links or lines). Generally, vertices describe one type of entity (e.g., people) and edges describe the relationships between the vertices (e.g., friendship). Nevertheless, it is possible mix up different types of entities in a single graph (e.g., legal and natural people) and differentiate between them with labels. Common graph databases (e.g., Neo4j,
Apache Giraph, or GraphDB) are all schema-less and represent attributes (also called properties) of the vertices and edges with name-value pairs. The learning from graphs is called graph mining [17]. The typical supervised learning tasks in graph mining are vertex attribute value prediction (e.g., what is the age of the person?), edge attribute value prediction (e.g., how long will the friendship last?), and edge prediction (e.g., are these two people friends?).

**Relational** In comparison to graphs, relational model represents both, vertices and edges, with a single data structure: tables. Historically, this simplified the implementation of the databases. Also, relational databases do not enforce that entity tables are linked to other entity tables only over relationship tables. Nevertheless, in comparison to typical graph databases, relational databases (e.g., Oracle, Microsoft SQL Server, or PostgreSQL) require a strict schema, making secondary processing (reporting, predictive modeling...) generally easier, as we are guaranteed, that each record in the table has the same set of attributes. The learning from relational databases is commonly referred as relational data mining or multi-relational data mining [17].

**Logic** Logic formalism is attractive because it can describe not only facts, but also rules (e.g., concept definitions, inference rules, or background knowledge about the domain). The disadvantage of logic-based representations is that many types of reasoning, including learning, can be computationally expensive or even intractable [17]. An example of a logic database is Datomic [130], which is a variant of Datalog. From the point of temporal relational learning, the nice property of Datomic is that each attribute in the database is, without exception, timestamped and that the database is append only (changed or deleted attribute values are marked as invalid but left in the database). This combination of properties allows reliable “time-traveling”, or in our case, it allows us to reliably prevent data leakage from the future in predictive modeling.

Figure 2.1: Decomposition of relational learning algorithms into 7 blocks. Each block contains a non-exhaustive list of applicable options.
2.1. Theoretical Background

**Summary** All these representations are, at least in theory, equally capable to represent relational data, as we can convert data from one representation into another and back, without loss of information. In the praxis, the conversion from one representation to another might be troublesome due to practical data storage limitations. For example, Datomic has a hard limit of \(2^{20}\) attributes per entity (a little over 1 million)[4, p. 214], while Oracle has a hard limit of 1000 attributes per table.

2.1.2 Information Propagation

During information propagation, the content of non-target tables is matched up with the content of the target table. This matching ensures that evidence in the tables is matched with the right entity (target id) in the target table.

Each data representation formalism has its own mechanism how to perform matching. However, the implicit mechanisms are, particularly in the relational and in less extent in logic formalism, the bottlenecks in the processing. Hence, multiple alternative approaches have been developed.

Besides the implicit approaches, all the information propagation algorithms can be divided into two types: you either bring the evidence from the non-target tables to the target table (NT \(\rightarrow\) T) or you bring the target table to the non-target tables (T \(\rightarrow\) NT) – see Table 2.1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logic</td>
<td>Implicit</td>
</tr>
<tr>
<td>Graph</td>
<td>Implicit</td>
</tr>
<tr>
<td>Universal join</td>
<td>Implicit</td>
</tr>
<tr>
<td>Snowball</td>
<td>T (\rightarrow) NT</td>
</tr>
<tr>
<td>Selection Graph [136]</td>
<td>T (\rightarrow) NT</td>
</tr>
<tr>
<td>Tuple Id propagation [266]</td>
<td>T (\rightarrow) NT</td>
</tr>
<tr>
<td>Target to non-target [88]</td>
<td>T (\rightarrow) NT</td>
</tr>
<tr>
<td>Non-target to target [88]</td>
<td>NT (\rightarrow) T</td>
</tr>
<tr>
<td>RollUp [137]</td>
<td>NT (\rightarrow) T</td>
</tr>
</tbody>
</table>

Table 2.1: Information propagation algorithms can be categorized into 3 categories based on the direction of propagation.

**Universal join** Universal join is the implicit approach how to match evidence with the target entities in a relational database. In universal join, all non-target tables are left joined to the target table\(^1\). When all the relationships between the target table and the non-target tables are 1:1 or n:1, the resulting table has as many rows as the target table.

\(^1\)Left join is used instead of generally faster inner join to avoid the disappearance of entities in the presence of 1:0..n relationships between the target table and the non-target table.
and everything works nicely. However, if the relationships are of type 1:n, the resulting table grows in the count of rows.

**Example 2.1.1.** Let’s imagine a star schema with a target table as the *fact table* and 3 non-target tables (Figure 2.2) as the *dimensions*. If the target table has 100 rows and each dimension table has exactly 10 rows associated with each row in the target table, then the resulting table will have $100 \cdot 10^3 = 100,000$ rows. With a snowflake schema, where each dimension has 3 sub-dimensions and each sub-dimension has exactly 10 rows associated with each row in the dimension (Figure 2.3), the situation is getting even worse – we get $100 \cdot (10^3)^3 = 100,000,000$ rows in the resulting table.

![Figure 2.2: An example of a star schema.](image)

![Figure 2.3: An example of a snowflake schema.](image)
While universal join approach is attractive for its simplicity, due to possible difficulties with making, storing and processing the resulting table, universal join approach is not universally applicable [151].

**Snowball** The problem with the big resulting table can be somehow reduced by using independent joins – instead of making a single resulting table, which contains all the non-target tables, we can join the target table with each non-target table individually.

**Example 2.1.2.** Let’s consider the snowflake schema from Figure 2.3. With independent joins, we get tables listed in Table 2.2.

<table>
<thead>
<tr>
<th>Join function</th>
<th>#Rows in the resulting table</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1 = \text{join}(\text{targetTable}, \text{dimension}_1)$</td>
<td>1.000</td>
</tr>
<tr>
<td>$t_2 = \text{join}(\text{targetTable}, \text{dimension}_2)$</td>
<td>1.000</td>
</tr>
<tr>
<td>$t_3 = \text{join}(\text{targetTable}, \text{dimension}_3)$</td>
<td>1.000</td>
</tr>
<tr>
<td>$t_{1.1} = \text{join}(t_1, \text{dimension}_{1.1})$</td>
<td>10.000</td>
</tr>
<tr>
<td>$t_{1.2} = \text{join}(t_1, \text{dimension}_{1.2})$</td>
<td>10.000</td>
</tr>
<tr>
<td>$t_{1.3} = \text{join}(t_1, \text{dimension}_{1.3})$</td>
<td>10.000</td>
</tr>
<tr>
<td>$t_{2.1} = \text{join}(t_2, \text{dimension}_{1.1})$</td>
<td>10.000</td>
</tr>
<tr>
<td>$t_{2.2} = \text{join}(t_2, \text{dimension}_{1.2})$</td>
<td>10.000</td>
</tr>
<tr>
<td>$t_{2.3} = \text{join}(t_2, \text{dimension}_{1.3})$</td>
<td>10.000</td>
</tr>
<tr>
<td>$t_{3.1} = \text{join}(t_3, \text{dimension}_{1.1})$</td>
<td>10.000</td>
</tr>
<tr>
<td>$t_{3.2} = \text{join}(t_3, \text{dimension}_{1.2})$</td>
<td>10.000</td>
</tr>
<tr>
<td>$t_{3.3} = \text{join}(t_3, \text{dimension}_{1.3})$</td>
<td>10.000</td>
</tr>
</tbody>
</table>

Table 2.2: The result of application Snowball algorithm on data from Figure 2.3. The sum of rows over all tables is 93.000.

Since this method propagates data from the target table into non-target tables in an incremental matter, this method is further referenced as Snowball method.

**Tuple ID** Tuple ID propagation method [266] is one of the most efficient methods in the regard of the used space – tuple ID propagation does not create new tables. It just adds a vector type column into the non-target tables. And this new column contains references to the entities in the target table. The only complication is that not all databases support arrays, the most natural data type for storing the vector of references.

Performance comparison of snowball and Tuple ID propagation was done by Ghionna et al. [88].

**RollUp** The last discussed method how to propagate information is called RollUp [137]. This method is the only representative of the approach “data to the target table”. With this method, the furthest non-target tables from the target table are joined with the less
distant tables. And this process is repeated until all the non-target tables are joined to the target table. What makes this method unique is that feature functions (which are discussed in Section 2.1.3, but for illustration, imagine aggregate functions like \textit{min}, \textit{max}, \textit{sum}, etc.) are applied to relationships \textit{1:n} before the tables are joined, while with other methods, feature functions are, if at all, applied after information propagation. Consequently, the product of a join always has as many rows as the table closer to the target table. Hence, from the point of the row count, RollUp method is as efficient as Tuple ID propagation.

A slight disadvantage of RollUp method is that it is not always evident which feature function to use until the non-target table is propagated to the target table, which contains the target needed for feature relevancy evaluation. Knobbe [137] simply applies all possible feature functions. Hence, the count of the calculated features grows exponentially with the count of relationships in the path of propagation [120]. This problem was addressed by Gjorgjioski and Dzeroski in PRORED [89] by the introduction of the stochastic sampling of the feature functions.

A theorized solution of the problem could be to use a greedy algorithm. First, the target would be propagated from the target table into all non-target tables, permitting application of feature relevance evaluation. Second, only the most relevant (predictive) features would be rolled up to the target table with RollUp method. Of course, greedy algorithm may not find the best combination of the feature functions. Also, for non-target tables that are in the closest proximity (as given by the length of the propagation path) and that are not further used for the target propagation, it can be reasonable to directly apply RollUp method, since the speed gain provided by the greedy algorithm can be smaller than the cost associated with the target propagation.

**Summary** An important consideration related to each information propagation algorithm is whether we want to be able to calculate multivariate features (feature calculated from several attributes – they are further discussed in Section 2.1.3). This extension is perfectly natural for RollUp algorithm since all the attributes, though possibly aggregated multiple times, in the end end up in the target table. However, all analyzed algorithms that are using RollUp (Polka [137], PRORED and DFS [120]) are exclusively using univariate feature functions that are using just one attribute as an argument. An example of a propositionalization algorithm that calculates feature functions on attributes spanning several tables is CLAMF [77].

### 2.1.3 Feature Function

Feature functions are applied on data in the hope that the transformed data will be easier to work with. An example of such transformation in image processing is fast Fourier transformation (FFT). After application of FFT, convolution is simpler, making it attractive to transform the image with FFT and back with inverse FFT just to perform the convolution.
2.1.3.1 Categorization

There are multiple categories of feature functions:

1. Relational (like \textit{min}, \textit{max}, \textit{correlation}...)
2. Distance and similarity measures (like \textit{Euclidean}, \textit{cosine}, \textit{Jaccard index}...)
3. Kernel functions (like \textit{Gaussian}, \textit{centrality}, \textit{random walk}...)

Relational feature functions can be divided into 4 categories [77, 120] based on the count of parameters and dimensionality of the parameters that the function accepts. The horizontal dimension in Figure 2.4 says whether the feature function works on a single attribute or on multiple attributes. The vertical dimension says whether the feature function works on a single tuple or multiple tuples.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{feature_functions.png}
\caption{Four types of feature functions. From left to right, then top to bottom: scalar, horizontal aggregate, vertical aggregate, cross.}
\end{figure}

\textbf{1:n} Whenever we have a 1:n relationship between an entity in the target table and a non-target table, there are two approaches how to deal with that. Either we can use a generalized multiple instance classifier [75], like in the experiment done by Reutemann [218] and later on by Schulte [235]. Or we can transform the data into 1:1 relationship with feature functions. In the Schulte’s empirical evaluation, the classification employing feature functions was both, more accurate and faster than classification employing a multiple instance classifier. However, it is noteworthy that Schulte used very simple multiple instance classifiers.
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Univariate  With univariate features we assume that all interactions between the attributes are modeled with a classifier. An example of a univariate feature function are *sum* or *count*.

Multivariate  With multivariate feature functions, interactions between attributes can be captured. An example of a multivariate feature function is calculation of BMI (Body Mass Index), which is calculated as:

\[
BMI = \frac{\text{weight}}{\text{height}^2}.
\]  

(2.1)

There are two reasons why to use multivariate features. First, many metrics in physics or econometrics can be described with a combination of a small set of variables (e.g., the metric system is based on 7 base units, which include mass and length). And if physicists and economists found the ability to combine attributes explicitly useful, maybe we should be able to do that as well. A non-exhaustive list of approaches how to construct multivariate features include: Inductive Logic Programming (ILP) based, decision tree related [159], genetic programming related [57] and annotation based [241]. Second, multivariate features can help to decrease bias of models (particularly linear).

Scalar  An example of a scalar feature function is a conversion of customer’s date of birth into the age of the customer. The idea behind this transformation is, that a model learned on the date of birth is likely going to get obsolete faster, than a model based on the age. This assumption can be particularly true if we predict propensity to buy (the probability that a customer is going to buy a product) of a legislatively restricted product like alcohol or social insurance, where restrictions on the customers’ age apply.

Cross  Cross function works with multiple attributes and multiple tuples. An example of such function is average monthly spending, calculated from a transaction table with date and amount attributes.

2.1.3.2 Aggregates

In the realm of ILP, the most common aggregate is an *existential quantifier* [187]. In the realm of relational databases, one of the most common aggregates are *mean*, *max*, *min*, *sum*, *standard deviation* and *count* [144, 137]. Nevertheless, there is infinitely many possible aggregates\(^2\). For example, Frank proposed multivariate aggregates like *correlation* [77]. Perlich proposed how to aggregate ids [200]. It is also possible to use graph features, like different measures of *centrality* [135]. However, note that differently named feature functions may actually represent the same function. For example, *count* aggregate in a relational database and *degree* in an undirected graph are the same feature function.

\(^2\)For a trivial illustration of the argument, imagine a percentile function with a continuous percentile.
2.1. Theoretical Background

**Existential quantifier**  The *existential quantifier* expresses that the statements within its scope are true for at least one instance of something. For example, RSD [143] algorithm is using only *existential quantifier* for classification.

**Count**  The advantage of the *count* feature function, in comparison to the *existential quantifier*, is that it has a higher resolution. However, on small datasets, the *existential quantifier* is commonly preferred. Nevertheless, Perovšek showed that Wordification algorithm, which is exclusively using *count* features, delivers higher accuracy on *train* dataset than RSD [201], even though the dataset contains only 20 instances.

**Continuous variables**  There are two common approaches how to get features from continuous attributes – discretization and aggregation. After discretization, we can use *existential quantifier* or *count*. Or we can approximate the bag of numbers with descriptive statistics like *avg* or *standard deviation*.

**Distance and similarity**  We may measure distance or similarity of a bag of tuples to a bag of training tuples belonging to the positive class and use the resulting value as a feature. This idea was exploited in ACORA [200]. For a review of distances, see [215] and [50].

**Kernel**  It is also possible to use kernels as features. Either we may use fixed kernels or we may learn the kernels. Kernels are used in kFOIL [155] and kLog [78].

**Summary**  Relational data do not have to consist only of nominal and continuous attributes but might also include text, images, sounds, and other types of data. However, feature extraction from these domains (with the exception of the text) is out of the scope of this thesis due to the sheer size of the problem.

2.1.3.3 Desirable Properties

The main properties of a well-behaved feature function are:

**Discrimination** Features should have high predictive power.

**Reusability** It should be possible to reuse features in different models and applications.

**Transformability** Besides directly reusing a feature $f$, it should be easy to use a transformation of it (e.g., $\log(f)$, $\max(f)$, $\sum f_i$ over a time window...).

**Interpretability** It should be easy to understand the meaning of features and interpret their values. This property is particularly useful for prescriptive analysis.

**Reliability** It should be easy to identify issues with the features.
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2.1.4 Feature Refinement

The idea behind feature refinement is an incremental improvement of a preliminary feature into a better feature [27]. An example of such refinement can be optimization of a feature parameter (e.g., the used quantile), generalization or specialization.

**ILP** An Inductive Logic Programming (ILP) algorithm starts from an initial hypothesis and applies pre-defined operators called refinement operators (e.g., generalization or specialization) to create new hypotheses. The aim is to find such hypothesis that covers many positive examples and minimum of the negative ones [27]. For detail overview of ILP methods see [211].

**Frequent item set** An example of a frequent item set algorithm is Apriori [3]. Apriori algorithm proceeds by identifying the frequent individual items in the database and extending them to larger and larger item sets as long as those item sets appear sufficiently often in the database. The discovered frequent item sets are then treated as features to the classifier.

**Aggregate** Even simple aggregate feature functions like minimum or maximum can be optimized. In FICO Data Spiders [69], the time frame over which to calculate the aggregate can be optimized. For example, if it holds that the recent data are more predictive of the target than the old data, the aggregate calculated over the last month can be more predictive than the same aggregate calculated over the last year.

However, sometimes it is the older data that are more predictive of the target value. For example, we would expect that loss given default (the amount of funds that is lost by a financial institution when a borrower defaults on a loan) is more sensitive to the ability of the borrower to pay back his/her first installment than his/her second installment.

But even if the dataset does not contain time dimension, we may want to optimize the aggregate functions to better deal with noise in the data. For example, in the presence of noise, it may turn out that the 94th percentile is more predictive of the target value than the plain maximum. Or that the n-th biggest value, where n is a constant that does not change based on the count of samples, is a better predictor of the target value than the plain maximum.

2.1.4.1 Summary

The refinement procedures can be computationally demanding. ILP and frequent item set methods often use mechanisms to prune unpromising settings quickly. It is also possible to perform pruning, when aggregates are used [256]. Nevertheless, some authors prefer to use heuristics like genetic algorithms [69].
2.1.5 Feature Selection

Although the choice of a feature selection algorithm should depend not only on the data but also on the used model [100], some propositionalization algorithm contain an embedded feature selection, either because the design greatly benefits from it, as is the case of NT → T propagation [137] or multi-view (MV) classification [94], or because the propositionalization algorithm requires an optimization criterium as it performs feature refinement.

Feature selection methods can be divided into filters, wrappers and embedded methods [101]. Filters select subsets of variables as a pre-processing step, independently of the chosen model. Wrappers use the model as a black box to score subsets of variable according to their predictive power. Embedded methods perform variable selection in the process of training and are usually specific to given learning machines.

The individual methods can be further divided. For example, filter methods can be divided based on the knowledge whether they treat features individually (univariate) or together (multivariate). Following paragraphs give a non-exhaustive list of methods used in relational classifiers.

**Univariate filter** Propositionalization algorithms are critiqued by de Raedt for the production of many irrelevant features [209]. The simplest posthumous treatment of the issue is to apply a univariate filter. For example, a specific problem of NT → T propagation is that the count of the produced features grows exponentially with the count of 1:n relationships in the path between the non-target table and the target table [120]. To combat this exponential growth of the features, Gjorgjioski successfully used stochastic sampling of the feature functions [89].

**Multivariate filter** Another critique of propositionalization algorithms by de Raedt is the creation of the many highly correlated features [209]. Correlated features can cause troubles in algorithms like Linear Discriminant Analysis or Naive Bayes. To combat this problem, Guo [30] opts for Correlation Feature Selection (CFS) method, which is based on the following hypothesis: “Good feature subsets contain features highly correlated with the classification, yet uncorrelated with each other” [102].

**Wrapper** Wrapper approach is taken by kFOIL [155], which evaluates the quality of a feature refinement with Support Vector Machine (SVM).

**Embedded** Dataconda [229] is using Lasso regression to select the top 20 features.

---

3Note that “correlation does not imply redundancy” [25].
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Summary A feature selection should generally optimize following criteria: Maximize relevancy, minimize redundancy, maximize stability\(^4\), and minimize time consumption \(^{[34]}\).

2.1.6 Feature Collection

When features are calculated, they can be either collected into a single table, multiple tables or each feature can be left alone.

Attribute-value Propositional tools traditionally generate a single “feature table” that contains all generated features \(^{[144]}\). The advantage of the attribute-value (AV) approach is that the produced table can be directly processed with common propositional tools. The disadvantage of this approach is that the output table may have to store more features than is the limit of the database on the maximal count of columns in a single table (e.g., 1000 in Oracle).

Multi-view In a multi-view (MV) approach, an algorithm produces a feature table for each table in the database. A learner is then executed on each individual feature table. And the predictions of the learners are then ensembled together with another learner \(^{[96]}\).

There are two significant advantages of such approach. First, if the information present in each feature table is independent of the information in other feature tables, the learning is greatly simplified without loss of accuracy. Hence, the MV approach is efficient in term of running time. Second, the MV approach partially alleviates the AV’s limit on the maximal count of columns in a single table because the generated features are spread over multiple tables. Still, if the count of the generated features is bigger than the count of attributes, they may not fit into the limit. The disadvantage of the MV approach is that if the assumption of the table independence does not hold, the accuracy is hampered.

Attribute grouping The MV approach can be taken a level further – instead of joining features belonging to a single table together, features from the same attribute can be joined together. To our best knowledge, this approach has not been discussed in the literature.

The advantage of attribute grouping is that it allows easy parallelization in the case that each attribute is stored in a different computation node – the attributes do not have to be transmitted between the nodes.

Individual feature In the end, it is also possible to train a model on each feature individually and merge the produced estimates with another model. This approach was taken by Schulte in \(^{[235]}\).

\(^{4}\)If we want to perform ensembling, we may want to, on the other hand, promote diversity.
2.1.6.1 Hierarchy

It holds that what can be learned from the individual features, can be learned with the attribute grouping. What can be learned with the attribute grouping, can also be learned with the MV approach. And what can be learned with the MV approach can be learned with the AV approach:

\[ AV \subset MV \subset \text{Attribute grouping} \subset \text{Individual features} \]  

(2.2)

2.1.7 Feature Representation

We can partition learning algorithms based on the data structure that is used for supervised learning.

**Attribute-value learning**  In attribute-value (AV) learning all the data resides in a single table and each record has its own label.

**Multiple-instance learning**  In multiple-instance (MI) learning, each input object or event is represented by a set of instances, named a bag, and it is the bag that carries a label.

In early MI research, a strong assumption was made regarding the relationship between instances inside the bags and the label of the bag. This assumption is called the standard MI assumption. Under this assumption, each instance has a hidden class label which identifies it as either a positive or a negative instance, and a bag is considered to be positive if and only if it contains at least one positive instance. This is generally believed to be true for the musk drug activity prediction problem, where a molecule will have the desired drug effect if and only if one or more of its conformations binds to the target binding site [54]. However, in other problem domains, this assumption may not apply. Consequently, different or more general assumptions were developed. For a review of MI learning assumptions see Foulds’s and Frank’s work [75].

**Relational learning**  In relational learning (RL), the data can be spread over multiple tables. And one of the tables, which is called target table, contains the target.

2.1.7.1 Hierarchy

It holds that problems solvable with an AV learner can be learned with a MI learner because AV learning is just a subset of MI learning, where each bag contains only one instance.

It also holds that problems solvable with a MI learner can be learned with a relational learner, because a MI problem can be represented in the form of two tables, where target
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table contains labels of bags and the second table contains instances with a foreign key to the target table:

\[ AVL \subseteq MIL \subseteq RL \] (2.3)

De Raedt suggested that the MI paradigm could be the sweet spot between the AV and relational representations, being more expressive than the former, and much more easy to learn than the latter [209].

2.1.8 Evaluation

The proposed decomposition of the problem was tested on propositionalization algorithms listed in Table 2.3.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Representation</th>
<th>Propagation Function</th>
<th>Refinement</th>
<th>Collection</th>
<th>Learning Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACORA [200]</td>
<td>Relational</td>
<td>T→N</td>
<td>Distance</td>
<td>No</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>Aggregated Predictions [235]</td>
<td>Relational</td>
<td>Implicit</td>
<td>–</td>
<td>No</td>
<td>1 table MI –</td>
</tr>
<tr>
<td>CLAMF [77]</td>
<td>Relational</td>
<td>T→N</td>
<td>Aggregate, ILP</td>
<td>Yes</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>CrossMine [206]</td>
<td>Logic</td>
<td>N→T</td>
<td>ILP</td>
<td>Yes</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>Dataconda [229]</td>
<td>Relational</td>
<td>T→N</td>
<td>Aggregate</td>
<td>Yes</td>
<td>1 table AV Lasso</td>
</tr>
<tr>
<td>Deep Feature Synthesis [120]</td>
<td>Relational</td>
<td>N→T</td>
<td>Aggregate</td>
<td>No</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>FICO Data Spiders [69]</td>
<td>Relational</td>
<td>T→N</td>
<td>Aggregate</td>
<td>Yes</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>KXEN Event Log [232]</td>
<td>Relational</td>
<td>T→N</td>
<td>Aggregate</td>
<td>No</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>LBP [55]</td>
<td>Logic</td>
<td>Implicit</td>
<td>Aggregate</td>
<td>No</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>Linus [157]</td>
<td>Logic</td>
<td>Implicit</td>
<td>ILP</td>
<td>Yes</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>Lynx-RSM [173]</td>
<td>Logic</td>
<td>Implicit</td>
<td>ILP</td>
<td>Yes</td>
<td>1 table AV SLS</td>
</tr>
<tr>
<td>MILK [218]</td>
<td>Relational, Logic Implicit</td>
<td>–</td>
<td>No</td>
<td>1 table MI –</td>
<td></td>
</tr>
<tr>
<td>MRC [98]</td>
<td>Relational</td>
<td>T→N</td>
<td>Aggregate</td>
<td>No</td>
<td>n tables AV CFS</td>
</tr>
<tr>
<td>RELAGGS [144]</td>
<td>Relational</td>
<td>T→N</td>
<td>Aggregate</td>
<td>No</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>Polka [137]</td>
<td>Relational</td>
<td>N→T</td>
<td>Aggregate</td>
<td>No</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>PRORED [89]</td>
<td>Relational</td>
<td>N→T</td>
<td>Aggregate</td>
<td>No</td>
<td>1 table AV Stochastic</td>
</tr>
<tr>
<td>REPART [279]</td>
<td>Relational</td>
<td>Implicit</td>
<td>ILP</td>
<td>Yes</td>
<td>1 table MI –</td>
</tr>
<tr>
<td>RSD [271]</td>
<td>Logic</td>
<td>Implicit</td>
<td>ILP</td>
<td>Yes</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>SMFI [123]</td>
<td>Graph</td>
<td>Implicit</td>
<td>Item set</td>
<td>Yes</td>
<td>1 table AV –</td>
</tr>
<tr>
<td>Wordification [201]</td>
<td>Relational</td>
<td>T→N</td>
<td>Aggregate</td>
<td>No</td>
<td>1 table AV TF-IDF</td>
</tr>
</tbody>
</table>

Table 2.3: Anatomy of propositionalization algorithms.

If Multiple Correspondence Analysis is applied to the data in Table 2.3, we get a two-dimensional projection depicted in Figure 2.5. The grouping of the algorithms into 5 clusters was done manually. The labels of the clusters were determined by the shared properties of algorithms in a cluster. Note that some of the algorithms overlap in the projection, like MAFIA [122] and SMFI [123], because they have identical functional decomposition.

2.1.9 Conclusions

This section followed “divide and conquer” strategy, in which a propositionalization algorithm was decomposed into individual building blocks.
Figure 2.5: Projection of algorithms from Table 2.3 into a two-dimensional space with Multiple Correspondence Analysis.

**Framework** The described decomposition of a propositionalization algorithm allows construction of a framework in which many current and new relational algorithms can be implemented. Such framework would allow easy empirical comparison of algorithms, development of meta-learning in relational learning, and it would provide a testbed for algorithms that improve just a part of a relational learner.

**Model** The described decomposition also provides a conceptual model of how to look at propositionalization.

This is an important thing as there is not a literature dedicated to propositionalization algorithms – there are only publications about individual implementations of propositionalization algorithms\(^5\).

**New instances** New instances of building blocks were identified. Namely, new ways of feature collection (attribute grouping and individual feature) were identified. Furthermore, it was identified that the MI classifiers tested in the literature on relational data were subpar. Hence, it is desirable to do new experiments in this field.

---

\(^5\)There are great books about relational learning. However, their scope is much wider than mere propositionalization.
New combinations The decomposition of the problem allows a creation of new combinations, giving rise to new algorithms.

2.2 Empirical Comparison

This section contains a meta-study of different approaches to supervised relational learning. The comparison of the algorithms was done with an algorithm described in the following paragraphs.

2.2.1 Introduction

Sometimes, we may want to compare different treatments on different blocks (see Table 2.4). For example, we may want to compare a set of algorithms on a set of datasets and evaluate algorithms’ performance. If we can do all the measurements, the evaluation is quite easy – we can just follow the recommendation of Demšar [48], apply an omni-bus test like Friedman test followed with a post-hoc analysis, like Bergmann–Hommel’s or Li’s procedures [250], and we are done.

<table>
<thead>
<tr>
<th>Block 1</th>
<th>Block 2</th>
<th>· · ·</th>
<th>Block b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment 1</td>
<td>$X_{11}$</td>
<td>$X_{12}$</td>
<td>· · ·</td>
</tr>
<tr>
<td>Treatment 2</td>
<td>$X_{21}$</td>
<td>$X_{22}$</td>
<td>· · ·</td>
</tr>
<tr>
<td>·</td>
<td>·</td>
<td>·</td>
<td>·</td>
</tr>
<tr>
<td>Treatment t</td>
<td>$X_{t1}$</td>
<td>$X_{t2}$</td>
<td>· · ·</td>
</tr>
</tbody>
</table>

Table 2.4: In a complete block design, every treatment is run for every block exactly once.

But sometimes, we may have difficulties to collect measures for all combinations of treatments and blocks. For example, when two or more features are collinear, the covariance matrix of the entire dataset is singular, and inevitably, invertible, which causes problems in algorithms like Fisher’s LDA [68]. Or the algorithms may not terminate on the dataset in a reasonable time [14]. In such scenarios, we may be inclined to perform missing value imputation [68]; however, such imputation does not only result in overly optimistic confidence intervals [110], but may also result in misleading conclusions as illustrated in Table 2.5.

The hypothetical scenario in Table 2.5 depicts evaluation of 4 algorithms $A$-$D$ on 1001 datasets based on classification accuracy. However, all 4 algorithms are measured on the same dataset just once. In the rest of the cases, only two algorithms, $C$ and $D$, are compared. If we apply a method based on arithmetic mean, average ranking (like in Friedman’s test) or count of wins (like in sign test) on the complete dataset, we get that algorithm $C$ is the best (the best values in the table are shown in bold), even thought
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Alg A</th>
<th>Alg B</th>
<th>Alg C</th>
<th>Alg D</th>
</tr>
</thead>
<tbody>
<tr>
<td>#0</td>
<td>0.9 (1)</td>
<td>0.8 (2)</td>
<td>0.1 (3)</td>
<td>0 (4)</td>
</tr>
<tr>
<td>#1</td>
<td>? (2.5)</td>
<td>? (2.5)</td>
<td>1 (1)</td>
<td>0 (4)</td>
</tr>
<tr>
<td>#2</td>
<td>? (2.5)</td>
<td>? (2.5)</td>
<td>1 (1)</td>
<td>0 (4)</td>
</tr>
<tr>
<td>#3</td>
<td>? (2.5)</td>
<td>? (2.5)</td>
<td>1 (1)</td>
<td>0 (4)</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>#999</td>
<td>? (2.5)</td>
<td>? (2.5)</td>
<td>1 (1)</td>
<td>0 (4)</td>
</tr>
<tr>
<td>#1000</td>
<td>? (2.5)</td>
<td>? (2.5)</td>
<td>1 (1)</td>
<td>0 (4)</td>
</tr>
</tbody>
</table>

Nan-avg acc 0.9 0.8
≈ 1 0

Imp-avg acc ≈ 0.5 ≈ 0.5 ≈ 1 1

Avg ranking ≈ 2.5 ≈ 2.5 ≈ 1 4

# Wins 1 0 1000 0

Proposed 1 2 3 4

Table 2.5: Hypothetical example of a situation, where imputation of missing values results in misleading conclusions. The values represent classification accuracy (tied rank). Missing values are represented with a question mark.

the first record, the only one that is complete, suggests that algorithm A is superior to algorithm C.

The remedy in the scenario depicted in Table 2.5 is easy – we can delete all incomplete records and apply a test of our choice on the rest of the records. However, if neither record is complete, we have to either perform an imputation (and in the case of imputation with an average become susceptible to the described attack) or use an algorithm that can deal with missing values.

2.2.2 Related Work

Friedman’s test [82] was developed to analyze data with one response per cell and no missingness. Subsequent modifications of Friedman’s test generally relax one of the two requirements, although some permit both. The first relaxation permits missing data with one response per cell at most. The second relaxation permits multiple responses per cell [110].

Missingness Durbin proposed a Friedman-type test for a balanced incomplete block design [59], which permits missing data by design. Skillings and Mack [239] proposed a more general Friedman-type test for an unbalanced incomplete block design, which permits missing data that are missing by design or missing completely at random.

Missingness & Multiple response Bernard and van Elteren [13] then adapted Durbin’s model for scenarios with an arbitrary number of responses per cell. Nevertheless, data
still have to be missing by design.

Network meta-analysis  Network meta-learning algorithms [191] are better suited for a meta-analysis than Friedman-test-based algorithms as they permit multiple responses per cell and missing data do not have to be missing by design.

Still, application of network meta-learning algorithms can be troublesome because they require confidence intervals (or other parameters from which confidence intervals can be calculated) for each response. However, only around one-third (14/45) of the studied articles about relational classifiers contained information about the accuracy of reported values (the data are further discussed in Section 2.2.5.1).

Proposed  Compared to methods described above, the proposed method can deal with multiple responses per cell, missing values do not have to be missing be design and confidence intervals are not required.

2.2.3 Method Description

The proposed method (called GraphRank) is motivated by graph theory. Figure 2.6 depicts an example network of 6 treatments A-F. The weights of the directed edges represent count of wins of the ancestor over the successor/or the ancestor over the successor, where the direction of the edge is from the weaker treatment to the stronger treatment.

From these partial orderings, we can estimate the complete ordering with object ranking [118] – a special application of learning to rank algorithms. However, object ranking in the most general form is NP-hard.

If we had a directed acyclic graph, we could enumerate all topological orderings that satisfy all partial constraints [255] and take the average rank of a treatment over all plausible orderings as the estimated rank [259, 260].

However, cycles in meta-analyses do appear [191]. The cycles in a graph can be identified [172] and broke at their weakest point as estimated with a sign test [48]. If the weakest point in a cycle is not unique, multiple treatments are estimated and averaged. The result of the application of the algorithm on the network from Figure 2.6 is in Figure 2.7.
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Figure 2.7: Directed acyclic graph.

Figure 2.8: Network visualization.

Figure 2.9: Nodes with ranking.

A BPMN layout algorithm, an alternative to hierarchical layout algorithms that produces easier to read graphs \cite{134}, is used to place the treatments from left to right based on their order. To depict the confidence in the ordering of two treatments connected with an edge, a sign test can be used. The width of the edge is then inversely proportional to the calculated $p$-value. Additionally, the size of a node (treatment) can be proportional to the count of trials, in which the treatment is present. The resulting graph is in Figure 2.8.

A graph with the ranking in place of the treatment labels is in Figure 2.9.

2.2.3.1 Assumptions

GraphRank assumes that the partial orderings are transitive, i.e., that $(A \prec B) \land (B \prec C) \rightarrow (A \prec C)$, and that the responses are independent. GraphRank does not assume any commensurability of responses or differences nor does it assume normal distributions.
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2.2.4 Evaluation

The ability of GraphRank to rank treatments was compared to the ranking method used in Friedman’s and Wittkowski’s tests [259]. Wittkowski’s test is a Friedman-type test that can deal with missing values. A nice property of Wittkowski’s test, in comparison to Skillings’s test, is that on a complete dataset it returns the same conclusion as Friedman’s test.

2.2.4.1 Data

The algorithms were tested on a recent empirical evaluation of 179 classifiers on 121 datasets by Fernández-Delgado [68]. This dataset was selected because it is thematically close to the desired application of the developed algorithm – evaluation of relational classifiers.

2.2.4.2 Data Preprocessing

Since some classifiers in Fernández-Delgado’s evaluation were not able to cope with each dataset, only a subset of 109 classifiers without any missing value was used.

2.2.4.3 Evaluation Criterium

The performance of the treatment ordering is evaluated with Spearman’s correlation coefficient. The ideal ordering is obtained on the complete dataset of 109 classifiers with Friedman’s algorithm and compared with the ordering obtained on a dataset with missing values, introduced into the dataset with uniform distribution. Since Friedman’s algorithm does not work with missing values, the missing values were imputed with dataset’s average accuracy. This treatment of missing values was chosen because it was used in the Fernández-Delgado’s work.

2.2.4.4 Result

Figure 2.10 depicts the average results after 100 repeats.

GraphRank algorithm provides comparable accuracy with Wittkowski’s approach. The difference between the rank by Friedman’s algorithm and GraphRank on the complete dataset is caused by the different ranking of boosting and bagging. More often than not, boosting gives better accuracy than bagging. Also, boosting on average gives better results than bagging. However, by Friedman’s algorithm, bagging is better than boosting.

The reason for Friedman’s conclusion is the fact that a boosted weak classifier sometimes performs worse than the weak classifier by itself (a detail discussion of the problem is in [53]). In these instances, the rank of boosting is much worse than the rank of bagging, which reliably provides good accuracy. On the other hand, when boosting outperforms bagging (frequently and substantially), the rank of boosting is just a bit better.
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Figure 2.10: Accuracy of ranking methods based on their ability to cope with missing values.

than the rank of bagging because both these algorithms are already at the top of the rank.

This example illustrates the fact that the decision about which treatment of two is better is in Friedman’s algorithm influenced by presence or absence of other treatments – if boosting and bagging are compared alone with Friedman’s test, boosting comes out as the winner! Note that the simple average on a dataset with exactly one response per cell is not influenceable by the presence or absence of other treatments.

2.2.5 Application

The developed algorithm is applied on a meta-analysis of algorithms for relational classification, which aims to compare algorithms based on their discriminatory ability. In the following paragraphs, it is explained why an experimental evaluation of relational classifiers is a difficult task and what are the challenges in a meta-analysis of relational classifiers.

A direct comparison of relational classifiers is a demanding task, because different relational classifiers demand data in different formats. The data formats for relational classifiers can be divided into three categories [85]:

- Logical based
- Graph based
- Relational

Nevertheless, even formats in the same category may not be compatible. For example, in logical based representation, Alchemy requires a combination of predicates and C++
code [140], TreeLiker uses “pseudo Prolog” format⁶ and FOIL uses a (space separated) binary valued data set⁷. Consequently, the observed count of experimentally evaluated relational classifiers in a single study ranges from 1 to 8 with the average of 3 algorithms (the data are further described in Section 2.2.5.1). These numbers are in stark contrast with Fernández-Delgado’s 179 propositional classifiers in a single study [68].

Neither a direct comparison of results from literature is easy, because of the different variants of the benchmarking datasets and different protocols (data preprocessing steps). The possibly most popular relational benchmark dataset, Mutagenesis dataset, can be accompanied with 4 types of background knowledge [164] and is available in two versions – a regression friendly version with 188 samples and a regression unfriendly version with 42 samples [47]. Alternatively, both versions can be merged into a single dataset with 230 samples [73]. This makes for $5 \times 3 = 15$ versions of Mutagenesis dataset.

In Alzheimer dataset, at least 6 different target columns can be predicted: acetyl, amine, memory, toxic, choline and scopolamine [14, 76]. In Financial dataset, some authors apply time based filters [190], while other do not [143]. Unless all these details (and likely many other we are not aware of) are known and accounted for, a direct comparison of algorithms on these datasets is troublesome, because the values are not commensurable [48].

2.2.5.1 Data

To collect the data, Google Scholar was searched for keyword:

relational classification accuracy OR precision OR recall OR f-measure OR f1 OR auc OR roc OR gini OR lift

Out of 315 000 returned results, only the first 100 results were processed. Out of the 100 articles, only experimental studies were preserved, because surveys do not generally guarantee that each measure in the survey was obtained with the exactly same protocol (with the same data preprocessing steps and parameter setting). Consequently, the measured values in the surveys may not be always commensurable. To avoid an easy mistake, all surveys were preventively excluded from the meta-analysis. After exclusion of irrelevant and survey articles, 45 were left and examined.

Following data were collected from the articles:

| Algorithm name | Common abbreviated name, if available. |
| Dataset name   | Common abbreviated name, if available. |
| Target name    | The attribute in the target table.     |
| Measure name   | Like accuracy, F-measure, AUC-ROC or AUC-PR. |
| Measure value  | A decimal value in range 0..1.          |
| Publication name | The title of the publication. |

⁶See http://ida.felk.cvut.cz/treeliker/Data.html
⁷See http://cgi.csc.liv.ac.uk/~frans/KDD/Software/FOIL_PRM_CPAR/foil.html
Target name was collected, because some datasets, like Alzheimer [133] or CORA [174], have multiple target attributes. Measure name was collected, because algorithms can be evaluated based on different criteria. If multiple protocols were evaluated in a single publication, only the results from the protocol with the highest average measure values were recorded. The collected data were checked for duplicities and eventual duplicates were removed. The collected data contains 575 records about 48 relational classifiers (see Table 2.7) on 17 datasets (see Table 2.6). The data are available for download at http://motl.us/benchmarking/.

2.2.5.2 Study Design

Treatment, block and response were defined following way:

Treatment  
Algorithm name.

Block  
Concatenate(Dataset, Target, Measure, Publication name).

Response  
Measure value.

The used design blocks for differences between the datasets, targets, measures and protocols. The design assumes that a higher measure value is always better. This assumption holds for all the used measures (classification accuracy, F-measure, AUC-ROC and AUC-PR).

Furthermore, to maximize the amount of information passed to the proposed method, the used design deliberately uses responses from all targets of the datasets, although there is not a reason to believe that the responses are independent.

2.2.5.3 Result

The network of algorithm comparisons is depicted in Figure 2.11. If algorithm $A$ is compared with algorithm $B$ in a literature, there is an edge between algorithm $A$ and algorithm $B$. If algorithm $A$ has more wins over algorithm $B$ than algorithm $B$ has wins over algorithm $A$, the edge is directed from algorithm $B$ to algorithm $A$. 
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Figure 2.11: Network of the relational algorithms. Algorithms with more accurate predictions are on the right. Superior algorithms are in red nodes.
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<table>
<thead>
<tr>
<th>Database</th>
<th>Domain</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alzheimer</td>
<td>Medicine</td>
<td>[133]</td>
</tr>
<tr>
<td>Biodegradability</td>
<td>Medicine</td>
<td>[18]</td>
</tr>
<tr>
<td>CAD</td>
<td>Industry</td>
<td>[149]</td>
</tr>
<tr>
<td>Carcinogenesis</td>
<td>Medicine</td>
<td>[244]</td>
</tr>
<tr>
<td>CiteSeer</td>
<td>Education</td>
<td>[235]</td>
</tr>
<tr>
<td>CompuScience</td>
<td>Education</td>
<td>[205]</td>
</tr>
<tr>
<td>CORA</td>
<td>Education</td>
<td>[174]</td>
</tr>
<tr>
<td>CPM</td>
<td>Medicine</td>
<td>[149]</td>
</tr>
<tr>
<td>Diterpenes</td>
<td>Medicine</td>
<td>[61]</td>
</tr>
<tr>
<td>Drug-pyrimidines</td>
<td>Medicine</td>
<td>[107]</td>
</tr>
<tr>
<td>DSSTox</td>
<td>Medicine</td>
<td>[220]</td>
</tr>
<tr>
<td>ECML</td>
<td>Finance</td>
<td>[146]</td>
</tr>
<tr>
<td>Epinions</td>
<td>Retail</td>
<td>[64]</td>
</tr>
<tr>
<td>Financial</td>
<td>Finance</td>
<td>[12]</td>
</tr>
<tr>
<td>Fingerprints</td>
<td>Medicine</td>
<td>[84]</td>
</tr>
<tr>
<td>Genes</td>
<td>Medicine</td>
<td>[38]</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>Medicine</td>
<td>[234]</td>
</tr>
<tr>
<td>IMDb</td>
<td>Entertainment</td>
<td>[234]</td>
</tr>
<tr>
<td>IPO</td>
<td>Finance</td>
<td>[200]</td>
</tr>
<tr>
<td>KRK</td>
<td>Entertainment</td>
<td>[186]</td>
</tr>
<tr>
<td>LIMAS</td>
<td>Language</td>
<td>[261]</td>
</tr>
<tr>
<td>Mesh</td>
<td>Industry</td>
<td>[56]</td>
</tr>
<tr>
<td>Mondial</td>
<td>Geography</td>
<td>[234]</td>
</tr>
<tr>
<td>MovieLens</td>
<td>Entertainment</td>
<td>[234]</td>
</tr>
<tr>
<td>Musk</td>
<td>Medicine</td>
<td>[54]</td>
</tr>
<tr>
<td>Mutagenesis</td>
<td>Medicine</td>
<td>[47]</td>
</tr>
<tr>
<td>NCI786</td>
<td>Medicine</td>
<td>[246]</td>
</tr>
<tr>
<td>NWE</td>
<td>Geography</td>
<td>[29]</td>
</tr>
<tr>
<td>OMOP</td>
<td>Medicine</td>
<td>[189]</td>
</tr>
<tr>
<td>PremiereLeague</td>
<td>Sport</td>
<td>[234]</td>
</tr>
<tr>
<td>PTC</td>
<td>Medicine</td>
<td>[106]</td>
</tr>
<tr>
<td>Thrombosis</td>
<td>Medicine</td>
<td>[42]</td>
</tr>
<tr>
<td>Trains</td>
<td>Logistic</td>
<td>[178]</td>
</tr>
<tr>
<td>University</td>
<td>Education</td>
<td>[234]</td>
</tr>
<tr>
<td>UW-CSE</td>
<td>Education</td>
<td>[234]</td>
</tr>
</tbody>
</table>

Table 2.6: List of datasets used in the meta-analysis.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Type</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACORA</td>
<td>Distance</td>
<td>[200]</td>
</tr>
<tr>
<td>Aleph</td>
<td>ILP</td>
<td>[201]</td>
</tr>
<tr>
<td>Aleph++</td>
<td>Probabilistic</td>
<td>[114]</td>
</tr>
<tr>
<td>Ant-FOIL</td>
<td>ILP</td>
<td>[264]</td>
</tr>
<tr>
<td>CrossMine</td>
<td>ILP</td>
<td>[266]</td>
</tr>
<tr>
<td>E-NB</td>
<td>Probabilistic</td>
<td>[233]</td>
</tr>
<tr>
<td>EPRN</td>
<td>Probabilistic</td>
<td>[205]</td>
</tr>
<tr>
<td>FOIL</td>
<td>ILP</td>
<td>[155]</td>
</tr>
<tr>
<td>FORF-NA</td>
<td>Decision Tree</td>
<td>[257]</td>
</tr>
<tr>
<td>FORS</td>
<td>ILP</td>
<td>[121]</td>
</tr>
<tr>
<td>Graph-NB</td>
<td>Probabilistic</td>
<td>[162]</td>
</tr>
<tr>
<td>HNBC</td>
<td>Probabilistic</td>
<td>[233]</td>
</tr>
<tr>
<td>IB</td>
<td>Distance</td>
<td>[84]</td>
</tr>
<tr>
<td>ICL</td>
<td>ILP</td>
<td>[212]</td>
</tr>
<tr>
<td>kFOIL</td>
<td>Kernel</td>
<td>[155]</td>
</tr>
<tr>
<td>LBP</td>
<td>Propositional</td>
<td>[55]</td>
</tr>
<tr>
<td>Lynx-RSM</td>
<td>Propositional</td>
<td>[173]</td>
</tr>
<tr>
<td>mFOIL</td>
<td>ILP</td>
<td>[156]</td>
</tr>
<tr>
<td>MLN</td>
<td>Probabilistic</td>
<td>[221]</td>
</tr>
<tr>
<td>MRC</td>
<td>Multi-View</td>
<td>[98]</td>
</tr>
<tr>
<td>MRDTL</td>
<td>Decision Tree</td>
<td>[6]</td>
</tr>
<tr>
<td>MRNBC</td>
<td>Probabilistic</td>
<td>[233]</td>
</tr>
<tr>
<td>MVC</td>
<td>Multi-View</td>
<td>[95]</td>
</tr>
<tr>
<td>MVC vote</td>
<td>Multi-View</td>
<td>[180]</td>
</tr>
<tr>
<td>MVC-IM</td>
<td>Multi-View</td>
<td>[97]</td>
</tr>
<tr>
<td>nFOIL</td>
<td>Probabilistic</td>
<td>[153]</td>
</tr>
<tr>
<td>nRelF</td>
<td>ILP</td>
<td>[150]</td>
</tr>
<tr>
<td>PIC</td>
<td>Probabilistic</td>
<td>[233]</td>
</tr>
<tr>
<td>Poly</td>
<td>ILP</td>
<td>[150]</td>
</tr>
<tr>
<td>PRMs-IM</td>
<td>Probabilistic</td>
<td>[87]</td>
</tr>
<tr>
<td>PRN</td>
<td>Probabilistic</td>
<td>[208]</td>
</tr>
<tr>
<td>PROGOL</td>
<td>ILP</td>
<td>[185]</td>
</tr>
<tr>
<td>PRORED</td>
<td>Propositional</td>
<td>[89]</td>
</tr>
<tr>
<td>RBC</td>
<td>Probabilistic</td>
<td>[194]</td>
</tr>
<tr>
<td>RDN</td>
<td>Probabilistic</td>
<td>[192]</td>
</tr>
<tr>
<td>RELAGGS</td>
<td>Propositional</td>
<td>[144]</td>
</tr>
<tr>
<td>RelF</td>
<td>ILP</td>
<td>[149]</td>
</tr>
<tr>
<td>RIBL</td>
<td>Distance</td>
<td>[63]</td>
</tr>
<tr>
<td>RNPC</td>
<td>Distance</td>
<td>[84]</td>
</tr>
<tr>
<td>RollUp</td>
<td>Propositional</td>
<td>[137]</td>
</tr>
<tr>
<td>RPT</td>
<td>Probabilistic</td>
<td>[193]</td>
</tr>
<tr>
<td>RSD</td>
<td>Propositional</td>
<td>[143]</td>
</tr>
<tr>
<td>RUMBLE</td>
<td>Kernel</td>
<td>[226]</td>
</tr>
<tr>
<td>SDF</td>
<td>Decision Tree</td>
<td>[14]</td>
</tr>
<tr>
<td>SimFlat</td>
<td>Propositional</td>
<td>[97]</td>
</tr>
<tr>
<td>tFOIL</td>
<td>Probabilistic</td>
<td>[154]</td>
</tr>
<tr>
<td>TILDE</td>
<td>Decision Tree</td>
<td>[233]</td>
</tr>
<tr>
<td>Wordification</td>
<td>Propositional</td>
<td>[201]</td>
</tr>
</tbody>
</table>

Table 2.7: List of algorithms used in the meta-analysis.
Plot in Figure 2.12 depicts estimated ranking of relational classifiers after 1,000 bootstraps. The sampling in the bootstrapping was done at the level of individual articles, not at the level of individual measurements, to assess the impact of literature selection.

2.2.5.4 Limitation

In the following paragraphs, different sources of bias in the conducted meta-analysis are discussed.

Publication bias Authors of the methods may prefer to exclude the datasets, where their algorithms do not perform well. The risk of bias is higher if an algorithm is evaluated only by the algorithm authors on a small set of datasets.

Parameter tuning Authors of the algorithms may also spend a disproportionally more time on parameter tuning of their own algorithm than of the others. Hence, algorithms that require careful setting, data pre-processing or post-processing may perform significantly better, if they are set by their authors [A.9].

Protocol setting Also, a protocol may systematically favor specific algorithms. For example, if an author proposes an algorithm for imbalanced datasets, it is natural that the proposed algorithm is tested on imbalanced datasets and that the proposed algorithm fares favorably against algorithms that were not designed to work on imbalanced datasets. But such comparison does not give any evidence about the performance of the proposed algorithm on balanced datasets, where the proposed algorithm may fare miserably.
Figure 2.12: Plot with expected ranking of relational classifiers and propositionalization tools. The higher value is better.
Based on the problem decomposition in Section 2.1, Predictor Factory is an algorithm for propositionalization of relational data stored in an SQL database. The information in the database is propagated from the target table to other tables in the database with joins. In total, over 50 SQL patterns defining a feature function were tested (the list is in Appendix A.1). Predictor Factory does not refine features. For feature selection, Predictor Factory is using $\chi^2$ [111]. Any advanced feature selection is left to other tools. The created features are then returned to the user in a single table for attribute-value supervised learning. The following sections, which follow the same order used in Chapter 2, describe algorithm properties beyond this baseline.

### 3.1 Data Representation

This section justifies the data processing in the database and describes the used statistical and data types.

#### 3.1.1 Processing in a Database or in an Application

The world of relation classifiers can be divided into two groups based on where the classifier is implemented. The classification can be either implemented in a database or in a standalone application.

The advantage of in-database processing is that the data are not transferred. This saves transmission cost and encoding/decoding cost [67]. The disadvantage is the fact, that coding of complex feature functions in Java, R, or another language of choice can be faster than in plain SQL. Another thing to consider is the fact, that a database takes...
care of parallelization or distributed computation. However, a person pays a toll in the form of lost control over the implementation details.

Predictor Factory performs calculations in the database.

### 3.1.2 Typology

Variables can be classified based on different criteria. For example, psychologist Stanley Smith Stevens developed a classification with four levels (also called “scales”) of measurement: nominal, ordinal, interval, and ratio [245]. Other classifications include those by Chrisman [39] and by Mosteller & Tukey [184].

In statistics, groups of individual data points may be classified as belonging to any of various statistical data types, e.g., categorical (“red”, “blue”, “green”), real number (1.68, -5, 1.7e+6), etc. The data type is a fundamental component of the semantic content of the variable, and controls which sorts of probability distributions can logically be used to describe the variable, the permissible operations on the variable, the type of regression analysis used to predict the variable, etc. The concept of data type is similar to the concept of level of measurement but more specific: For example, count data require a different distribution (e.g., a Poisson distribution or binomial distribution) than non-negative real-valued data require, but both fall under the same level of measurement (a ratio scale).

In Predictor Factory, five data types, that are mutually exclusive and exhaustive, are recognized: time, numerical, character, boolean and other. The other category includes all data types that Predictor Factory does not know how to process. Examples of data types, that Predictor Factory does not know how to process are binary data (like images), Extensible Markup Language (XML)/JavaScript Object Notation (JSON) data, geometric data (like points or polygons), objects, arrays, and user-defined data types. The statistical type layer further differentiates between numerical values and nominal values that are just stored as numbers (see Figure 3.1).

<table>
<thead>
<tr>
<th>Statistical type:</th>
<th>time</th>
<th>numerical</th>
<th>nominal</th>
<th>character</th>
<th>boolean</th>
<th>--</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data type:</td>
<td>time</td>
<td>numerical</td>
<td>character</td>
<td>boolean</td>
<td>other</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.1: Variable types.

Sometimes, nominal values are stored as numbers, for example, to save data storage or as a kind of obfuscation in the published database. This causes problems, because, for example, the arithmetic mean of a nominal attribute is not generally considered meaningful [245], although exceptions exist [167].

The assignment of appropriate statistical types to the attributes in the data source is time-consuming and error-prone because of the user’s fatigue. This problem can be
alleviated by automatic detection of the statistical types. However, this detection may not be reliable\(^1\).

Hence, Predictor Factory ignores statistical types and instead produces the most discriminative features. An example, where aggregates like \textit{median} and \textit{mode} are not discriminative on an ordinal attribute while \textit{arithmetic mean} is:

\begin{align*}
A &= [1, 1, 1, 1, 5] \\
B &= [1, 1, 1, 5, 5]
\end{align*}

\textit{Median} and \textit{mode} are the same for both instances. But \textit{averages} differ. Another inconvenience is that ordinality is a property of a relationship of the attribute and the target, not just of the attribute alone. Hence, the statistical types would have to be set for each combination of attributes and targets.

3.1.3 Automatic Data Type Detection

One of the less joyful tasks of data mining is the import of data into a SQL database from comma-separated values (CSV) files. CSV files do not preserve data type information. If metadata about the files are not available, the data types have to be estimated directly from the data. The suggested activity diagram for loading and staging CSV files into a SQL database for analytical purposes\(^2\) is in Figure 3.2.

\textbf{Load} In the first phase, all attributes are loaded into the database with text data type. The text data type is used because it preserves all information present in the CSV files, which by itself contain text. The advantage of the text datatype, in comparison to varchar, is that they generally provide a generous limit on both, the attribute size and row size\(^3\).

\textbf{Numeric} In the second phase, each attribute is individually cast in place to the numeric data type with a big enough precision limit. If the conversion fails, the attribute is not likely numeric and is preserved as text. Note that numeric data type is used instead of double to avoid possible rounding errors and overflows/underflows.

\textbf{Integer} Numeric type is often overkill, particularly for keys. Hence, it can be practical to cast numeric attributes to integers in place. Unfortunately, not all databases emit a warning when loss of precision happens. Hence, it is necessary to check that neither

\footnotesize{\(^1\)In the author’s experiments, the best reached accuracy in classification of attributes into Steven’s typology was 87%.\\
\(^2\)We assume that all the data are available at the moment of loading. This assumption commonly does not hold in primary systems.\\
\(^3\)Text attributes are, in comparison to varchar attributes, generally stored outside of the table and the table merely contains links to the content. Nevertheless, the implementation details are not mandated by the SQL standards and may differ from vendor to vendor.}
record in the attribute contains decimal values and that the attribute’s maximum and the minimum are going to fit into the range of the integer before the cast to integer data type.

**Numeric trimming** The initial numeric data type is commonly impractically big. Hence, it is practical to cast the numeric attributes to numeric types with smaller precision. Once again, it is necessary to first identify the minimum necessary size that preserves all original information before the cast.

**Char** Text attributes that contain records of constant length can be cast to char data type with a constant length.

**Varchar** Text attributes that are short enough can be cast to varchar to make processing of the table faster.

**Other data types** The rest of the data types, like timestamp, date, or time are left up to the user to set them manually, even though there are libraries in Python that promise automatic detection of different formats of temporal attributes⁴.

3.1.3.1 Third-Party Solution

Another possibility how to import troublesome datasets is to import them with RapidMiner⁵ or another tool and once imported into the third-party tool, they can be pushed into the database.

### 3.2 Information Propagation

This section justifies the used structure of the target table and the decision to use all available tables and attributes in the database.

3.2.1 Training, Testing & Scoring Data in a Single Relation

In challenges like kaggle or KDD Cup, it is customary that the target table is split into two files – one file is with labeled data, which are intended for model training, another

---


⁵See: [http://rapidminer.com](http://rapidminer.com).
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The file is with unlabeled data that have to be scored. There are at least two ways how to process the target table that is split into several tables. Either we can process each table separately, or we can append the tables into a single table.

**Separate tables** The advantage of having separate tables is that it is less likely that testing or scoring data inadvertently leak and influence the model\(^6\).

**A single table** The disadvantage of keeping the tables separate is that the tables may not be fully compatible. We are not guaranteed anymore that the tables are set identically across all the target tables (e.g., the charset encoding), that the attributes are typed identically across the tables, that the attributes are named identically across the tables, that some attributes are not missing, or that the effectively same constraints (foreign, unique...) are applied across the target tables.

**Conclusion** Since it is difficult to enforce compatibility between the target tables without enforcing total identity between the definition of the tables (including unimportant details like order of attributes) while still covering all the edge scenarios (specific to the database vendor, database version, type, and setting of the hosting OS, setting of the database and possibly other variables) that can make the tables incompatible, the responsibility of providing compatible tables would have to be left to the user. On the other end, it is solely a responsibility of a developer to make sure that training, testing & scoring data do not get unintentionally mixed during the propositionalization. Thus, if we want to decrease the count of user errors, a single target table approach is favorable. If we want to decrease developer errors, a multiple target table approach is better. Predictor Factory implements the single table approach.

### 3.2.2 Do we need Target Identifier?

The target id is an attribute in the target table, which together with the optional target timestamp uniquely identifies tuples in the target table. While some algorithms, like Aleph [243], do not require the existence of the target identifier, other algorithms, like Deep Feature Synthesis [119], require the existence of the target identifier.

Predictor Factory requires the existence of the target identifier, which can be either a single attribute or a set of attributes. Following paragraphs enlist reasons behind this requirement.

#### 3.2.2.1 Cross-validation

Let us imagine a database with two tables, **TargetTable(IdTransaction, BuysMilk)** and **CustomerOrder(IdCustomer, IdTransaction)**. Then if we want to predict **BuysMilk** for a new customer (without any transaction in **TargetTable**), we have a problem. It

\(^6\)In semi-supervised learning, “leaks” from the scoring data set are intentional.
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is natural to perform splitting to training and testing samples at TargetTable, but if we do it randomly, we assign some of the customer’s transactions into the training split and some of the transactions (of the same customer) into the testing split. The problem is, that a very plastic classification algorithm (like $k$-NN) may very well learn how to assign the CustomerIDs to the likelihood of buying milk (hence making reliable predictions for the current customers), but perform miserably on prediction on new customers with unseen CustomerID. And if we perform random (or even stratified) splitting at TransactionID level, we get an overly optimistic estimate of prediction accuracy on new customers.

Of course, it could be argued that we should remove ids (like IdCustomer) from the prediction table. But that is not going to solve the issue completely. Let’s consider CustomOrder with thousands of binary columns describing the customers. The dimensionality is so high that regardless of minor changes of customer’s vector between the transactions we can uniquely identify the customers (for a proof of concept, see fingerprinting on the internet without cookies).

Hence, the only thorough way how to avoid overly positive estimates is to perform the split for validation at IdCustomer level. And that’s the reason why we want to have target identifier (in this case IdCustomer) in TargetTable.

3.2.2.2 Sets

Predictor Factory reads data from SQL databases. SQL databases are inspired by relational algebra. Relational algebra itself is based on set theory. And sets do not preserve order. Consequently, not all data stores, which Predictor Factory supports, preserve the order of tuples in relations. And if the tuples in the target table are not uniquely identifiable and the database does not preserve the order of tuples, we are not able to match the predictions to the subjects, even if we internally assign unique ids to the records, since we are not guaranteed that the created ids will be assigned in any specific order.

Explanatory analysis  Of course, it is not always necessary to be able to match up predictions with real-world entities. For example, if we were performing an explanatory analysis, it could be sufficient, if we “just” created a well-performing model. And we are actually able to measure the performance of a model even if we are not able to exactly match predictions with the samples. For example, if we were performing binary classification, we could store positive samples in one relation and negative samples in another relation. And with this setting, we may learn that $x$ positive and $y$ negative samples were misclassified, giving us information about the quality of the model. A similar approach is taken by Aleph [243]. Nevertheless, Predictor Factory was developed with predictions in mind. Prediction is even in the name of Predictor Factory. Hence, it is required that tuples in the target table are uniquely identifiable. And one way how to enforce the uniqueness is to require target id.
3.2. Information Propagation

3.2.2.3 Duplicate Detection

Sometimes, duplicate records get into a target table. This is, for example, a case of PTE or Lahman dataset in Relational Repository [A.12]. Duplications of a record increase the weight of the record in the model, resulting in biased predictions. An efficient, although not sufficient\(^7\) way, how to detect duplicates, is to validate the uniqueness of target id and target timestamp tuples in the target table.

3.2.2.4 Conclusion

The target identifier in the target table is a convenient way how to control what a model should learn and how to evaluate the model’s performance.

3.2.3 Identifiers

Should we extract features from identifiers (ids)? It depends. If artificial ids are used thoroughly in the database, it is best to not apply feature functions on the ids, because they, in theory, do not contain any information that would not be present in other columns. This approach is used, for example, in MVC [95].

Natural keys However, if natural keys are used in the database, we had better include the natural keys in feature extraction because in the worst-case scenario all the columns in the database are part of some natural key. An example of an algorithm, where ids are used for predictions, is ACORA [200].

Degenerate dimensions In key-value databases or logic databases, it is common to observe degenerate dimensions. A degenerate dimension is a table, which contains at most one non-key attribute. Degenerate dimensions have some nice properties. For example, the database does not have to have a null value to represent the concept of a missing value, because if some value is not known, the record for the value is not simply written into the database [103, p. 290]\(^8\).

On the other end, if the closed-world assumption [187] holds and the non-key attribute is binary, the degenerate table does not have to contain the non-key attribute, because the mere presence (or absence) of the key in the dimension table provides all the necessary information. An example of such degenerate dimension without any non-key attribute is in zmaticne table in geneea dataset. If we were ignoring ids, we would miss the information present in zmaticne table.

\(^7\)Duplicate records can still appear in the non-target tables.

\(^8\)Another advantage of degenerate dimensions is their natural ability to model temporal databases in relational databases since each record in the database can have metadata about its validity in time in the key. The application of degenerate dimensions to model changing data is further discussed at http://www.anchormodeling.com.
Leaking data  Another point of view is, that identifiers can be a source of leaking data (the common sources of leaks in relational data are summarized in Appendix A.2). Hence, in the deployment, we may want to play it safe and completely avoid identifiers in the models. On the other end, in challenges, it can be necessary to exploit such leakages to score well in a challenge\(^9\).

Ordinal id  If an artificial id is set to auto-increment, the artificial id gives us information about the succession of records. If feature functions were not applied on ordinal ids, the tuples did not contain any other attribute that would determine the sequence of the records, and the database not preserve record ordering, potentially useful information about the succession of the records would be lost.

Discussion  The advantage of not processing ids is that we avoid the generation of potentially non-informative features. On the other end, the advantage of processing the ids is that we do not have to make any assumption about the nature of the ids or the design of the schema.

Because of the mentioned reasons, Predictor Factory by default uses identifiers in feature extraction. Nevertheless, usage of identifiers can be optionally turned off. Furthermore, all predictors that are calculated from identifiers are marked as potentially leaking and it is left up to the user to decide, whether their inclusion in the models is desirable.

Summary  There are three theoretical justifications for processing ids: composite foreign keys, degenerate dimensions, and ordinality of ids. And there is one practical consideration: exploitation of leaking data in challenges.

3.2.4 Are Lookup Tables Useful?

Based on entity-relationship (ER) model \([171]\), a table either models an entity or a relationship. However, lookup tables model an attribute. Lookup tables, as used in databases, can serve multiple purposes: they may contain pre-computed values, they may contain a textual description of an identifier, or they may constrain values in the main table via a foreign key. The following paragraphs discuss their utility for modeling.

Statistical type inference  The presence of a foreign key constraint in the lookup table tells us that we may treat the foreign key (possibly an integer attribute) as a nominal attribute. This knowledge itself helps with the selection of appropriate feature functions.
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Cardinality & interestingness The presence of a lookup table informs us that the nominal attribute has a finite cardinality. And nominal attributes with a finite (and possibly moderate) cardinality are more suitable for feature functions like Weight of Evidence than nominal attributes with extremely high cardinality (like row_id). Admittedly, we can calculate the cardinality of any attribute even without the lookup tables. However, the presence of the lookup table suggests that the database architect considered the attribute to be important and small enough to create the lookup table.

Connection between attributes The biggest benefit of a lookup table is that it may create a loop. For example, a lookup table with the airport names can be used twice in a flight table – once as the departure airport and once as the destination airport. These multiple uses of the same lookup table create the loop. The presence of a loop informs us that it could be interesting to calculate the statistics of the airports. In our example, we could calculate the average count of flights from the airports and use these averages as features (once for the departure and once for the destination airport). While we can calculate these statistics without the lookup tables, since we have airport ids in the flight table, the presence of the loop allows us to assign an average count of departing flights and an average count of arriving flights\textsuperscript{10} for both, the departure and the destination airports of each flight record. While this information is still computable even without the lookup table, it would be computationally expensive to test each combination of nominal attributes for a match (and usefulness).

Conclusion Predictor Factory, by default, uses all available tables.

3.2.5 Relationship Detection

An independent application, described in Chapter 7, is used to reconstruct the foreign key constraints from the database. The result is provided in a XML file with the structure compatible with information_schema.key_column_usage and getImportedKeys from Java Database Connectivity (JDBC). The exported file can be then used to either guide Predictor Factory or to set the foreign key constraints directly in the database. Of course, the XML can be also generated manually or generated automatically and reviewed by a person.

3.2.6 Time Constraints

Time constraint is a temporal attribute in a table that defines, whether the row is in the time frame applicable for a prediction, or not. A row in a table is suitable for feature calculation iff:

\[
\text{timeConstraint}_i \leq (\text{observationPoint}_i - \text{blackout}) \tag{3.2}
\]

\textsuperscript{10}We may expect these two numbers to be close to each other. Nevertheless, information about the “creation” and the “death” of airplanes can be of interest.
where \( timeConstraint \) is the value of the time constraint attribute at row \( i \). \( observationPoint_i \) is the time when we wish to have the prediction. And \( blackout \) and \( historyLength \) are parameters as depicted in Figure 1.2.

### 3.2.6.1 Identification of Time Constraints

A practical problem with the time constraints is their identification. For example, if we have a table with ten temporal attributes, which attribute should we use as the time constraint? If we had to select the time constraint for a single table, it would be perfectly feasible to do it manually. However, databases commonly contain multiple tables and setting the time constraint for each table can soon become not only tiring but also error-prone.

### 3.2.6.2 Temporal Databases

The identification of a time constraint attribute would be easy if the data were stored in degenerate tables that have exactly one key, one attribute, and one temporal attribute (informing us about the time of record entry) and it was known, which attribute is which (for example, because of defined order of attributes in the tables). This paradigm is further extended in some of the implementations of temporal databases [60].

**Why exactly one attribute?** One attribute in a table is desirable because if there is an update of a record, it is immediately evident, which attribute was changed. Further apologetic of these degenerate tables is given by authors of LogicBlox, an implementation of Datalog [5].

**Reality** Unfortunately, in the realm of relational databases, metadata about the data are traditionally stored together with the data in a form of additional attributes\(^{11}\). And these metadata are not constrained to follow any single standard exactly\(^{12}\). Some of the more common archetypes of how to model changing data in a database are discussed by Kimball [132, Chapter Slowly Changing Dimension].

### 3.2.6.3 Algorithm

A time constraint must fulfill the following conditions:

- Is of a date/datetime/timestamp datatype.
- Does not contain bigger values than the current time.

\(^{11}\)This follows the relational philosophy that everything is a relation.

\(^{12}\)SQL:2011 defines temporal support. Nevertheless, not all datasets follow the standard [126].
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- Does not contain any missing value.
- Some records must remain after application of the time constraint.

The actual algorithm that selects up to one temporal attribute in a table as a time constraint is depicted in Figure 3.3. The logic of individual blocks in the figure is described in the following paragraphs.

**Data type**  A natural choice of a data type for a time of record entry is `timestamp`, because it generally provides finer granularity than `year`, `date` or `datetime` data type and it defines a point in time uniquely, not like `time` data type.

Note that temporal attributes that are stored as characters (e.g., common in SQLite) or numbers (e.g., as Unix time) are ignored as detection of attribute’s real data type is another nontrivial task. Also, temporal attributes that are decomposed into several attributes in a database (e.g., into six attributes named as `year`, `month`, `day`, `hour`, `minute`, and `second`) are not correctly treated as a fully autonomous and robust reconstruction of the complete timestamp is non-trivial.

Because of the listed limitations, only attributes with `date`, `datetime` or `timestamp` data type are considered for a role of a time constraint.

**Future value**  Attributes marking a data entry should never point to future\(^{13}\). Hence, if an attribute contains values that are in the future, the attribute cannot be considered as a valid time constraint.

**Null**  It is hard to think of a good reason why a date of record entry would be missing. Hence, a time constraint is required not to contain any null record.

If out of all candidates for a time constraint exactly one temporal attribute has a not-null constraint in the database and is set as “always generated”, the attribute is immediately selected as the time constraint.

### 3.2.6.4 When the Time Constraint is Ignored

Time constraints are ignored/not detected in the following scenarios:

1. The relationship between the target table and a non-target table is n:1.
2. The relationship between the target table and a non-target table is 1:1.
3. Target time is not set up.

\(^{13}\)To make sure that a record is not entered with a wrong timestamp, it is possible to set the timestamp attribute as “generated always”. This setting means that the value is automatically generated by the database and that the value cannot be overwritten by a user. See temporal features in SQL:2011 [148] for details.
n:1 relationship When there is n:1 relationship between the target table and a non-target table, the non-target table is commonly just a lookup table (a table with a description of codes that is used to constrain possible values in an attribute in another table via a foreign key constraint). Lookup tables do not generally contain temporary attributes. Consequently, time constraints are not set for n:1 tables.

1:1 relationship Whenever there is 1:1 relationship between the target table and a non-target table, the non-target table commonly contains static content. For example, it is customary to divide information about customers into two tables—a static table, which contains hardly ever-changing information like date of birth, and a dynamic table, which contains information about the customer’s surname, count of dependents (children), and so on. Since the content of static tables is not versioned, time constraints cannot be applied.

Target time is not set up If target timestamp is not set up, it is assumed that the problem is static. In that case, time constraints are not used.

3.2.6.5 Manual Setting

Since automatic detection of time constraints may fail, Predictor Factory can read an XML file with externally defined time constraints.

3.3 Feature Function

This section describes the naming convention and less common feature functions.
3.3. Feature Function

3.3.1 Naming Convention

There are only two hard things in Computer Science: cache invalidation and naming things.

Phil Karlton

The created features are named with the following naming convention, which was adapted from Wordification [201]:

\[ \text{table}_\text{column}_\text{featureFunction}_\text{featureParameter}, \]

where \text{table} is a table name, \text{column} is a column name, \text{featureFunction} is a feature function name in camelCase notation\(^\text{14}\).

3.3.1.1 Feature Naming

The following paragraphs discuss two questions. First, if the feature name consists of the feature function name and attribute name, should the feature function be a prefix or suffix of the attribute name? Second, should the feature function name be of a constant length or a variable length?

**Aesthetics** Prefix convention is aesthetically pleasing if the prefix is always of the same length because the root of the name always starts at the same position. On the other hand, if the feature function name is of a variable length, suffix convention is more aesthetically pleasing because it at least preserves visual grouping of the features by attribute names (see Table 3.1 for the illustration).

**Debugging** The prefix notation is more convenient, if an error in a feature is more likely related to the feature function than to the input attributes because if the features are sorted by the name, the features coming from the same flawed feature function are grouped together. Reversely, if an error in a feature is more likely related to an error in the input attributes than in the feature functions, suffix convention is more practical.

**Standard** ISO-11179 data element-naming conventions defines \(<\text{attribute}>_\text{<property>}\) format. If applied to names of features, it corresponds to suffix notation with the variable feature function name length.

\(^\text{14}\)Generally, it is advisable to avoid a mixture of cases in named entities in relational databases because it may lead to the necessity to quote the name entities. However, camelCase notation is shorter than snake case notation. And that is particularly important in legacy databases with strict limits on the length of named entities. For example, the limit on attribute names in SAS is just 32 chars. This limitation of legacy databases is also the reason why we do not adhere to ISO/IEC 11179-5:2005, an industry standard for naming conventions for meta-data, since it promotes overly long names.
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<table>
<thead>
<tr>
<th>Prefix</th>
<th>Suffix</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg_amount</td>
<td>amount_avg</td>
</tr>
<tr>
<td>avg_balance</td>
<td>amount_min</td>
</tr>
<tr>
<td>avg_type</td>
<td>amount_std</td>
</tr>
<tr>
<td>min_amount</td>
<td>balance_avg</td>
</tr>
<tr>
<td>min_balance</td>
<td>balance_min</td>
</tr>
<tr>
<td>min_type</td>
<td>balance_std</td>
</tr>
<tr>
<td>std_amount</td>
<td>type_avg</td>
</tr>
<tr>
<td>std_balance</td>
<td>type_min</td>
</tr>
<tr>
<td>std_type</td>
<td>type_std</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable feature function name length</th>
</tr>
</thead>
<tbody>
<tr>
<td>average_amount</td>
</tr>
<tr>
<td>average_balance</td>
</tr>
<tr>
<td>average_type</td>
</tr>
<tr>
<td>min_amount</td>
</tr>
<tr>
<td>min_balance</td>
</tr>
<tr>
<td>min_type</td>
</tr>
<tr>
<td>stddev_amount</td>
</tr>
<tr>
<td>stddev_balance</td>
</tr>
<tr>
<td>stddev_type</td>
</tr>
</tbody>
</table>

Table 3.1: Illustration of different naming conventions.

**Conclusion**  Since it is difficult to come out with meaningful and helpful names of the same length for many feature functions, Predictor Factory demeans itself to the convention of giving names to feature functions of variable lengths. Since users of Predictor Factory were frequently obtaining leaking features in the output table with the features, Predictor Factory is using suffix notation to make dealing with the leaking features easier.

### 3.3.2 Supervised Features

Supervised features [177, 276, 183, 70, 115, 265] are features that utilize target column. These features are particularly useful for encoding high-cardinality nominal features into numbers. Examples of high-cardinality features include IP-addresses, product ids, and phone numbers.

An example of a supervised feature is **Weight of Evidence** (WoE) [181], which is defined as:

\[
WoE = \ln \frac{p(a_i|c^+)}{p(a_i|c^-)},
\]

where \(p(a_i|c^+)\) is a likelihood of observing nominal attribute \(a\) with value \(i\) given positive class \(c^+\). WoE is particularly interesting, if used together with logistic regression, because
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A sum of logarithms is the same as a product or the ratios. And the ratios in WoE are merely a normalized count of positive classes divided by the count of negative classes.

When the target is in a 1:1 relationship to the attribute, we directly return WoE. When the target is in a 1:n relationship to the attribute, we return the average of WoE.

3.3.3 Text Attributes

Text attributes are internally converted to bag-of-words representation and further processed with supervised features defined in Section 3.3.2. The implementation uses Apache Lucene\textsuperscript{15} library for text processing (e.g., tokenization, lowercase conversion, language-specific stemming, and N-grams).

3.3.4 Dirty Text Attributes

One of the practical issues in relational learning is how to handle low-quality text attributes. For example, FNHK database violates the first normal form (1.NF) by storing all case’s secondary diagnoses in a varchar attribute (instead of storing case_id-diagnose_id pairs in a separate table). In this specific case, the secondary diagnoses are separated with a space. Unfortunately, possibly due to copy-pasting, individual diagnoses sometimes got concatenated (or separated with multiple spaces, as illustrated in Table 3.2). Hence, if we wanted to properly model the data as relational, not only that we would have to normalize the data, but we would also have to fix the typographical errors.

<table>
<thead>
<tr>
<th>Database</th>
<th>Complication</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNHK</td>
<td>special characters, typos</td>
<td>I480 Z921 M5422I252 E780</td>
</tr>
<tr>
<td>Grants</td>
<td>abbreviations</td>
<td>Partnrshp vs. PARTNRSHIPS</td>
</tr>
<tr>
<td>Stats</td>
<td>typos</td>
<td>zero-inflated vs. zero-inflation</td>
</tr>
<tr>
<td>TalkingData</td>
<td>special characters, hierarchy</td>
<td>game-Action, game-Puzzle</td>
</tr>
<tr>
<td>Walmart</td>
<td>special characters</td>
<td>SN FG BR</td>
</tr>
</tbody>
</table>

Table 3.2: Examples of dirty text in relational repository.

Both these steps, normalization, and typographical error correction, can generally require human intervention and be time-consumining. And they are not the only issue that we might encounter in a database. Based on Kim [131], dirty text data can arise from a variety of mechanisms:

1. Typographical errors (e.g., proffesor instead of professor)
2. Extraneous data (e.g., name and title, instead of just the name)

\textsuperscript{15}See: \url{https://lucene.apache.org/}.
3. Abbreviations (e.g., Dr. for doctor)
4. Aliases (e.g., Ringo Starr instead Richard Starkey)
5. Encoding formats (e.g., ASCII, EBCDIC, etc.)
6. Uses of special characters (space, colon, dash, parenthesis, etc.)
7. Concatenated hierarchical data (e.g., state-county-city vs. state-city)

3.3.4.1 Conclusion

Inspired by [201, 31], we extract character trigrams from text and varchar attributes and use them as features. The detail data flow is following: lower-case transformation, bag of character trigrams per target id, and TF-IDF normalization.

We lower-case the strings, because it generally improves the accuracy of the downstream models\textsuperscript{16}. The character trigrams are used, because they were the most predictive based on empirical evaluations [31]. TF-IDF normalization is used as it is known to work well not only on text data but even on relational data [201]. Other unsupervised [251] and supervised [152] normalization methods were not tested.

3.4 Feature Selection

This section describes how feature relevancy and redundancy is calculated.

3.4.1 Adjusted $\chi^2$

$\chi^2$ shares the same disadvantage with Information Gain (IG) – it prefers attributes with high cardinality, like ids. This bias is not desirable because models trained on attributes with high cardinality do not generalize well on unseen data and are prone to overfitting.

An example, where an attribute with high cardinality has high $\chi^2$ on training data but zero $\chi^2$ on testing data is a categorical id attribute. The id perfectly classifies the training data. But when a model has to classify a new instance with a new id, the best that the model can do is to return the majority class (i.e., the model will always predict the majority class).

To fix the undesirable bias of $\chi^2$, we can use the same remedy that was used to fix Information Gain in Information Gain Ratio – penalize the value by the cardinality of the attribute.

The used implementation assumes uniform distribution of the observed counts and is calculated with the following equation:

$$\chi^2_{adj} = \frac{\chi^2}{n},$$ \hspace{1cm} (3.5)

\textsuperscript{16} The case information is extracted with dedicated feature generative functions like title case.
where \( n \) is the cardinality of the attribute.

### 3.4.2 Concept Drift

To evaluate, how \( \text{Chi}^2 \) generalizes to new samples, training data are split by time and universe (target id) into training and testing part, as depicted in Figure 3.4.

![Figure 3.4: Data split. Filled circles represent training data and hollow circles represent testing data. Grey circles represent ignored data. The image is adapted from [240].](image)

The training data are used to calculate \( \text{Chi}^2 \). And the difference in distributions between \( p(\vec{y}|\vec{x}) \) in the training and testing data are used to evaluate a real concept drift. The real concept drift refers to changes in the conditional distribution of target variable given the feature(s), while the distribution of the feature(s) may stay unchanged [83]\(^{17}\).

Since out-of-universe split splits the data to \( n \) folds, the estimated concept drift is an average over all folds. There are multiple options how to measure differences between two distributions/histograms, to name a few, Moving Earth Distance and KL-divergence [32], [225]. Nevertheless, generalized Jaccard similarity (in literature also known as Ružička index), which is a generalization of Jaccard index to vectors of real non-negative variables, is utilized to compare histograms of the training and testing histograms\(^{18}\). Generalized Jaccard similarity is given by:

\[
J(\vec{x}, \vec{y}) = \frac{\sum_i \min(x_i, y_i)}{\sum_i \max(x_i, y_i)}
\]  

\(^{17}\)While concept drift in the features (a subset of virtual drift) may not necessarily influence the accuracy of the trained model, it can still be beneficiary to detect concept drift of the used features in the deployment as the format, in which the data are produced or stored, can change in time. And we want to be informed about such changes.

\(^{18}\)Ružička index has also the advantage, in comparison to Jaccard index, that we do not have to evaluate union all clause, which is rather expensive in SQL, but only \( \text{min} \), \( \text{max} \) and \( \text{sum} \) [214, p. 77].
where $\vec{x}$ is a nominal attribute, $\vec{y}$ is the target and $i$ is an instance (tuple).

Generalized Jaccard similarity was used because of the following properties:

- Is easy to calculate in SQL-92 (as it does not require iterative calculation as Moving Earth Distance)
- Does not have a problem with zero probabilities (as KL divergence)
- Is a similarity (no need to convert distance to similarity)
- Returns values in the range from 0–1 (no need to normalize)
- Works with both, discretized numerical attributes and nominal attributes (does not assume ordinality as Moving Earth Distance)

The adjusted $\text{Chi}^2$ is then calculated as: $\text{Chi}^2_{adj} = \text{Chi}^2 \cdot \text{sim}$, where $\text{sim}$ is the average of the similarity on the testing sets (there are two testing sets because we split the data by the universe into two approximately equally big sets). We may look at $\text{Chi}^2$ as training relevance and to $\text{Chi}^2_{adj}$ as testing relevance.

### 3.4.3 Downsampling

To accelerate the evaluation of features, the features can be calculated and evaluated only on a sample of the available data. If the feature appears to be promising, the feature can be calculated and evaluated on additional data. If the feature does not appear to be promising, further evaluation of the feature can be postponed.

The search for the top $n$ most predictive features can be directed with branch and bound (B&B) algorithm. B&B algorithm requires an optimistic (“admissible”) heuristic. This heuristic can be based on $\text{Chi}^2$ statistic. To obtain a monotone (“consistent”) heuristic from $\text{Chi}^2$, we can calculate:

$$
\text{Chi}^2(x_1, y_1) + \max_{x_2}(\text{Chi}^2(x_2, y_2)),
$$

where $x_1$ is the calculated part of the feature, $y_1$ is the corresponding target and $\max_{x_2}()$ is the maximal $\text{Chi}^2$ that we can obtain on the rest of the predictor.

The maximum possible $\text{Chi}^2$ is given by:

$$
\max_x(\text{Chi}^2(x, y)) = (|\text{class}| - 1) \sum_{i \in \text{class}} |x_i|,
$$

where $\text{class}$ is a class in the target, $|\text{class}|$ is the count of unique classes and $|X_i|$ is the count of samples in class $i$.

#### Random Sampling

The essential idea is that a small uniform random sample of tuples $t$ of the relation $r$ often well represents the entire relation [45]. However, not all samples have to provide the same value for model learning, as discussed in the following paragraphs.
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**Unbalanced data** Sometimes, the class labels are unbalanced. And arguably, instances belonging to the rare class are more valuable than instances of the majority class. Hence, we may first evaluate features on a downsampled subset with the equal class ratio, and only once the promising features are identified, finish the calculation of the promising features on the rest of the data.

But is it the best to downsample to 1:1 ratio? Based on the empirical evidence it is better to have slightly more rare classes than of majority classes [207].

**Unlabeled data** Arguably, labeled data are more valuable for supervised feature selection than unlabeled data. Hence, we may prefer to start the search for the best features with labeled data. And only once the promising features are identified, finish their calculation on the unlabeled data.

**Practical considerations** In conventional databases, is faster to execute a single large query instead of executing many small queries on mutually exclusive and exhaustive subsamples [45, p. 8].

There are different reasons for this behavior. Among others, it can be caused by memory locality [49] and query processing overhead.

Hence, if we want to deploy branch and bound algorithm to conventional databases, the steps performed by branch and bound algorithm should be as big as possible. In the simplest case, we can divide the data into just two groups. The first group may contain only labeled downsampled instances. The second group would then contain the rest of the instances. The initial screening for the best features can be done on the first group of instances. And only the most promising features would be then calculated on the second group of instances.

3.4.3.1 Sample Size

Propositionalization can produce a high number of irrelevant and redundant features. To reduce the time spent on generating these “useless” features, we can first propositionalize a subset of target ids, evaluate the features, and continue with the propositionalization of the remaining target ids only with the features, that were evaluated to be relevant and unique.

But intuitively, there is an overhead associated with the sampling. Hence, there might be situations when sampling increases the runtime, instead of decreasing the runtime. The following paragraph analyses this dilemma.

Let’s consider a naive model describing the runtime of Predictor Factory:

\[ t = m \cdot f + n \cdot v \cdot m, \]

where \( m \) is the count of generated features, \( n \) is the count of data samples (tuples) in the target table, \( f \) is the fixed time associated with the calculation of a single feature (e.g., the network lag between the client with Predictor Factory and the server) and \( v \) is
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a variable time associated with the calculation of a single feature value for a single data sample (e.g., the processing time of the database).

Now, let’s modify the equation for a situation where we first calculate the features for \( p \) samples (“probes”) with the subsequent calculation of the rest of the features for top \( s \) features (“subset”):

\[
t = m \cdot f + p \cdot v \cdot m + s \cdot f + (n - p)v \cdot s; \quad p < n, s < m.
\]  

(3.10)

If we combine equations Equations (3.9) and (3.10) together and assume the following constants:

\[
\begin{align*}
p &= 2000 \quad \text{(commonly in range from } 10^2 \text{ to } 10^4), \\
s &= 20 \quad \text{(commonly in range from } 10 \text{ to } 10^2), \\
m &= 2000 \quad \text{(commonly in range from } 10^2 \text{ to } 10^5), \\
f &= 0.1 \quad \text{(commonly in range from } 10^{-2} \text{ to } 10^{-1}) \text{ seconds,} \\
v &= 10^{-5} \quad \text{(commonly in range from } 10^{-4} \text{ to } 10^{-6}) \text{ seconds,}
\end{align*}
\]  

(3.11)

we get that if the target table contains more than \( n = 2101 \) samples, we save time by employing the sampling. If we vary the variables between the extremes, we get estimates in the range from 2001 to 53000.

**Implementation**  The default setting of the probe count \( p \) in Predictor Factory is 2000 samples per class, in the case of a classification problem, respectively 4000 samples in the case of a regression problem. These numbers were selected to be able to get decently reliable estimates of the features’ relevancy [92, 138, 26].

The default setting in Predictor Factory is to use the sampling if:

1. the target table contains more than 10000 samples,
2. and the sample count \( n \) is at least twice the size of the probe count \( p \).

**Discussion**  Branch and bound (B&B) algorithm can be used to prune away unpromising features. B&B is attractive as it guarantees that the returned top \( n \) features are optimal in respect to the used feature weighting (in our case \( \text{Chi}^2 \)). However, experiments with naive bounds on \( \text{Chi}^2 \), where the lower bound is 0 and the upper bound is equal to the count of samples, showed that B&B does not provide any acceleration in comparison to complete evaluation of all features on real-world datasets.

3.4.4 Duplicate Feature Detection

Entities should not be multiplied beyond necessity.

William Ockham
Propositionalization produces a high number of irrelevant and redundant features. But is the generation of redundant features inevitable? Yes, it is:

**Example 3.4.1.** If the database contains product costs in multiple currencies, then these costs are likely highly positively correlated. Hence, unless we test input attributes for the correlation, the generated features will be positively correlated and potentially redundant \(^{19}\)

Duplicate features can also be generated from categorical attributes if bijection between two categorical attributes can be defined:

**Example 3.4.2.** When we apply *distinct count* feature function on *product identifier* and *product description*, we might get the same results.

**Problem description** Duplicate features are inconvenient. They increase runtime, take space, and sometimes even result in failure of an algorithm (e.g., in a textbook implementation of Linear Discriminant Analysis).

**Detection before feature construction** It can be tempting to detect bijections directly on the attributes in the database and work only on a unique set of attributes to save runtime and to get a unique set of features. However, if we stick with the example on the *product identifier* and *product description*, while *distinct count* may not find any difference between these two attributes, *text length* feature function may find differences. For example, we may find out that products with long descriptions are sold more frequently than products with short descriptions. But we may not be able to identify this from the *product identifier*, because they can be of a constant length. On the other end, *product identifier* may contain information about the order, in which products were added into the database, and this order may not be recoverable from the *product description*. Hence, we may safely remove duplicate attributes in the database without any loss of information only if the attributes are exact duplicates (copies).

**Detection after feature construction** We may either detect hard-duplicates or soft-duplicates. The difference is that hard-duplicates are identical attributes, while soft-duplicates are attributes that may not be identical but provide similar information as measured, for example, with correlation coefficient.

**CFS** An example of an algorithm for feature selection with soft-duplicate penalization is Correlation Feature Selection (CFS) [102]. The disadvantage of CFS is that we have to calculate the correlation of each attribute with another attribute. Although the runtime of the calculation of the correlation matrix is greatly reduced by the initial binning of the continuous features, the algorithm still has \(O(n^2)\) time complexity, where \(n\) is the count of the attributes.

\(^{19}\)High absolute correlation does not imply redundancy. For an illustration, see [99, page 10, figure 2 (e)].
FCBF The complexity of CFS was improved, for example, in Fast Correlation-Based Filter (FCBF), which has $O(n \log n)$ complexity [270]. The speedup in FCBF was obtained by using heuristics.

3.4.4.1 Monotonic Transformation Invariant Hashing

For detection of hard-duplicates, we can hash each feature and store the hashes in a hash map, where the key is the hash and the value is the feature id for a potential duplicity confirmation. If a new feature happens to have a hash that is already in the hash map, the new feature is a potential duplicate.

For the hashing, we want a monotonic transformation invariant hash. Why? Because decision trees are invariant to the monotonic transformation of features – if we apply a monotonic transformation on the features, the decision thresholds will change, but the structure of the learned tree and the accuracy of the learned model remains the same (bar the changes due to approximations in the practical implementations of decision trees, rounding errors...). And the current state-of-the-art classifier [258], extreme gradient boosting, is based on decision trees.

A monotonic transformation invariant hash can be obtained from a monotonic transformation varying hash $h$ with the following algorithm:

1. Bin continuous attributes with the equal-height algorithm.
2. Calculate hash $h$ from the vector of counts of samples in each bin.

Experiment Coincidentally, $\chi^2$ is similar to the described algorithm and we already calculate $\chi^2$ for each feature. Couldn’t we use $\chi^2$ as the hash? When tested on relational repository, $\chi^2$ had 0 false positives on 19,320 features.

Computational complexity $\chi^2$ of the calculated features can be stored in a hash map for $O(1)$ search and insert on average.

3.4.5 Feature Selection Ahead of Feature Collection

Since we propagate the target and the target id into all relations, we have all the necessary information to perform univariate feature selection locally. Thus, we do not have to put all features into a single relation to evaluate them [238]. The advantage of pushing feature selection ahead of feature collection is two-fold – it saves computation time and storage.

Computation time For example, if millions of features are constructed and only one thousand of features, which are considered to be the most desirable, are required at the output, only the selected thousand features have to be joined together.
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Storage The calculated features may contain null values, even though the dataset does not contain any missing value. An example of a category that generates null values are aggregate features, which return null, when they are passed an empty vector (e.g., min, max, std...). Since relational databases do not have to have support for sparse storage, a null value may take the same amount of space as a non-null. To alleviate this issue, Predictor Factory stores only non-null values in the generated features. The nulls are then added into the feature only once it is clear that the feature is going to be returned. The nulls are added into the features during the collection phase with left join.
CHAPTER 4

Implementation

4.1 Technology

Predictor Factory is an ensemble of SQL, XML, and Java. The justification of the individual technologies follows.

SQL justification. Based on O’Reilly survey [169] 71% of data scientists use SQL, making SQL the most commonly used tool by data scientists.

XML justification. While not everyone likes XML, XML is well known and provides XML Schema Definition (XSD) for XML validation. And validation is important because users are allowed to define their own feature functions.

Java justification. If we want to be able to process data in different databases, then it is useful to use a unified interface. The two most common database interfaces are Open Database Connectivity (ODBC) and JDBC. Since JDBC is slightly more modern than ODBC, it was decided to use JDBC. Since JDBC is an interface developed for Java, the code is also written in Java\(^1\).

4.2 Vendor-Agnostic

Predictor Factory requires all the (input) data to be stored in a single database. But this database can be one of: Microsoft SQL Server, MySQL, Oracle, PostgreSQL, or SAS. Each of these databases is using a different dialect of SQL and SAS is not even relational (SAS predates Codd’s concept of a relational database by 4 years). To bridge

\(^1\)An alternative to Java could have been Groovy, which is compatible with Java but provides features that make work with relational databases more comfortable. Namely, Groovy provides multi-line strings and named parameters in prepared statements. Nevertheless, at the time, Groovy did not provide statical typing, which is desirable in large projects.
the differences, JDBC, which provides a unified interface to databases from Java, was utilized. The following paragraphs list functionality of JDBC, which while not essential for building a vendor-agnostic application, makes it easier.

**Metadata** During the initial phase, Predictor Factory has to collect metadata about tables, attributes, and foreign key constraints. These metadata can be obtained at least three ways:

1. by using vendor’s specific query;
2. by utilizing `information_schema`;
3. by using `DatabaseMetaData` interface of JDBC.

Out of these choices, the most versatile method is JDBC’s `DatabaseMetaData` interface. Note, however, that JDBC merely defines an interface, which is implemented in a database driver. And not all drivers are bug-free and feature complete. To deal with the deficiencies in the individual drivers, a bridge design pattern was employed.

**SQL-JAVA type conversion** Predictor Factory should know which feature functions are applicable to each data type in a database. But each database can support a different set of data types. There are at least three ways how to obtain a mapping between the database data types and the application’s data types:

1. by hand-curated mapping for each database vendor;
2. by querying `information_schema`;
3. by mapping JDBC’s `DATA_TYPE` to application’s data types.

Out of these options, the utilization of JDBC’s mapping of SQL’s data types to JDBC’s `DATA_TYPE` may look like an unnecessary additional step. However, there is just a single set of JDBC’s `DATA_TYPE` (for a given version of JDBC) that have to be mapped, making this choice more scalable than a hand-curated mapping of database data types to application’s data types. Note, however, that the mapping is implemented in the database drivers and is not, once again, always trouble-free.

**Escape syntax** While JDBC provides a uniform connection interface to databases, the SQL queries broadcasted over the JDBC interface may differ from vendor to vendor. And they do. For example, each database may name functions differently (even essential functions like `log` or `sqrt`), making it difficult to write vendor-agnostic queries. There are at least five ways how to deal with these differences:

1. use a common subset of functions;
2. have a set of “personalized” queries for each database vendor;
3. use a library which transcribes the queries to the appropriate dialect;
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4. write your own transcription library;

5. use JDBC escape sequences.

Utilization of a ready-to-use library like LINQ (for C#) or JOOQ (for Java) is the most attractive approach. Unfortunately, many libraries support only common OLTP databases. But the first two deployments of Predictor Factory were for SAS and Netezza. Furthermore, not many libraries have support for both, data manipulation and data creation language, which is a requirement for calculation and storage of features directly in the database.

Fortunately, ODBC introduced so-called “escape sequences”, which provide fixed names to elementary functions that are not in the SQL standard. These escape sequences are then transparently transcribed to the vendor’s dialect in the database driver. Since JDBC inherited these escape sequences from ODBC, the escape sequences are a safe choice for vendor-agnostic queries.

Jazzwant

The architecture of Predictor Factory was inspired with Relational Classification – Tree Approach [7], Proper [218], JOOQ and SQuireL SQL Client.

Component diagram Predictor Factory has 4 interfaces: a connection to a database via JDBC, a Graphical User Interface (GUI) defined in FXML, a setting passed in an XML file, and SQL definitions of feature functions wrapped in XML together with metadata like feature function description or author name (see: Figure 4.1).

A class diagram of Predictor Factory, depicted in Figure 4.2, copies the functional decomposition of a propositionalization diagram in Figure 2.1. Namely, Data representation, Propagation, Feature creation, and Feature collection are each implemented in a separate package. The connection to a database is realized in two layers: a SQL layer, which converts ANSI SQL to vendor’s dialect of SQL, and Network layer, which relays the SQL to the database. The setting and feature functions, that are in XML, are read and written in XML package. GUI is implemented in a separate package as well.

In some databases, like SAS, the transcription is performed in the database rather than in the driver.


See http://squirrel-sql.sourceforge.net.
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![Component diagram of Predictor Factory.]

Figure 4.1: Component diagram of Predictor Factory.

4.3.1 Network

Network package provides a connection to a database.

**Pooling** Connection pooling is not strictly required as Predictor Factory never uses more than one connection in a single moment. However, Predictor Factory may run for hours, if not days, and with increasing runtime, the likelihood of a connection failure increases. To facilitate recovery from such dropped connections, a pool of connections is maintained. When a command has to be executed on the database, a working connection is retrieved from the pool and after finishing the command, the connection is immediately returned to the pool for reuse. If a connection is dropped during the execution of the command, the results of the command are lost to Predictor Factory. Nevertheless, subsequent commands will automatically use a new connection instead of attempting to use the dropped connection.

**Database class** Database class defines properties of the connection. The properties can be either defined as a set of server name, port number, database name or with a URL string, which permits the setting of advanced connection parameters.

**Driver class** Driver class contains information about the JDBC driver like className, URL prefix, and database separator. The Driver class is separate from Database or Dialect class because multiple drivers for a single database may exist. And reversely, a single driver may work with multiple databases.

**Network class** Parameters are passed to the driver as URL, which is either constructed from Driver template and individual properties of the Database or directly relayed
from the *Database*. Username and password are always passed to the driver as separate parameters.

### 4.3.2 Configuration Files

In Java world, there are two common ways how to implement configuration files – *XML* files or property files. Both approaches are perfectly suitable. The advantage of XML files is that they support tree structure and lists. However, this advantage was utilized only to represent a list of individual settings. Arguably, the same outcome could have been achieved by having a directory with *n* property files. The advantage of such an approach is that it would be easier to migrate individual configuration files from one computer to another.

The XML files are read immediately at the start of Predictor Factory and checked for validity with *XSD* to fail fast in the case of user’s error.

### 4.3.3 Metadata

Metadata about the database are collected with *JDBC* DatabaseMetaData interface. If a driver does not implement the interface, the functionality is implemented in the database vendor’s dialect of *SQL*.

### 4.3.4 SQL

All *SQL*/DatabaseMetaData queries to the database go thru *Dialect* class, which assembles queries in the appropriate dialect for the given database. *Dialect* class also takes care of converting the database responses into the expected format (e.g., SAS DatabaseMetaData class in *JDBC* driver pads all entity names with spaces to a constant length. If these additional spaces were not removed, queries using quoted entity names could fail because quoted entity names are looked up including the spaces).

### 4.3.5 Main

The main function can be described with the following pseudocode:

```java
connectionPool = getConnectionPool;
meta = getMetaData(connectionPool);
meta = propagate(connectionPool, meta);
features = featurify(connectionPool, meta);
collect(connectionPool, features);
```

---

5 Other methods include preference and JNDI API.
4. IMPLEMENTATION

4.4 Testing and Validation

4.4.1 Connection Leaks

Many databases have a limit on the count of open connections at a single moment. These limits are by default quite small (e.g., 100 in MySQL) and cannot be stretched too much (e.g., Oracle has a hard limit of 2048 open connections). Hence, it is important to properly close all open connections to the database, once the connections are needed. Otherwise, the database, sooner or later, starts to reject new connections.

Stress testing To detect unclosed connections, Predictor Factory was executed in a loop many times against a database. If at least one connection was left open after the application’s termination, the loop would prematurely end on connection rejection. All supported databases (Microsoft SQL Server, MySQL, Oracle, PostgreSQL, SAS) were stress-tested on the connection leaks because each JDBC driver may behave slightly differently (e.g., Oracle driver is sensitive to closing JDBC resources in proper order while MySQL driver is forgiving in this respect). No connection leaks were observed.

Driver Some JDBC drivers, like pgjdbc-ng – an alternative driver for PostgreSQL, also provide a setting for the detection of unclosed connections. Unfortunately, pgjdbc-ng was sometimes reporting false positives (some of the queries were taking more time than was the setup connection timeout).

Proxy Communication between Predictor Factory and a MySQL database was also observed with Neor Profile SQL proxy. Predictor Factory always opened two connections at the beginning and used one of these two connections until the end. This observation is in the agreement with the configuration of the pooling library in Predictor Factory – Predictor Factory processes all queries to the database serially. And the pooling library is set to open two connections at the beginning.

4.4.2 User Testing

The usability of Predictor Factory was tested on 9 international students. The following paragraphs describe the population of the testers, the measured objective, the outcome, found issues, taken remedies, and the limitations of the performed user testing.

Population Predictor Factory was tested on international students in age 21–25 that attended a one-hour-long presentation about relational learning during Summer vacation 2016. Nine students attended the presentation. Eight of them found the topic interesting enough to spend another hour testing Predictor Factory. A more detailed demographic is not available as these data were not collected.

4.4. Testing and Validation

**Metric**  The measured metric was whether the tested subjects can build a predictive model on *financial* dataset. This objective required propositionalization of relational data with Predictor Factory. The data itself were already loaded into a relational database. For success, a subject had to generate a decision tree in RapidMiner with 10-fold cross-validation AUC higher 0.9 in less than 60 minutes.

**Outcome**  Out of 9 subjects, 7 subjects successfully delivered a predictive model. One of the subjects dropped out before the start of the testing because of a lack of interest. Another subject was not able to install Java Runtime Machine on his laptop.

**Java**  Out of all issues, the biggest issue was with Java prerequisite, as Predictor Factory is written in Java. Out of 8 subjects, 5 subjects were not able to immediately run Predictor Factory. It was found out that many Linux distributions by default install OpenJDK (and not Oracle JDK). And OpenJDK does not include support for JavaFX, in which the GUI is written. Another common issue was outdated versions of Java. One subject was not able to install Java within the 60-minute limit at all. We were not able to identify the root cause of the failure.

**Users**  It was found out that users are able to select a continuous attribute as the target for classification. Or that they are able to pick a nominal attribute as the target timestamp. Misconfiguration of Predictor Factory appeared in 3 cases.

**Remedies**  As a remedy to Java problem, documentation for Predictor Factory was updated with the requirement for Oracle JDK 1.8 or higher. Alternatively, OpenJDK 1.8 is permissible, if it is accompanied with an additional OpenFX package. To deal with the evident misconfiguration of Predictor Factory, user inputs are now checked for plausibility. If the user input is invalid, an error message with the problem description and a recommended action is returned.

**Limitations**  The performed user testing suffers from two significant problems. First, the target audience for Predictor Factory are data mining practitioners in financial institutions and retail. But Predictor Factory was tested on students. Second, if a subject got stuck for more than 5 minutes, the subject was told how to get over the obstacle. If subjects were left to solve the task individually and unaided, the success rate would be most likely lower than the measured. The interventions can be justified with two aims: to not let the subjects leave with bitterness about relational learning in their hearts. And to identify more troublesome spots in Predictor Factory beyond the issues with Java.

**Conclusion**  The performed user testing identified deficiencies in Predictor Factory, that would be otherwise difficult to identify. Namely, Predictor Factory was tested on a diverse set of operating systems. This facilitated a realization that OpenJDK lacks
4. Implementation

JavaFX support, which can be, nevertheless, installed with a separate package. Additionally, users tried scenarios in Predictor Factory, that were vastly different from the scenarios taken by the developer. That helped to identify deficiencies in the user input checks.
4.4. Testing and Validation

Figure 4.2: Class diagram of Predictor Factory.
Relational Repository

The aim of Relational Repository is to support machine learning research with multi-relational data. The repository currently contains 83 SQL databases hosted on a public MySQL server located at relational.fit.cvut.cz. A searchable meta-database provides metadata (e.g., the number of tables in the database, the number of rows and columns in the tables, the number of self-relationships).

5.1 Goals

Many organizations maintain their data in relational databases, which support complex structured data. Extending machine learning from traditional single-table methods to multi-relational data is an important direction for practical applications. The statistical and algorithmic challenges that arise from multi-relational data have been addressed in a number of research communities, such as Statistical-Relational Learning, Multi-Relational Data Mining, and Inductive Logic Programming. Experience with the UCI Machine Learning Repository\(^1\) has shown that a shared repository of benchmark datasets facilitates research progress [9]. The UCI Machine Learning Repository contains mainly datasets stored in a single data table. Our goal is to provide a similar service for the relational learning community for relational datasets that contain multiple interrelated tables.

5.2 Design

The repository is maintained in a public MySQL server hosted by Czech Technical University in Prague. Each dataset is stored as a MySQL database on the server. Different formats have been introduced for storing multi-relational data. The advantages of using the SQL (SQL stands for “Structured Query Language”) format include the following.

\(^1\)http://archive.ics.uci.edu/ml/
5. **Relational Repository**

- The SQL format is a standard widely used in industry. Using SQL databases in machine learning facilitates cross-community knowledge transfer and collaborations between machine learning and database researchers.

- Because SQL is a common standard, many programming environments support accessing and processing SQL data. This includes machine learning and statistical platforms such as R, Clowdflows [141], RapidMiner, and Weka. All general application languages provide SQL database connectivity, including Python, Java, and C++.

- The data description facilities of SQL provide a standard for defining metadata about the structure of the dataset. For example, information about the entities linked by a relationship is specified using primary and foreign keys. This metadata is recorded in the system catalog, and can be queried by machine learning applications.

To facilitate using tools developed for other relational data formats, we have provided scripts for converting MySQL data to other common data formats used in relational learning [http://www2.cs.sfu.ca/~oschulte/jbn/DataConversion/MLN.html](http://www2.cs.sfu.ca/~oschulte/jbn/DataConversion/MLN.html). This includes the Wisconsin Logic Learning format (WILL) and the .db format used in the Alchemy system. The ClowdFlows system also provides data format conversion, for example from MySQL to the Aleph Inductive Logic Programming Format².

### 5.3 Content

The repository currently contains 83 databases. This includes common benchmark datasets used in relational learning, like eastbound/westbound train dataset [178] or biodegradability dataset [18]. We have also aimed at providing a diversity of databases, for instance in terms of the number of records and in terms of the complexity of the relational schema. Hence, also synthetic datasets from different database vendors are included, as they are designed to show off capabilities of their database software. An example of such a synthetic dataset is Adventure Works, which is interesting not only because of its complexity, but also because:

- it uses both, simple and composite keys;
- it contains a diverse set of data types, including datetime, blob (images) and geometry;
- it contains missing values.

²[http://www.cs.ox.ac.uk/activities/machlearn/Aleph/aleph.html](http://www.cs.ox.ac.uk/activities/machlearn/Aleph/aleph.html)
5.4 Access and Contributions

Read-only access can be obtained via a database connection with the following parameters.

**Hostname** relational.fit.cvut.cz  
**Port** 3306  
**Username** guest  
**Password** relational

To contribute a database, please contact the repository administrators; a web contact form is available [https://relational.fit.cvut.cz/contact](https://relational.fit.cvut.cz/contact). One possibility is to provide us with a MySQL dump of your database. Another option is to provide us with read access to your database on your server, so we can migrate the database to the public server. A web form for contributing is available [https://relational.fit.cvut.cz/contribute](https://relational.fit.cvut.cz/contribute).

5.5 The Meta-Database

Table 5.1 shows selected metadata from the meta-database. The meaning of the columns is as follows.

- **#Relations** The number of tables in the database.
- **#Instances** Count of rows in the target table.
- **Size** Size including indexes.
- **Type** The dataset is either a measurement or synthetically generated.
- **Domain** The original domain.
- **Task** Classification or regression.

<table>
<thead>
<tr>
<th>Database</th>
<th>#Relations</th>
<th>#Instances</th>
<th>Size</th>
<th>Type</th>
<th>Domain</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidents</td>
<td>3</td>
<td>503362</td>
<td>234.5 MB</td>
<td>Real</td>
<td>Government</td>
<td>Class</td>
</tr>
<tr>
<td>AdventureWorks</td>
<td>71</td>
<td>31223</td>
<td>233.8 MB</td>
<td>Synth</td>
<td>Retail</td>
<td>Regr</td>
</tr>
<tr>
<td>Airline</td>
<td>19</td>
<td>413046</td>
<td>455.5 MB</td>
<td>Real</td>
<td>Retail</td>
<td>Class</td>
</tr>
<tr>
<td>Atherosclerosis</td>
<td>4</td>
<td>389</td>
<td>3.2 MB</td>
<td>Real</td>
<td>Medicine</td>
<td>Class</td>
</tr>
<tr>
<td>BasketballMen</td>
<td>9</td>
<td>1536</td>
<td>18.3 MB</td>
<td>Real</td>
<td>Sport</td>
<td>Regr</td>
</tr>
<tr>
<td>BasketballWomen</td>
<td>8</td>
<td>234</td>
<td>2.3 MB</td>
<td>Real</td>
<td>Sport</td>
<td>Class</td>
</tr>
<tr>
<td>Biodegradability</td>
<td>5</td>
<td>328</td>
<td>3.3 MB</td>
<td>Real</td>
<td>Medicine</td>
<td>Regr</td>
</tr>
<tr>
<td>Bupa</td>
<td>9</td>
<td>345</td>
<td>300 KB</td>
<td>Real</td>
<td>Medicine</td>
<td>Class</td>
</tr>
<tr>
<td>CCS</td>
<td>6</td>
<td>1000</td>
<td>15.9 MB</td>
<td>Real</td>
<td>Financial</td>
<td>Regr</td>
</tr>
<tr>
<td>CDESchools</td>
<td>3</td>
<td>2269</td>
<td>12.3 MB</td>
<td>Real</td>
<td>Government</td>
<td>Regr</td>
</tr>
</tbody>
</table>
## 5. Relational Repository

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size</th>
<th>MB</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORA</td>
<td>3</td>
<td>2708</td>
<td>4.5 MB</td>
</tr>
<tr>
<td>CS</td>
<td>8</td>
<td>100</td>
<td>300 KB</td>
</tr>
<tr>
<td>Carcinogenesis</td>
<td>6</td>
<td>329</td>
<td>21 MB</td>
</tr>
<tr>
<td>Chess</td>
<td>2</td>
<td>295</td>
<td>300 KB</td>
</tr>
<tr>
<td>CiteSeer</td>
<td>3</td>
<td>3312</td>
<td>5.9 MB</td>
</tr>
<tr>
<td>ClassicModels</td>
<td>8</td>
<td>273</td>
<td>500 KB</td>
</tr>
<tr>
<td>ConsumerExp</td>
<td>3</td>
<td>2047961</td>
<td>337.6 MB</td>
</tr>
<tr>
<td>Countries</td>
<td>4</td>
<td>247</td>
<td>9.8 MB</td>
</tr>
<tr>
<td>CraftBeer</td>
<td>2</td>
<td>558</td>
<td>300 KB</td>
</tr>
<tr>
<td>Credit</td>
<td>9</td>
<td>9861</td>
<td>317.9 MB</td>
</tr>
<tr>
<td>DCG</td>
<td>2</td>
<td>1130</td>
<td>300 KB</td>
</tr>
<tr>
<td>Dallas</td>
<td>3</td>
<td>219</td>
<td>400 KB</td>
</tr>
<tr>
<td>Dunur</td>
<td>17</td>
<td>276</td>
<td>800 KB</td>
</tr>
<tr>
<td>Elti</td>
<td>11</td>
<td>1081</td>
<td>600 KB</td>
</tr>
<tr>
<td>Employee</td>
<td>6</td>
<td>2838426</td>
<td>197.4 MB</td>
</tr>
<tr>
<td>ErgastF1</td>
<td>14</td>
<td>31313</td>
<td>60.4 MB</td>
</tr>
<tr>
<td>FNHK</td>
<td>3</td>
<td>41392</td>
<td>130.8 MB</td>
</tr>
<tr>
<td>FTP</td>
<td>2</td>
<td>295555</td>
<td>7.5 MB</td>
</tr>
<tr>
<td>Facebook</td>
<td>2</td>
<td>511</td>
<td>2 MB</td>
</tr>
<tr>
<td>Financial</td>
<td>8</td>
<td>682</td>
<td>78.8 MB</td>
</tr>
<tr>
<td>GOSales</td>
<td>5</td>
<td>1000</td>
<td>22.4 MB</td>
</tr>
<tr>
<td>Geneea</td>
<td>19</td>
<td>3556</td>
<td>61.4 MB</td>
</tr>
<tr>
<td>Genes</td>
<td>3</td>
<td>862</td>
<td>1.8 MB</td>
</tr>
<tr>
<td>Grants</td>
<td>12</td>
<td>385882</td>
<td>890.8 MB</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>7</td>
<td>500</td>
<td>2.2 MB</td>
</tr>
<tr>
<td>Hockey</td>
<td>22</td>
<td>7579</td>
<td>15.6 MB</td>
</tr>
<tr>
<td>IMDb</td>
<td>7</td>
<td>738576</td>
<td>477.1 MB</td>
</tr>
<tr>
<td>KRK</td>
<td>1</td>
<td>1000</td>
<td>100 KB</td>
</tr>
<tr>
<td>Lahman</td>
<td>25</td>
<td>23111</td>
<td>74.1 MB</td>
</tr>
<tr>
<td>LegalActs</td>
<td>5</td>
<td>583672</td>
<td>240.2 MB</td>
</tr>
<tr>
<td>Mesh</td>
<td>29</td>
<td>223</td>
<td>1.1 MB</td>
</tr>
<tr>
<td>Mondial</td>
<td>40</td>
<td>204</td>
<td>3.2 MB</td>
</tr>
<tr>
<td>MooneyFamily</td>
<td>68</td>
<td>92</td>
<td>3.2 MB</td>
</tr>
<tr>
<td>MovieLens</td>
<td>7</td>
<td>6039</td>
<td>154.9 MB</td>
</tr>
<tr>
<td>Musk</td>
<td>2</td>
<td>92</td>
<td>400 KB</td>
</tr>
<tr>
<td>Mutagenesis</td>
<td>3</td>
<td>188</td>
<td>900 KB</td>
</tr>
<tr>
<td>NBA</td>
<td>5</td>
<td>30</td>
<td>300 KB</td>
</tr>
<tr>
<td>NCAA</td>
<td>9</td>
<td>268</td>
<td>35.8 MB</td>
</tr>
<tr>
<td>Nations</td>
<td>3</td>
<td>14</td>
<td>1.2 MB</td>
</tr>
<tr>
<td>Northwind</td>
<td>29</td>
<td>830</td>
<td>1.1 MB</td>
</tr>
<tr>
<td>PTC</td>
<td>4</td>
<td>343</td>
<td>8.1 MB</td>
</tr>
<tr>
<td>PTE</td>
<td>38</td>
<td>299</td>
<td>4.4 MB</td>
</tr>
<tr>
<td>Pima</td>
<td>9</td>
<td>768</td>
<td>700 KB</td>
</tr>
<tr>
<td>PremiereLeague</td>
<td>4</td>
<td>380</td>
<td>11.3 MB</td>
</tr>
<tr>
<td>PubMed_Diabetes</td>
<td>3</td>
<td>20055</td>
<td>44.1 MB</td>
</tr>
</tbody>
</table>
# 5.5. The Meta-Database

<table>
<thead>
<tr>
<th>Database</th>
<th>Rows</th>
<th>Columns</th>
<th>Size</th>
<th>Type</th>
<th>Class</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pubs</td>
<td>11</td>
<td>18</td>
<td>400 KB</td>
<td>Synth</td>
<td>Retail</td>
<td>Regr</td>
</tr>
<tr>
<td>Pyrimidine</td>
<td>2</td>
<td>74</td>
<td>1 KB</td>
<td>Real</td>
<td>Medicine</td>
<td>Regr</td>
</tr>
<tr>
<td>Restbase</td>
<td>3</td>
<td>9524</td>
<td>3 MB</td>
<td>Real</td>
<td>Retail</td>
<td>Regr</td>
</tr>
<tr>
<td>SAP</td>
<td>5</td>
<td>60024</td>
<td>246.9 MB</td>
<td>Synth</td>
<td>Retail</td>
<td>Class</td>
</tr>
<tr>
<td>SAT</td>
<td>36</td>
<td>76</td>
<td>2.7 MB</td>
<td>Real</td>
<td>Industry</td>
<td>Class</td>
</tr>
<tr>
<td>SFscores</td>
<td>3</td>
<td>23833</td>
<td>10.3 MB</td>
<td>Real</td>
<td>Government</td>
<td>Regr</td>
</tr>
<tr>
<td>Sakila</td>
<td>16</td>
<td>15991</td>
<td>6.4 MB</td>
<td>Synth</td>
<td>Retail</td>
<td>Regr</td>
</tr>
<tr>
<td>SalesDB</td>
<td>4</td>
<td>6698788</td>
<td>584.3 MB</td>
<td>Synth</td>
<td>Retail</td>
<td>Regr</td>
</tr>
<tr>
<td>SameGen</td>
<td>4</td>
<td>1081</td>
<td>300 KB</td>
<td>Real</td>
<td>Kinship</td>
<td>Class</td>
</tr>
<tr>
<td>Seznam</td>
<td>4</td>
<td>1458233</td>
<td>146.8 MB</td>
<td>Real</td>
<td>Retail</td>
<td>Regr</td>
</tr>
<tr>
<td>Shakespeare</td>
<td>4</td>
<td>32980</td>
<td>8.8 MB</td>
<td>Real</td>
<td>Entertainment</td>
<td>Class</td>
</tr>
<tr>
<td>Stats</td>
<td>8</td>
<td>41793</td>
<td>658.4 MB</td>
<td>Real</td>
<td>Education</td>
<td>Regr</td>
</tr>
<tr>
<td>StudentLoan</td>
<td>10</td>
<td>1000</td>
<td>900 KB</td>
<td>Real</td>
<td>Education</td>
<td>Class</td>
</tr>
<tr>
<td>TPCC</td>
<td>9</td>
<td>28600</td>
<td>165.8 MB</td>
<td>Synth</td>
<td>Retail</td>
<td>Class</td>
</tr>
<tr>
<td>TPCD</td>
<td>8</td>
<td>147600</td>
<td>2.5 GB</td>
<td>Synth</td>
<td>Retail</td>
<td>Class</td>
</tr>
<tr>
<td>TPCDS</td>
<td>24</td>
<td>97006</td>
<td>4.8 GB</td>
<td>Synth</td>
<td>Retail</td>
<td>Class</td>
</tr>
<tr>
<td>TPCH</td>
<td>8</td>
<td>148534</td>
<td>2 GB</td>
<td>Synth</td>
<td>Retail</td>
<td>Regr</td>
</tr>
<tr>
<td>Thrombosis</td>
<td>3</td>
<td>806</td>
<td>1.9 MB</td>
<td>Real</td>
<td>Medicine</td>
<td>Class</td>
</tr>
<tr>
<td>Trains</td>
<td>2</td>
<td>20</td>
<td>100 KB</td>
<td>Synth</td>
<td>Education</td>
<td>Class</td>
</tr>
<tr>
<td>Triazine</td>
<td>2</td>
<td>186</td>
<td>200 KB</td>
<td>Real</td>
<td>Medicine</td>
<td>Regr</td>
</tr>
<tr>
<td>UTube</td>
<td>2</td>
<td>547</td>
<td>200 KB</td>
<td>Real</td>
<td>Industry</td>
<td>Class</td>
</tr>
<tr>
<td>UW-CSE</td>
<td>4</td>
<td>278</td>
<td>200 KB</td>
<td>Real</td>
<td>Education</td>
<td>Class</td>
</tr>
<tr>
<td>University</td>
<td>5</td>
<td>38</td>
<td>300 KB</td>
<td>Synth</td>
<td>Education</td>
<td>Class</td>
</tr>
<tr>
<td>VOC</td>
<td>8</td>
<td>8073</td>
<td>2.7 MB</td>
<td>Real</td>
<td>Retail</td>
<td>Class</td>
</tr>
<tr>
<td>VisualGenome</td>
<td>6</td>
<td>1350342</td>
<td>322.4 MB</td>
<td>Real</td>
<td>Education</td>
<td>Class</td>
</tr>
<tr>
<td>Walmart</td>
<td>4</td>
<td>4607680</td>
<td>167.3 MB</td>
<td>Real</td>
<td>Retail</td>
<td>Regr</td>
</tr>
<tr>
<td>WebKP</td>
<td>3</td>
<td>877</td>
<td>12.8 MB</td>
<td>Real</td>
<td>Education</td>
<td>Class</td>
</tr>
<tr>
<td>World</td>
<td>3</td>
<td>239</td>
<td>700 KB</td>
<td>Real</td>
<td>Geography</td>
<td>Class</td>
</tr>
</tbody>
</table>

Table 5.1: List of databases in the repository.

The name of the meta-database schema is `meta`. This schema contains a number of tables with information about the databases, as well as the performance of different learning algorithms on the databases. The name of the table that contains information about the databases is `meta.information`. Some of this metadata is automatically exported in HTML format for display on the webpage `relational.fit.cvut.cz`. In the following paragraphs, we list the names of the main column and their meaning. When we refer to “all columns” or “all rows”, we mean all columns/rows of all tables in a database. The metadata contain the following main groups of information: basic database statistics, information about columns or fields, foreign key structure, and classification information.
5. RELATIONAL REPOSITORY

**Basic Database Statistics**  Various basic properties, such as record count and missing values.

*row_count* The total number of rows, or records.

*row_max* The maximum number of rows, or records, in a single table.

*column_count* The total number of columns, or fields.

*download_url* A URL containing further information about the dataset, such as provenance.

*null_count* The number of table entries with null values; typically this is the number of table entries with missing values.

**Column Information**  These columns contain metainformation about the types of columns/fields/attributes in the database tables. The list is mutually exclusive and collectively exhaustive as it holds: \( \text{column\_count} = \text{geo\_count} + \text{date\_count} + \text{lob\_count} + \text{string\_count} + \text{numeric\_count} \).

*geo\_count* The number of columns that represent spatial attributes. (These are called “geographic” features in MySQL.)

*date\_count* The number of columns that represent temporal attributes (date, time, or year).

*lob\_count* The number of columns that store large objects (e.g., images).

*string\_count* The number of columns that store string values. This typically includes discrete attributes.

*numeric\_count* The number of numeric columns.

**Foreign Key Structure**  A foreign key points from one table to another. Chen et al. propose visualizing the foreign key relationships in a semantic relationship graph [35]: The graph contains a directed edge from table \( T \) to table \( T' \) if table \( T \) references \( T' \) in a foreign key constraint. These columns represent information about the structure of the semantic relationship graph.

*primary\_key\_count* The number of primary keys.

*composite\_key\_count* The number of primary keys that comprise more than one column.

*foreign\_key\_count* The number of foreign keys.

*self\_referencing\_table\_count* The number of tables such that the table contains a foreign key pointer to one of its own columns. This occurs for example when a relational schema represents a class hierarchy or taxonomy.
has_loop Whether there exists a loop of foreign key pointers over several tables. An example of a loop is when between a person table and a university table exists two foreign keys – the first foreign key signifies that a person is studying at a university, while the second foreign key signifies that the person is teaching at the university.

Classification Many of the databases in the repository have been used to study classification in relational data. There is often a standard class label for such studies; we refer to this as the target attribute. These columns contain information relevant to the target attribute where it exists.

target_column The target attribute most often used in relational classification studies.
target_table The table that contains the target column.
target_id The primary key field of the target table.
instance_count The number of rows in the target table.
class_count The number of class labels.
majority_class_ratio The proportion of the majority class label on instance count.

5.6 Conclusions

In this chapter, we presented Relational Repository (RR), an easily accessible collection of datasets for relational learning. The RR was designed with supervised learning in mind. To this end, the RR contains 83 ready to download datasets. One of the important features of the RR is that it provides meta-data about the datasets. The RR meta-data can be accessed at https://relational.fit.cvut.cz/.
Empirical Evaluation

What gets measured gets improved.

Peter Ferdinand Drucker

6.1 Algorithms

Predictor Factory is empirically compared to:

1. Aleph
2. RelF
3. RSD
4. Wordification

The listed algorithms were selected because their implementations are freely available and work with relational formalism, mitigating the necessity of time-consuming and error-prone conversion of the data from one formalism to another\(^1\).

6.2 Datasets

The algorithms were executed on 16 datasets from relational repository. The list of the used datasets is in Table 6.1.

6.3 Protocol

Following paragraphs describe the experiment protocol.

\(^1\)The used implementations are from ClowdFlow.
6. **Empirical Evaluation**

<table>
<thead>
<tr>
<th>Database</th>
<th>#Relations</th>
<th>#Instances</th>
<th>Size</th>
<th>Type</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carcinogenesis</td>
<td>6</td>
<td>329</td>
<td>26.3</td>
<td>Real</td>
<td>Medicine</td>
</tr>
<tr>
<td>CS</td>
<td>8</td>
<td>100</td>
<td>0.3</td>
<td>Synth</td>
<td>Finance</td>
</tr>
<tr>
<td>Financial</td>
<td>8</td>
<td>682</td>
<td>94.1</td>
<td>Real</td>
<td>Finance</td>
</tr>
<tr>
<td>Genes</td>
<td>3</td>
<td>862</td>
<td>1.9</td>
<td>Real</td>
<td>Medicine</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>7</td>
<td>500</td>
<td>2.2</td>
<td>Real</td>
<td>Medicine</td>
</tr>
<tr>
<td>Mondial</td>
<td>33</td>
<td>454</td>
<td>3.3</td>
<td>Real</td>
<td>Geography</td>
</tr>
<tr>
<td>MovieLens</td>
<td>19</td>
<td>3832</td>
<td>47.9</td>
<td>Real</td>
<td>Entertainment</td>
</tr>
<tr>
<td>Mutagenesis</td>
<td>3</td>
<td>188</td>
<td>0.9</td>
<td>Real</td>
<td>Medicine</td>
</tr>
<tr>
<td>NBA</td>
<td>4</td>
<td>30</td>
<td>0.3</td>
<td>Real</td>
<td>Sport</td>
</tr>
<tr>
<td>NCAA</td>
<td>10</td>
<td>268</td>
<td>40.6</td>
<td>Real</td>
<td>Sport</td>
</tr>
<tr>
<td>PremiereLeague</td>
<td>4</td>
<td>363</td>
<td>11.3</td>
<td>Real</td>
<td>Sport</td>
</tr>
<tr>
<td>Trains</td>
<td>2</td>
<td>20</td>
<td>0.1</td>
<td>Synth</td>
<td>Logistic</td>
</tr>
<tr>
<td>University</td>
<td>5</td>
<td>38</td>
<td>0.3</td>
<td>Synth</td>
<td>Education</td>
</tr>
<tr>
<td>UW-CSE</td>
<td>4</td>
<td>278</td>
<td>0.2</td>
<td>Real</td>
<td>Education</td>
</tr>
</tbody>
</table>

Table 6.1: List of the used relational datasets. The size is in MB including indexes. Type describes the origin of the dataset.

**Metrics**  The used metrics are 10-fold cross-validated: classification accuracy, ROC-AUC and F-measure.

**Propositionalization**  All propositionalization algorithms were executed with their default setting.

**Models**  The classification was performed with J48 decision tree with the default setting. The decision tree was used because of its ability to handle nominal attributes, missing values and collinear features.

**Workflows**  Aleph, ReLF, RSD and Wordification were executed with ClowdFlows’ workflow available at [http://clowdflows.com/workflow/4018/](http://clowdflows.com/workflow/4018/), which is using operators from Weka. The results from Predictor Factory were evaluated in a standalone Weka with a comparable workflow. Weka was chosen as the tool of choice because it permits application of the identical implementation of the decision tree and identical evaluation of the models [227].

6.4 **Results**

The measured classification accuracies are in Table 6.2. Notably, propositionalization tools generally do not work with composite foreign keys, like in the original Mondial
dataset. Sometimes the algorithms crash from unknown reasons. The results on other measures were comparable to results obtained with classification accuracy.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Aleph</th>
<th>Predictor Factory</th>
<th>RelF</th>
<th>RSD</th>
<th>Wordification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carcinogenesis</td>
<td>0.55</td>
<td>0.82±0.07</td>
<td>0.60</td>
<td>0.60</td>
<td>0.80</td>
</tr>
<tr>
<td>CS</td>
<td>–</td>
<td>0.96±0.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Financial</td>
<td>0.87</td>
<td>0.87±0.06</td>
<td>0.98</td>
<td>0.95</td>
<td>0.90</td>
</tr>
<tr>
<td>Genes</td>
<td>–</td>
<td>0.62±0.02</td>
<td>–</td>
<td>0.84</td>
<td>–</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>0.78</td>
<td>0.74±0.08</td>
<td>0.69</td>
<td>0.59</td>
<td>0.65</td>
</tr>
<tr>
<td>Mondial</td>
<td>–</td>
<td>0.79±0.05</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MovieLens</td>
<td>–</td>
<td>0.78±0.03</td>
<td>0.61</td>
<td>–</td>
<td>0.83</td>
</tr>
<tr>
<td>Mutagenesis</td>
<td>0.81</td>
<td>0.93±0.08</td>
<td>0.87</td>
<td>0.90</td>
<td>0.82</td>
</tr>
<tr>
<td>NBA</td>
<td>–</td>
<td>0.60±0.02</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>NCAA</td>
<td>–</td>
<td>0.70±0.02</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>PremierLeague</td>
<td>–</td>
<td>0.67±0.03</td>
<td>–</td>
<td>–</td>
<td>0.35</td>
</tr>
<tr>
<td>Trains</td>
<td>0.70</td>
<td>0.95±0.15</td>
<td>0.75</td>
<td>0.80</td>
<td>0.95</td>
</tr>
<tr>
<td>University</td>
<td>–</td>
<td>0.89±0.04</td>
<td>–</td>
<td>0.37</td>
<td>0.84</td>
</tr>
<tr>
<td>UW-CSE</td>
<td>0.85</td>
<td>0.88±0.15</td>
<td>0.81</td>
<td>0.89</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Table 6.2: The 10-fold cross-validation estimate for the accuracy with a decision tree. A hyphen means that the propositionalization algorithm crashed on the dataset. The best results for each dataset are highlighted.

When it comes to the comparison of the accuracies, Predictor Factory is in par with the other propositionalization algorithms. The bad accuracy on the Financial dataset is caused by taking the time constraints in the account. If the time constraints are lifted, Predictor Factory reaches the accuracy of 0.99±0.01.

### 6.5 Discussion

Possibly the biggest single limitation of Predictor Factory is the fact that you have to assemble the target table by yourself. And if you make a mistake during the creation of the target table, everything is wrong – you then optimize something different from what do you want to optimize or/and you do it on a wrong population.
Foreign Key Constraint Identification

For relational learning, it is important to know the relationships between the tables. In relational databases, the relationships can be described with foreign key constraints. However, the foreign keys may not be explicitly specified. In this chapter, we present how to automatically and quickly identify primary & foreign key constraints from metadata about the data. Our method was evaluated on 72 databases and has F-measure of 0.87 for foreign key constraint identification. The proposed method significantly outperforms in runtime related methods reported in the literature and is database vendor agnostic.

7.1 Introduction

Whenever we want to build a predictive model on relational data, we have to be able to connect individual tables together [37]. In Structured Query Language (SQL) databases, the relationships (connections) between the tables can be defined with foreign key (FK) constraints. However, FK constraints are not always available. This can happen, for example, whenever we work with legacy databases or data sources, like comma separated value (CSV) files.

Identification of relationships from database belongs to reverse engineering from databases [198] and can be done manually or by means of handcrafted rules [10, 37, 147, 273]. Manual FK constraint discovery is very time-consuming for complex databases [176]. And handcrafted systems may overfit to small collections of databases, used for the training. Therefore we use machine learning techniques for this task and evaluate them on a collection of 72 databases.

Unfortunately, FK constraint identification is difficult. If we have $n$ columns in a database, then there can be $n^2$ FK constraints, as each column can reference any column in the database, including itself\textsuperscript{1}. Hence, there is $n^2$ candidate FK constraints.

\textsuperscript{1}We have not observed any instance of a column referencing itself. Nevertheless, SQL standard does not forbid it.
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Example 7.1.1. If we have a medium-sized database with 100 tables, each with 100 columns, then we have to consider \(10^8\) candidate FK constraints.

We can evaluate probability \(p\) that a single candidate FK constraint is a FK constraint with a classifier (e.g., logistic regression) in a constant time. Hence, if we assumed that the probability \(p_{i,j}\), which denotes a probability that a column \(i\) references column \(j\), is independent of all other candidate FK constraints in the database, the computational complexity of FK constraint identification would be \(O(n^2)\). However, the probabilities do not appear to be independent.

Example 7.1.2. If we had two columns \(A, B\) and we had known that \(p_{A,B} = 0.9\) and \(p_{B,A} = 0.8\) then under assumption of independence it would be reasonable to predict that column \(A\) references column \(B\) and also that column \(B\) references column \(A\). However, directed cyclic references\(^2\) do not generally appear in the databases as it would make updates inconveniently difficult [170]. Hence, our example database most likely contains only one FK constraint with \(A\) referencing \(B\).

If we accepted that the FK constraints are not independent of each other, we could generate each possible combination of FK constraints and calculate the probability that the candidate combination of FK constraints is the true combination of FK constraints. The computational complexity of such algorithm is \(O(2n^2)\). Clearly, a practical algorithm must take simplifying assumptions to scale to complex databases.

The applications of the FK constraint discovery, besides relational learning, include data quality assessment [2] and database refactoring [176].

The chapter is structured as follows: first, we describe related work, then we describe our method, then we describe our experiments and their results, discuss the results and provide a conclusion.

7.2 Related Work

Li et al. [161] formulated a related problem, attribute correspondence identification, as a classification problem.

Rostin et al. [224] formulate FK constraint identification as a classification problem.

Meurice et al. [176] compared different data sources for the FK constraint identification: database schema, Hibernate XML files, JPA Java code and SQL code. Based on their analysis, the database schema data source has four times higher recall than any other data source. In this chapter, we focus solely on the database schema data source. Furthermore, they introduce 4 rules for filtering the candidate FK constraints: the “likeliness” of the candidate FK constraint must be above a threshold, the FK constraints cannot be bidirectional, the column(s) of the selected FK constraints can be used only once and there can be only a single (undirected) path from FK constraints between any two tables.

\(^2\)However, undirected cyclic references are commonly used, for example, to model hierarchies.
Chen et al. [37] describe how to significantly accelerate FK constraint identification by pruning unpromising candidates at multiple levels. We inspire from them and use multi-level architecture as well. Furthermore, they introduce 4 rules for filtering the candidate FK constraints: explore FK constraints only between the tables selected by the user, only a single FK constraint can exist between two tables, directed cycles from FK constraints are forbidden and there can be only a single (undirected) path from FK constraints between any two tables. We inspire from Meurice’s and Chen’s articles and reformulate their rules as integer linear programming (ILP) problem.

7.3 Method

To make the relationship identification fast, a predictive model was trained only on the metadata about the data, which are accessible with Java Database Connectivity (JDBC) API. This approach has the following properties:

1. It is fast and scalable.
2. It is database vendor agnostic.
3. It is not affected by the data quality.

The problem of relationship identification was decomposed into two subproblems: identification of primary keys (PKs) and identification of FK constraints (Figure 7.1). The reasoning behind this decomposition is that identification of PKs is a relatively easy task. And knowledge of PKs simplifies identification of FK constraints because FK constraints frequently reference PKs.

The identification of the PKs is performed in two stages: scoring and optimization. During the scoring phase, a probability that an attribute is a part of a PK (a PK can be compound – composed of multiple attributes) is predicted with a classifier. The probability estimates are then passed into the optimization stage, which delivers a binary prediction.

The same approach is taken for FK constraint identification. During the scoring phase, a probability that a candidate FK constraint is a FK constraint is estimated with a classifier. The probabilities are then passed into an optimizer, which returns the most likely FK constraints.

**Primary Key Scoring** All metadata that are exposed by JDBC about attributes (as obtained with `getColumns` method) and tables (as obtained with `getTables`) were collected and considered as features for classification. For brevity, we describe and justify only features used by the final model.

---

3A FK may reference any attribute that is unique, not only PKs. Nevertheless, all FKs in the analyzed databases reference PKs.
4See docs.oracle.com for the documentation.
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Figure 7.1: The algorithm decomposition.

**Data types** like `integer` or `char` are generally more likely to be PKs than, for example, `double` or `text`. To promote portability of the trained model, we do not use database data types but JDBC data types, which have the advantage that they are the same regardless of the database vendor.

Since some databases offer only a single data type for numerical attributes, we also note whether numerical attributes can contain **decimals**, as PKs are unlikely to contain decimal numbers.

**Doppelgänger** is an attribute, which has a name similar to another attribute in the same table. For example, `atom_id1` is a doppelgänger to `atom_id2`. Doppelgängers frequently share properties, i.e., either both of them are in the PK or neither of them is in the PK.

**Ordinal position** defines the position of the attribute in the table. PKs are frequently at the beginning of the tables.

**String distance** between the column and table names are helpful for identification of PKs and FKs. Opinions on the best measure for PK and FK constraint identification vary. For example, [224] uses exact match while [37] uses Jaro-Winkler distance. After testing all string measures available in `stringdist` package [165], we found that Levenshtein distance delivers the best discriminative power on the tested databases.

**Keywords** like `id` or `pk` frequently mark PKs. The presence of the keywords is analyzed after the attribute/table name tokenization, which works with camel case and snake case notation.

JDBC also provides attributes that leak information about the presence of the PK,
like `isNull`, `isAutoIncrement` and `isGeneratedColumn`. Since it is unreasonable to assume that these metadata would be set correctly after importing data from CSV files, they were excluded from the model.

For comparison to features extracted from the data (and not metadata), two additional features were extracted: whether the attribute contains nulls (`containsNull`) and whether the attribute contains unique values (`isUnique`). These features are generally expensive to calculate [37]. Nevertheless, some databases, like PostgreSQL, automatically generate these statistics for each attribute in the database and provide a vendor-specific access to these statistics.

**Primary Key Optimization** Since each table in a well-designed database should contain a PK, a single most likely PK is identified for each table in the database. If the single most likely PK attribute in a table is a doppelgänger, all its doppelgängers in the table are declared to be part of the PK as well, creating a compound key. The described optimization can be solved with an ILP solver, which we use mostly because foreign key optimization (subsection 7.3) is using ILP formulation as well.

**Foreign Key Scoring** Features for FK constraints are a combination of features calculated for individual attributes from subsection 7.3 (prefixed with `fk` and `pk` respectively) with features unique for the FK constraints. The description of the unique features follows.

- **Data types** between FK and PK attributes should match. Nevertheless, SQL permits FK constraints between `char` and `varchar` data types.

- **Data lengths** between FK and PK attributes should match. Nevertheless, SQL explicitly permits FK constraints between attributes of different character lengths as defined in the SQL-92 specification, subsection 8.2.

- **String distance** between FK column name and PK table name should be small because FK column names frequently embed a part of the PK table name. Similarly, FK column name should be similar to PK column name because FK column names frequently embed a part of the PK column name. On the other end, FK column name should generally differ from FK table name as they are not directly related.

Furthermore, to be able to compare metadata-based features to data-based features, we tested whether all non-null values in the FK are present in the PK (satisfiesFKConstraint). This is generally an expensive feature to calculate [37]. Nevertheless, some databases, like PostgreSQL, automatically calculate histograms for each attribute in the background and offer a vendor specific interface to access the histograms. And based on the range of the histograms many candidate FK constraints can be pruned. More advanced data-based features (e.g., similarity of the FK and PK distributions) were not explored as the focus of the chapter is on the metadata-based features.

**Foreign Key Optimization** The optimization can be formulated as an integer linear optimization problem on a directed graph \( G = (V, E) \), where \( V \) is the set of attributes...
in the database and $E$ is the set of candidate FK constraints. The $p_{ij}$ is the estimated probability that the candidate FK constraint referencing FK $i$ to PK $j$ is a FK constraint. The probabilities are estimated with a classification model trained on features described in subsection 7.3. Compound FKs are modeled as multiple FK constraints (one FK constraint for each attribute). We define variable $x_{ij}$:

$$x_{ij} = \begin{cases} 
1 & \text{if the candidate FK constraint is a FK constraint} \\
0 & \text{otherwise} 
\end{cases}$$

(7.1)

The optimization problem is then:

$$\max \sum_{(i,j) \in E} x_{ij} - 2 \sum_{(i,j) \in E} x_{ij}(1 - p_{ij})$$

(7.2a)

s.t.

$$\sum_{j \in V} x_{ij} \leq 1, \quad \forall i,$$

(7.2b)

$$\sum_{i \in S, j \in S, (i,j) \in E} x_{ij} \leq |S| - 1, \quad \forall S \subseteq V, |S| \geq 1,$$

(7.2c)

$$x_{ij_1} - x_{ij_2} = 0, \quad \forall P, F \subseteq V, i \in F, j \in P, |P| \geq 2,$$

(7.2d)

$$x_{ij} - x_{ij} = 0, \quad \forall D \subseteq V, i \in D, j \in V,$$

(7.2e)

$$x_{ij} \in \{0, 1\}, \quad \forall i \in V, j \in V.$$  

(7.2f)

The objective function defines all FK constraint candidates $x_{ij}$ with $p_{ij} > 0.5$ as FK constraints if it does not violate any of the following constraints.

**Unity** constraint 7.2b enforces that a FK can reference only a single PK. While a single FK can in theory reference multiple different PKs, no such occurrence appeared in the analyzed databases.

**Acyclicity** constraint 7.2c ensures that the graph is (directionally) acyclic. However, this formulation of acyclicity requires an exponential number of constraints. To deal with that, we generate acyclicity constraints lazily [203]. Acyclicity constraint is desirable because if $p_{ij}$ is high, $p_{ji}$ is generally high as well (particularly for $i = j$). But directed cycles (even over intermediate tables) do not appear in the analyzed databases.

**Completeness** constraint 7.2d says that if a PK is compound, then either all or neither attribute of the PK $P$ is referenced from the FK table by attributes $F$. Completeness constraint ensures that compound FKs are syntactically correct.

**Doppelgänger** constraint 7.2e says that if attributes are doppelgängers to each other, then either all or neither attribute from the doppelgänger set $D$ reference the (same) PK attribute.

Constraint 7.2f defines the problem as an integer programming problem.

It should be noted that if constraints 7.2d and 7.2e are removed, we get an optimization problem similar to the identification of minimum spanning tree in a graph [108]. Hence, the FKs can be efficiently optimized with Dijkstra algorithm with a modified
termination condition (the algorithm terminates once the objective function starts to increase).

7.4 Results

Following paragraphs describe an empirical comparison of 5 classifiers on 3 different sets of features from 72 databases.

Data  We used 72 relational databases from relational repository [A.12]. The databases range from classical relational benchmarking databases (like TPC-C or TPC-H) to real-world databases used in challenges (e.g., from PKDD in 1999 or from Predictive Toxicology Challenge in 2000). The collection of the databases contains in total 1343 PKs, 1283 FK constraints, 6129 attributes and 788 tables. That means that on average approximately 1 of 5 attributes is part of a PK. The count of all possible relationships is 1,232,392 (in theory, a FK can reference any attribute in the database, including itself). That means that on average approximately 1 of 960 tested relationships are FK constraints.

Algorithm  Following classification algorithms were tested on the problem: decision tree, gradient boosted trees, naive Bayes, neural network and logistic regression as implemented in RapidMiner 7.5. Since the best results were obtained with gradient boosted trees, the reported results are for gradient boosted trees.

Measure  For evaluation of the classification models, AUC and F-measure [66] were used. Classification accuracy was omitted due to a significant class imbalance in FK identification task. AUC evaluates the ability of the model to rank. Hence, AUC is used to evaluate the quality of scoring. On the other end, F-measure is suitable for the evaluation of the quality of thresholding. Hence, F-measure is used to evaluate the quality of the optimization.

Validation  To measure the generalization of the models to new unobserved databases, batch cross-validation over databases [224, section 4.3] was performed. Since 72 databases were analyzed, it means that each model was trained and evaluated 72 times. The batch cross-validation has the advantage, in comparison to 10-fold cross-validation, that the samples from a single database are either all in the training set or all in the testing set. Hence, if the samples from a single database are more similar to each other than to samples from other databases, we may expect that batch cross-validation will deliver a less optimistically biased estimate of the model accuracy on new unobserved databases than 10-fold cross-validation.
Feature Importance Generally, it is desirable to minimize the count of utilized features to make the model easier to understand and deploy. Table 7.1 depicts feature importance for PK identification as reported by gradient boosted trees for features that remained after backward selection.

<table>
<thead>
<tr>
<th>Feature</th>
<th>All</th>
<th>Meta</th>
<th>Ordinal</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>ordinalPosition</td>
<td>3279</td>
<td>1970</td>
<td>2581</td>
<td>-</td>
</tr>
<tr>
<td>isDoppelgänger</td>
<td>142</td>
<td>99</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>isDecimal</td>
<td>80</td>
<td>81</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>containsNull</td>
<td>18</td>
<td>-</td>
<td>-</td>
<td>239</td>
</tr>
<tr>
<td>levenshteinToTable</td>
<td>15</td>
<td>124</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>dataType</td>
<td>14</td>
<td>71</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>isUnique</td>
<td>9</td>
<td>-</td>
<td>-</td>
<td>780</td>
</tr>
<tr>
<td>containsKeyword</td>
<td>7</td>
<td>21</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7.1: Feature importance for primary key identification for different feature sets. Higher weight means higher importance.

The single most important feature for PK identification is the position of the attribute in the table. This is not so surprising because all non-compound PKs in the analyzed databases (with the exception of Hepatitis database) were the first attribute in the table. Indeed, if we always predicted that the first attribute in a table is a PK, we get F-measure equal to 0.934±0.007.

Table 7.2 lists feature importance for FK constraint identification. Interestingly, the knowledge whether the FK constraint is satisfiable is the least important feature from the selected features.

Optimization Contribution The PK optimization improves F-measure of PK identification from 0.845±0.069 to 0.875±0.057. While FK optimization improves F-measure of FK constraint identification from 0.743±0.020 to 0.870±0.022.

Runtime & Scalability The time required to score all 72 databases is 55 seconds in total, where 95% of the runtime is due to the fact that JDBC collects metadata about the attributes for each table individually, causing many round trips between the algorithm and the database server. When we replaced JDBC calls with a single query to information_schema, which provides all the data at the database level, the total runtime decreased to 5 seconds.

Furthermore, the algorithm was tested on our university database with 909 tables. The runtime was 18 minutes, due to the quadratic growth of candidate FK constraints with the count of attributes in the database [37]. To keep the memory requirements
manageable, FK candidates were scored on the fly and only the top $n$ FK candidates with the highest probability were kept in a heap for FK optimization.

### 7.5 Discussion

Table 7.3 depicts a comparison of our approach to different approaches in the literature. Since the implementations of the referenced approaches are not available, we take and report the measurements for the biggest common denominator of the evaluated databases – the TPC-H database. The approaches differ in the utilized features (e.g., Kruse et al. utilize SQL scripts, while our approach does not) and objectives (e.g., Chen et al. aim to maximize precision at the expense of recall). The results of our method for all 72 databases are available for download at [https://github.com/janmotl/linkifier](https://github.com/janmotl/linkifier).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Features</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Runtime [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al. [273]</td>
<td>D</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>501</td>
</tr>
<tr>
<td>Chen et al. [37]</td>
<td>D, M</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>14</td>
</tr>
<tr>
<td>Rostin et al. [224]</td>
<td>D, M</td>
<td>?</td>
<td>?</td>
<td>0.95</td>
<td>450</td>
</tr>
<tr>
<td>Our</td>
<td>M</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.3: Literature review of different approaches to foreign key constraint identification on TPC-H 1GB database. “D” stands for data, “M” stands for metadata. Unknown values are represented with a question mark.
Empirical comparison of our metadata-based approach to other metadata-based approaches is in Table 7.4. Oracle Data Modeler [196] estimates FK constraints based on the knowledge of PKs (it is assumed that a FK must reference a PK), equality of column names between the FK and the PK and equality of the data types between the FK and the PK. SchemaCrawler [65] is using an extended version of these three filters. SchemaCrawler assumes that a FK must reference either a PK or a column with a unique constraint. The column names must equal but differences in the presence/absence of *id* keyword and differences between singular and plural forms are ignored, improving the recall. And datatypes must equal including their length (except of *varchar* datatype), improving the precision.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>F-measure</th>
<th>Runtime [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oracle Data Modeler</td>
<td>0.06</td>
<td>2.07</td>
</tr>
<tr>
<td>SchemaCrawler</td>
<td>0.17</td>
<td>4.65</td>
</tr>
<tr>
<td>Our</td>
<td>0.87</td>
<td>5.14</td>
</tr>
</tbody>
</table>

Table 7.4: Empirical evaluation of metadata-based approaches to foreign key constraint identification on 72 databases together.

**Limitations** The metadata-based identification of PK and FK constraints is limited by the quality of the metadata. For example, if all the columns in the database had non-informative names and all the columns were typed as *text*, the accuracy of the predictions would suffer.

But even if the metadata are of high quality, our metadata-base approach is not able to reliably reconstruct a hierarchy of subclasses. The problem is illustrated in Figure 7.2. Based on the table and PK names, we can correctly infer that *Person* and *Vendor* are subclasses of *BusinessEntity*. However, our metadata-based method has no means how to infer that *Customer* and *Employee* are subclasses of *Person* and not directly of *BusinessEntity*.

Both these limitations can be addressed by extending the metadata-based approach by appropriate data-based features. For example, whenever a subclass can reference multiple superclasses, the superclass with the lowest row count, which still satisfies the FK constraint, should be selected.

### 7.6 Conclusions

We described a method for foreign key constraint identification, which does not put any assumptions on the schema normalization, data quality, availability of vendor specific metadata or human interaction. The code for primary & foreign key constraint identification was designed to be database vendor agnostic and was successfully tested against
Microsoft SQL Server, MySQL, PostgreSQL and Oracle. The code with a graphical user interface is published at GitHub (https://github.com/janmotl/linkifier) under BSD license. The runtime is dominated by the connection lag to the server and if the requirement on the code portability is lifted, we are able to predict primary & foreign key constraints for all 72 tested databases in 5 seconds.
Stratified Cross-Validation by Multiple Columns

Stratified cross-validation is one of the standard methods of how to evaluate classifier’s generalization accuracy. However, conventional implementations of cross-validation can stratify only by a single column. In this chapter, we propose to use Integer Linear Programming for stratification by multiple columns. Our experiments using an extensive set of multi-label data sets shows that the proposed method significantly outperforms non-stratified cross-validation.

8.1 Introduction

It is difficult to improve things unless we can measure them. In machine learning, one of the established methods of how to empirically evaluate supervised algorithms is cross-validation (CV).

There are many variants of CV [222, 217], but one of the more common ones for the evaluation of classifiers is a stratified CV, which assigns samples into folds such a way that each fold has (an approximately) equal distribution of the classes.

However, common implementations of stratified CV support stratification only based on a single column. But what if we want to stratify based on multiple columns, for example, because we are doing multi-label classification?

Why stratification The traditional reason why to use stratified sampling is to reduce the variance of the estimate in comparison to the variance obtained with random sampling [41, Section 5.6].

Another reason why a person could be interested into stratified CV is to increase the estimated testing accuracy in comparison to random CV [139, 93].

But most importantly, stratified CV helps us to avoid edge scenarios whenever we are working with small data sets that include a rare class in the label. If we used a
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non-stratified CV on such data set, it would be fairly probable [236, Section 2] that at least one of the folds would be missing the rare class. And such absence may prevent us from evaluating the model’s accuracy [74].

In extreme scenarios (e.g., when we are performing 2-fold CV), we may easily encounter a complementary nuisance: the absence of the rare class in the training set (while in the previous case, we were dealing with the absence of the rare class in the testing set). In such situations, a shelf implementation of the classifier may refuse to provide a prediction for an unseen class label. And once the count of classes in the training set decreases to one, the classifier may (rightfully) refuse to get trained because the problem degenerated into a one-class classification problem. Once again, stratified CV helps us to avoid such nuisance (till the count of the folds is equal of less than the count of samples in the rarest class).

8.2 Definitions

Split-validation is a basic method of estimating the generalization accuracy of a model on unseen data. It works by partitioning the data set into training and testing sets. The model is then trained on the training set and evaluated on the testing set.

In k-fold cross-validation, the above partitioning is repeated k times with the constraint that each sample in the data set is used exactly once. The k estimates are then averaged to provide a single estimate.

The partitioning can be random, but that can result in unequal prior probabilities across the partitions (folds) and consequently negatively biased estimates. Stratified k-fold cross-validation alleviates this issue by using the same distribution of the classes in each fold.

8.3 Related Work

Diamantidis et al. [52] extended k-fold cross-validation method with clustering in order to construct more representative folds. The key idea was that each fold should have an approximately equal count of samples from each cluster. This procedure should help to get folds with as equal distribution of the training samples as possible. Based on their reported experimental results, the proposed method mainly reduces the bias of the measure (i.e., it increases testing classification accuracy) on small data sets. What is important about this reference is that they “stratify” based on the features of the data set and not based on the label as it is done by conventional stratified CV. This suggests, that our proposed CV, which works on multiple columns, can be useful not only on multi-label data sets, but also on single-label or even completely unsupervised data sets.

Zeng and Martinez [272] introduced distribution-balanced stratified cross-validation (DBSCV), which also aims to minimize the differences in the distribution of the folds. Their algorithm is based on single-linkage from hierarchical clustering. On highly un-
balanced datasets, a slight modification of DBSCV called DOB-SCV improved testing AUC on C4.5 on average by 2 percent point in comparison to stratified cross-validation [182, 166].

Contrary to the previously cited works, Sechidis et al. [236] did not focus on stratification in feature space but on stratification on label space, where we have multiple binary labels (multi-label classification data sets). They introduced a greedy algorithm, which directly equalizes the distribution of positive samples of each label across the folds. Szymański and Kajdanowicz [247] then modified this greedy algorithm to equalize the distribution of 2-way interactions between labels across the folds (i.e.: “1-way interactions” were replaced with 2-way interactions). We combine 1-way and 2-way label interactions in a single optimization formulation and complement it with \( n \)-way label interactions, a competitive baseline stratification method from [236], where \( n \) is the count of columns, over which we stratify. Furthermore, we guarantee that each fold has approximately the same count of samples (the greedy algorithm did not guarantee that) and we replace the greedy optimization with an exact optimization.

### 8.4 Solution

We solve the problem with Integer Linear Programming (ILP) on grouped and one-hot encoded data (see an example in Figure 8.1).

\[
\begin{bmatrix}
1 & 1 \\
2 & 2 \\
2 & 3 \\
1 & 1 \\
1 & 2
\end{bmatrix} \rightarrow \begin{bmatrix}
1 & 1 & 2 \\
2 & 2 & 1 \\
2 & 3 & 1 \\
1 & 2 & 1
\end{bmatrix} \rightarrow \begin{bmatrix}
0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0
\end{bmatrix} = \begin{bmatrix}
2 \\
1 \\
1 \\
1
\end{bmatrix}
\]

Figure 8.1: Example of data preprocessing for ILP.

Whenever the cardinalities (the counts of the unique values) of the columns are low and the row count is high, the grouping reduces the size of the ILP problem. One-hot encoding into dummies (where a column with cardinality \( n \) is encoded into \( n \) binary columns) then simplifies the formulation of the ILP problem. We encode labels with \( n \) unique values into \( n \) binary columns instead of more space-saving \( n - 1 \) binary columns, because contrary to the previous works ([236, 247]), we support multi-class labels (labels with more than 2 unique values) and we want to avoid the need to define the reference class (the contrast) to exclude from the \( n - 1 \) encoding. For the illustration of how the split can change based on the definition of which class is the “positive”, see Figure 8.2.

**Integer Linear Programming**  Ideally, we would like the stratified sampling to satisfy following requirements:
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<table>
<thead>
<tr>
<th>Input</th>
<th>Internal representation</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \begin{bmatrix} A \ B \ B \end{bmatrix} )</td>
<td>( \begin{bmatrix} 1 &amp; 0 \ 0 &amp; 1 \end{bmatrix} )</td>
<td>( \begin{bmatrix} 1 &amp; 0 \ 0 &amp; 1 \end{bmatrix} )</td>
</tr>
<tr>
<td>( \begin{bmatrix} D^n \end{bmatrix} )</td>
<td>( \begin{bmatrix} 1 \ 1 \end{bmatrix} )</td>
<td>( \begin{bmatrix} A \ B \end{bmatrix} )</td>
</tr>
<tr>
<td>( \begin{bmatrix} Fold_1 \ Fold_2 \end{bmatrix} )</td>
<td>( \begin{bmatrix} 0 \ 2 \end{bmatrix} )</td>
<td>( \begin{bmatrix} A \ B \end{bmatrix} )</td>
</tr>
</tbody>
</table>

\( 1 \) Each sample is assigned to exactly one fold.
\( 2 \) The count of each 1-way interaction is the same in each fold.
\( 3 \) The count of each 2-way interaction is the same in each fold.
\( 4 \) The count of each \( n \)-way interaction is the same in each fold.
\( 5 \) The count of samples is the same in each fold.

Unfortunately, requirements 2–5 are not always fulfillable since we can only assign whole samples to folds (and not fractions of the samples). For example, when we have 3 samples and 2 folds, we end up with the unequal size of the folds. Hence, we have to relax the constraints to the nearest whole numbers of the ideal continuous value. For example, when we have 3 samples and 2 folds, we constraint fold size to be \( \geq 1 \) and \( \leq 2 \) because the ideal fold size is 1.5.

But we can still find examples that evade these relaxed constraints (see Figure 8.3).

We could have further relaxed the constraints, but then we could have got a suboptimal result when an optimal solution exists. For example, we could have got one fold
8.4. Solution

\[
\begin{array}{c|c|c}
\text{Dummies} & \text{Count} \\
\hline
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0 \\
\end{array}
\]

Figure 8.3: No matter how do we attempt to assign these three rows into two folds, there is going to be a column with the difference of the value appearance equal to two.

with 2 samples and another fold with 4 samples, when a perfect solution with 3 samples in each fold exists.

Hence, what do we really want to do is to minimize the error from the ideal (but potentially continuous) state. In ILP, we can solve it by introducing slack variables. The whole ILP formulation of multi-column stratified cross-validation is in Section 8.4, where vector \( S \) are the slack variables, matrix \( D \) and vector \( C \) are the dummies, respectively the counts from Figure 8.1 and matrix \( X \) represents the assignment of the dummies into the folds (the output of the optimization). The formulation minimizes the sum of the slack variables 8.4a subject to constraints 8.4b-l.

\[
\begin{align*}
\min_{S_r} & \quad \sum_r S_r \quad \text{(1a)} \\
\text{s.t.} & \quad \sum_f X_{r,f} = C_r, \quad \forall r, \quad \text{(1b)} \\
& \quad X_{r,f} \leq \left[ \frac{C_r}{\text{folds}} \right], \quad \forall r, \quad \text{(1c)} \\
& \quad X_{r,f} \geq \left[ \frac{C_r}{\text{folds}} \right], \quad \forall r, \quad \text{(1d)} \\
& \quad \sum_r D_{r,c} X_{r,f} \leq \left[ \sum_r D_{r,c} C_r \right], \quad \forall c, \forall f, \quad \text{(1e)} \\
& \quad \sum_r D_{r,c} X_{r,f} \geq \left[ \sum_r D_{r,c} C_r \right], \quad \forall c, \forall f, \quad \text{(1f)} \\
& \quad \sum_r (X_{r,f} - S_r) \leq \left[ \sum_r X_{r,f} \right], \quad \forall f, \quad \text{(1i)} \\
& \quad \sum_r (X_{r,f} + S_r) \geq \left[ \sum_r X_{r,f} \right], \quad \forall f, \quad \text{(1j)} \\
& \quad X_{r,f} \in \mathbb{N}, \\
& \quad S_r \in \{0, 1\}. \quad \text{(1k)}
\end{align*}
\]
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Constraint set 8.4b ensures that each unique row $r$ is assigned exactly $C_r$ times (requirement 1). Constraint sets 8.4c and 8.4d ensure that unique rows $r$ are assigned to folds $f$ approximately equally ($n$-way interaction requirement 4). Constraint sets 8.4e and 8.4f ensure that column values (as represented by matrix $D$ and vector $C$) in each column $c$ are assigned to folds approximately equally (1-way interaction requirement 2). Constraint sets 8.4g and 8.4h ensure that 2-way interactions are assigned to folds approximately equally (requirement 3). Constraint sets 8.4i, 8.4j and objective 8.4a ensure that folds are of equal size as far as it is possible (requirement 5). Constraint set 8.4k ensures that only whole rows are assigned (and not only fractions). Also, it forbids solutions with negative counts. Constraint set 8.4l defines a sufficient domain of the slack variables $S$.

Solution extraction If we assume that the samples within the same label set are i.i.d., we can just randomly assign the whole data rows from the data set following the assignment of the strata groups into the folds as given by matrix $X$. On the other end, if we have a reason to believe that the data within the same label set are not i.i.d., we may follow up a stratification in feature space per label set.

If we need to generate multiple different CV assignments (e.g., for nested CV), there are two sources of randomness. First, we can instruct the ILP solver to return the top $n$ solutions\(^1\). Second, we can change the seed in the pseudorandom number generator before randomly assigning the whole data set rows into the folds based on the matrix $X$.

If we need to stratify by a continuous column, we can discretize the column (for the purpose of stratification, for all other purposes, we may still use the continuous values) and continue as if the column was discrete from the beginning.

8.5 Experiments

In this section, we present an experimental evaluation for stratified cross-validation proposed in this chapter. The goal of our experiments is to answer the following questions:

Q1. Do the generated folds have the desired properties?
Q2. Does it decrease the variance of the classification measures?
Q3. Does it increase the mean of the classification measures?

Algorithms We compare our proposed algorithm for sample-fold assignment to two other algorithms: one baseline and one state-of-the-art implementation of stratified cross-validation for multi-label classification.

As a simple baseline, we use random (unstratified) cross-validation. As the state-of-the-art reference for multi-label stratification, we use greedy iterative algorithm from [247], which takes into account second-order relationships between labels\(^2\). We refer our

\(^{1}\)In Gurobi solver 9.0, the argument is called PoolSolutions

\(^{2}\)We used iterative_stratification 0.2.0 implementation from http://scikit.ml
8.5. Experiments

We consider an algorithm as ILP, because it uses Integer Linear Programming solver.

**Measures** Following the convention established in [236, 247], we use the following unsupervised measures to describe the quality of the generated folds:

**Examples Distribution (ED)** describes how much the actual size of the folds $S_j$ deviate from the desired size of the folds $c_j$:

$$ED = \frac{1}{k} \sum_{j=1}^{k} ||S_j| - c_j|^k.$$  \hspace{1cm} (8.1)

In our case, we desire 10 folds of the same size. Hence, $k = 10$ and $c_j = \frac{|D|}{10}$, where $|D|$ is the count of samples in the whole data set. This measure evaluates conformance with the requirement 5.

**Label Distribution (LD)** describes how the proportion of positive evidence for a label to the negative evidence for a label deviates from the same proportion in the entire data set, averaged over all folds and labels:

$$LD = \frac{1}{|L|} \sum_{i=1}^{L} \left( \frac{1}{k} \sum_{j=1}^{k} \left| \frac{|S_i^j|}{|S_j|} - \frac{|D_i|}{|D|} \right| \right).$$  \hspace{1cm} (8.2)

This measure evaluates relaxed conformance with the requirement 2 (requirement 2 applies to each class while this measure, as defined in [236], applies only on positive class).

**Fold Zeros (FZ)** is the count of folds that contain at least one label without any positive example.

**Fold-Label Zeros (FLZ)** is the count of fold-label pairs without any positive example.

Each of these measures should be minimized. Furthermore, we use extensions of the LD, FZ, and FLPZ measures [247] that work at the level of 2-way an n-way label interaction. To keep the count of the abbreviations low, we denote the order of the interaction with a subscript (see Table 8.1).

From supervised measures, we use Hamming loss, subset accuracy score, coverage error, label ranking loss, macro-averaged precision, and micro-averaged ROC-AUC, once again, following the convention established by [236, 247]. For the definition and discussion of these measures, we refer the keen reader to [263].

**Classifiers** Since we optimize the folds at the three levels of label interaction (1-way, 2-way, and n-way), we use three different classifiers. **Classifier-Chains** (CC), which should be mostly sensitive to the one-way interactions but fairly insensitive to the two and
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<table>
<thead>
<tr>
<th>Measure</th>
<th>1-way</th>
<th>2-way</th>
<th>n-way</th>
</tr>
</thead>
<tbody>
<tr>
<td>LD</td>
<td>LD₁</td>
<td>LD₂</td>
<td>LDₙ</td>
</tr>
<tr>
<td>FZ</td>
<td>FZ₁</td>
<td>FZ₂</td>
<td>FZₙ</td>
</tr>
<tr>
<td>FLZ</td>
<td>FLZ₁</td>
<td>FLZ₂</td>
<td>FLZₙ</td>
</tr>
</tbody>
</table>

Table 8.1: Unsupervised measures categorized by the level of label interactions. n represents the count of all the labels in the data set.

n-way interactions. **Fast-Greedy** (FG), which in comparison to CC explicitly models two-way interactions (do not confuse the greedy classifier with the greedy stratification algorithm). And **Label Powerset** (LP), which explicitly models the n-way interactions. As a base classifier, we use random forest with 30 trees.

**Data** We used 29 multi-label data sets from Multi-Label Classification Dataset Repository³.

Data sets, which differ only in the feature-space, were included only once, to be able to assume sample independence in the statistical tests discussed in Section 8.5 (E.g., we include only GpositiveGO and exclude GpositivePseAAC because they are identical in the label-space).

Furthermore, we excluded data sets, where ILP was not able to prove the optimality of the found solution in less than 8 hours⁴.

The list of the used data sets and their properties are in Table 8.2.

**Statistical tests** We evaluated the measurements with two-tailed Nemenyi test following Demšar’s recommendations [48]. For the **Critical Difference** (CD) in the presented text and plots, we use significance level \( \alpha = 0.05 \).

8.6 Results

The following paragraphs depict ranking of the cross-validation algorithms, averaged over all the data sets. Rank 1 is always the best and rank 3 is always the worst.

Figure 8.4 shows the ranking for unsupervised measures defined in Section 8.5. The proposed algorithm delivers folds that are on average equal or better than the folds obtained with other algorithms. Noteworthy, ILP delivers folds of equal size (when possible). Hence, it matches random solution (which is not concerned with anything else but the fold sizes) and beats iterative solution (which is not concerned with the fold sizes).

³http://www.uco.es/kdis/mllresources/

⁴We used Gurobi 9.0 solver on a 10-core computer with 64GB RAM
Table 8.2: List of the used multi-label data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Domain</th>
<th>Instances</th>
<th>Attributes</th>
<th>Labels</th>
<th>Labelsets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arts</td>
<td>Text</td>
<td>7484</td>
<td>23150</td>
<td>26</td>
<td>599</td>
</tr>
<tr>
<td>BBC1000</td>
<td>Text</td>
<td>352</td>
<td>1000</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>Birds</td>
<td>Audio</td>
<td>645</td>
<td>260</td>
<td>19</td>
<td>133</td>
</tr>
<tr>
<td>Business</td>
<td>Text</td>
<td>11210</td>
<td>21920</td>
<td>30</td>
<td>233</td>
</tr>
<tr>
<td>CHD49</td>
<td>Medicine</td>
<td>555</td>
<td>49</td>
<td>6</td>
<td>34</td>
</tr>
<tr>
<td>Computers</td>
<td>Text</td>
<td>12440</td>
<td>34100</td>
<td>33</td>
<td>428</td>
</tr>
<tr>
<td>Education</td>
<td>Text</td>
<td>12030</td>
<td>27530</td>
<td>33</td>
<td>511</td>
</tr>
<tr>
<td>Emotions</td>
<td>Music</td>
<td>593</td>
<td>72</td>
<td>6</td>
<td>27</td>
</tr>
<tr>
<td>Entertainment</td>
<td>Text</td>
<td>12730</td>
<td>32000</td>
<td>21</td>
<td>337</td>
</tr>
<tr>
<td>EukaryoteGO</td>
<td>Biology</td>
<td>7766</td>
<td>12690</td>
<td>22</td>
<td>112</td>
</tr>
<tr>
<td>Flags</td>
<td>Image</td>
<td>194</td>
<td>19</td>
<td>7</td>
<td>54</td>
</tr>
<tr>
<td>GnegativeGO</td>
<td>Biology</td>
<td>1392</td>
<td>1717</td>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td>GpositiveGO</td>
<td>Biology</td>
<td>519</td>
<td>912</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Guardian1000</td>
<td>Text</td>
<td>302</td>
<td>1000</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Health</td>
<td>Text</td>
<td>9205</td>
<td>30610</td>
<td>32</td>
<td>335</td>
</tr>
<tr>
<td>Image</td>
<td>Image</td>
<td>2000</td>
<td>294</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>Inter3000</td>
<td>Text</td>
<td>169</td>
<td>3000</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Recreation</td>
<td>Text</td>
<td>12830</td>
<td>30320</td>
<td>22</td>
<td>530</td>
</tr>
<tr>
<td>Reference</td>
<td>Text</td>
<td>8027</td>
<td>39680</td>
<td>33</td>
<td>275</td>
</tr>
<tr>
<td>Reuters1000</td>
<td>Text</td>
<td>294</td>
<td>1000</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>Scene</td>
<td>Image</td>
<td>2407</td>
<td>294</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>Science</td>
<td>Text</td>
<td>6428</td>
<td>37190</td>
<td>40</td>
<td>457</td>
</tr>
<tr>
<td>Slashdot</td>
<td>Text</td>
<td>3782</td>
<td>1079</td>
<td>22</td>
<td>156</td>
</tr>
<tr>
<td>Social</td>
<td>Text</td>
<td>12110</td>
<td>52350</td>
<td>39</td>
<td>361</td>
</tr>
<tr>
<td>Society</td>
<td>Text</td>
<td>14510</td>
<td>31800</td>
<td>27</td>
<td>1054</td>
</tr>
<tr>
<td>TMC2007-500</td>
<td>Text</td>
<td>28600</td>
<td>500</td>
<td>22</td>
<td>1172</td>
</tr>
<tr>
<td>VirusGO</td>
<td>Biology</td>
<td>207</td>
<td>749</td>
<td>6</td>
<td>17</td>
</tr>
<tr>
<td>Yeast</td>
<td>Biology</td>
<td>2417</td>
<td>103</td>
<td>14</td>
<td>198</td>
</tr>
<tr>
<td>Yelp</td>
<td>Text</td>
<td>10810</td>
<td>671</td>
<td>5</td>
<td>32</td>
</tr>
</tbody>
</table>

Figure 8.5 shows ranking for the average of supervised measures as obtained from cross-validation with 3 different classifiers. ILP gives statistically significantly higher micro-averaged ROC-AUC than iterative algorithm when evaluated with fast greedy classifier, but it also statistically non-significantly losses to iterative algorithm on example-based evaluation metrics [248] (subset accuracy and Hamming loss) when evaluated with fast greedy classifier.

Figure 8.5 shows ranking for the variance of supervised measures as obtained from cross-validation with 3 different classifiers. Both stratified approaches seem to statistically significantly decrease the variance of all measures except of macro-averaged precision.
Figure 8.4: Ranking of the cross-validation algorithms based on the unsupervised measures. Smaller area is better.

Figure 8.5: Ranking of the cross-validation algorithms based on the average of supervised measures. Smaller area is better.

and accuracy subset.

**Answers** The following lines answer questions formulated at the beginning of the experimental subsection.

**Q1** Do the generated folds have the desired properties? On average, ILP folds have by 45% fewer folds that contain at least one label without any positive example (the FZ measure) than random folds and by 9% fewer folds than iterative folds. Hence, the probability that you will not be able to estimate the classifier’s performance is substantially lower with ILP folds than with random or iterative folds.

**Q2** Does it decrease the variance of the classification measures? On average, ILP folds have by 1.2% lower variance than random folds and by 0.1% lower variance than iterative folds.
8.7 Discussion

Solver There are many ways how the problem could have been solved. To name just a few alternatives, we could have used Constraint Programming, SAT solver, or plain old exhaustive search with backtracking. We choose ILP because of our familiarity with the method.

I.I.D. Real-world data are frequently non-i.i.d. [240, 11] and we may desire to assign all related samples (e.g., purchases from the same customer) into the same fold. But this requirement can interfere with our constraints. E.g., the maximal count of the purchases from a single customer can be bigger than the desired fold size. An elegant way of how to avoid the clash of the constraints is to directly minimize the error from the ideal state as defined in Section 8.4 instead of defining the hard constraints 8.4c-h. However, this proposal would require weighting of the individual error terms or usage of multi-objective optimization.

Interactions Whenever we stratify by \( n \) columns with the proposed algorithm, we look only at 1-way, 2-way, and \( n \)-way interactions between the labels while ignoring all the interactions between the 2-way and \( n \)-way interactions. Hence, whenever we stratify by more than two labels, our solution does not guarantee the “optimality” of the fold assignment as it does when we stratify by one or two labels. While we could add constraints for any \( i \)-way interaction, \( i \in \{1, 2, ..., n\} \), into the ILP formulation, the count of the constraints grows following Pascal’s triangle. I.e.: To model all the interactions...
between $n$ labels, we would need about $c(2^n)$ constraints, where $c$ is a constant dependent on the count of folds and the exact ILP formulation. Hence, we model only three types of interactions, that we encountered in the literature about multi-label classification: 1-way, 2-way, and $n$-way interactions.

8.8 Conclusions

In this chapter, we introduced an algorithm for exact stratified cross-validation, when we want to stratify by multiple columns (targets). The proposed algorithm replaces a greedy solution of the former algorithms [236, 247] with the exact solution, adds balanced distribution in the feature space and adds support for polynomial and continuous targets. The proposed algorithm statistically significantly matches or surpasses non-stratified and greedily optimized solutions in all evaluated metrics. Among others, the created folds increase testing accuracy of the trained models and decrease the incidence rate of the edge situations, when the evaluation is not possible at all. The created folds were published at http://www.uco.es/kdis/mllresources.
Trend and Seasonality Elimination

Detrending and deseasoning is a common preprocessing step in time-series analysis. We argue that the same preprocessing step should be considered on relational data, whenever the observations are time-dependent. We applied Hierarchical Generalized Additive Models (HGAMs) to detrend and deseason (D&D) 18 real-world relational datasets. The observed positive effect of D&D on the predictive accuracy is statistically significant. The proposed method of D&D might be used to improve the predictive accuracy of churn, default, or propensity models, among others.

9.1 Introduction

This chapter is concerned with feature extraction from relational data for supervised learning, like classification or regression. The studied problem is not new and is called propositionalization [137]. But one aspect of propositionalization was frequently ignored in the early propositionalization literature: the data are frequently not just relational, but also temporal. The ignorance of the temporal parts in relational data is quite understandable – neither processing of relational or temporal data is trivial when we want to do it right. This chapter attempts to slightly narrow the gap between these two worlds by introducing one basic concept from time-series modeling to the realm of propositionalization: the trend and season removal from relational data.

To illustrate the importance of detrending, consider a predictive model built on financial data. If the model was built on raw data, the accuracy of the model would likely degrade faster than if we build the model on inflation adjusted (“deflated”) data.

To illustrate the importance of deseasoning, consider observing a person for a month. If the person went swimming in a river once during that month, we might want to make different conclusions about the person when that month is June than if the month was January.

To describe the proposed temporal normalization, we have to introduce the basics of propositionalization in Section 9.2 and the relevant parts from time-series analysis in Section 9.3. We then follow with the description of the proposed temporal decomposition
on relational data in Section 9.4, performed empirical evaluation in Section 9.5, and the results in Section 9.6. The results are discussed in Section 9.7 and concluded in Section 9.8.

9.2 Propositionalization

Propositionalization is a process of conversion of relational data into attribute-value format, which can be understood by conventional machine-learning algorithms (see [137]).

There are many propositionalization methods. In this chapter we use PredictorFactory\footnote{www.predictorfactory.com}. But there are many other, which differ in the direction of data propagation (in [144], the target, which we wish to predict, is propagated to the data, while in [137] the data are propagated toward the target) or the count of the used models (in [144] and [137], only one model is used, while Guo [98] uses as many models, as there are tables in the database).

In this chapter, when we are talking about propositionalization, we assume that the target, which we wish to predict, resides in target table. The moment, when we wish to make the prediction, is defined by target timestamp. And the entity, for which we wish to make the prediction, is defined by target id.

To predict the target from other tables than the target table, we have to link the tables together. This is done with joins over foreign key constraints [144]. The end state of this target propagation is that each table in the database contains the target column, timestamp, and id from the target table.

The relationship between the target table and other tables does not always have to be 1:1. When the relationship is 1:n, the content of the tables is aggregated to the level of the data in the target table. Examples of common aggregate functions for numerical attributes include min, max, avg, count, and stddev.

The final step then consists of joining all the features from the propagated and potentially aggregated tables into a single table in attribute-value format.

9.3 Detrending and Deseasoning

The trend and seasonality can be removed with one of the classical methods from time-series analysis like Seasonal and Trend decomposition using Loess (STL) [40], Holt-Winters [109] or SARIMA [21].

However, these methods are not directly applicable to our data, because common implementations of these methods cannot deal with:

1. missing values (e.g., caused by holidays),
2. multiple values per sample period (e.g., multiple transactions per day),
3. hierarchical dependencies between the data (e.g., multiple transactions from multiple different customers).

The listed deficiencies can be handled by Hierarchical Generalized Additive Models (HGAMs) [197]. HGAMs are a combination of Generalized Additive Models (GAMs) [104] and Hierarchical Generalized Linear Models (HGLMs) [24]. GAM part takes care of modeling seasonality with cyclic cubic regression splines, while HGLM part takes care of non-independence in the data that arises from hierarchical structures. Note that HGAMs, just like GAMs or HGLMs, can handle non-uniformly spaced samples and multiple values per sample period.

9.4 Method

Assuming additive decomposition, a time-series $y$ at time $t$ can be written as $y_t = S_t + T_t + R_t$, where $S_t$ is the seasonal component, $T_t$ is the trend component, and $R_t$ is the remainder component.

However, in this chapter, we assume that the data have a two-level hierarchical structure. The first level of data clustering is defined by target id. The second level is the whole population. This hierarchical structure is used, because it allows us to model both, 1:1 and 1:n relationships between target id and data in a relational dataset.

A two-level hierarchical time-series can be written as $y_{t,i} = S_t + T_t + T_{t,i} + B_i + R_{t,i}$, where $i$ is a specific target id, $S_t$ is the population seasonal component, $T_t$ is the population trend component, $T_{t,i}$ is the trend of $i$ (random slope in HGLM literature), $B_i$ is the bias of $i$ (random intercept in HGLM literature), and $R_{t,i}$ is the remainder component.

Furthermore, we want to support exogenous variables in the decomposition, because the data in the tables do not have to be always commensurable. For example, transaction table in Financial dataset [12] contains all possible types of transactions, differentiated by columns type and operation (the used datasets are discussed in Section 9.5). To block the effect of the exogenous variables, we write the decomposition as:

$$y_{t,i} = \beta X_{t,i} + S_t + T_t + T_{t,i} + B_i + R_{t,i}$$

(9.1)

where $X_{t,i}$ is a vector of exogenous variables (fixed effects in HGLM literature) and $\beta$ is a vector of regression coefficients.

9.5 Experiments

In the introduction, we argued that the trend and seasonality of data is important. But does it really impact the quality of the prediction? And if yes, how much?

To answer these questions, we empirically compare accuracies of models build on raw data vs. temporarily normalized data on 18 real (non-artificial) temporal datasets from relational repository [A.12] (see the list in Table 9.1).
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Target table</th>
<th>Target column</th>
<th>Target id</th>
<th>Target timestamp</th>
<th>Classes</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidents</td>
<td>nesreca</td>
<td>klas_nesreca</td>
<td>id_nesreca</td>
<td>cas_nesreca</td>
<td>B, not B</td>
<td>2001-06-30</td>
</tr>
<tr>
<td>Airlines</td>
<td>Ov_Time</td>
<td>ArrDel15</td>
<td>rownum</td>
<td>FlightDate</td>
<td>0, 1</td>
<td>2016-01-16</td>
</tr>
<tr>
<td>Basketballs</td>
<td>teams</td>
<td>rank</td>
<td>tmID, year</td>
<td>year</td>
<td>≤ 4, &gt;4</td>
<td>1974</td>
</tr>
<tr>
<td>BasketballW</td>
<td>teams</td>
<td>playoff</td>
<td>tmID, year</td>
<td>year</td>
<td>N, Y</td>
<td>2003</td>
</tr>
<tr>
<td>CCS</td>
<td>transactions lk</td>
<td>Price</td>
<td>TransactionID</td>
<td>Date</td>
<td>≤ 500, &gt;500</td>
<td>2012-08-24</td>
</tr>
<tr>
<td>Financial</td>
<td>loan</td>
<td>status</td>
<td>account_id</td>
<td>date</td>
<td>A, B</td>
<td>1997-02-05</td>
</tr>
<tr>
<td>FNHK</td>
<td>prijavy</td>
<td>Debla_hospitalizace</td>
<td>Identifikace_pripadu</td>
<td>Datum_prijeti</td>
<td>≤ 7, &gt;7</td>
<td>2014-06-16</td>
</tr>
<tr>
<td>Geneva</td>
<td>hl_hlasovani</td>
<td>vysledek</td>
<td>id_hlasovani</td>
<td>datum</td>
<td>A, R</td>
<td>2014-12-02</td>
</tr>
<tr>
<td>Lahman</td>
<td>salaries</td>
<td>salary</td>
<td>teamID, playerID, lgID</td>
<td>yearID</td>
<td>≤ 500000, &gt;500000</td>
<td>1998</td>
</tr>
<tr>
<td>LegalActs</td>
<td>legalacts</td>
<td>ActKind</td>
<td>id</td>
<td>update</td>
<td>Pemenne, not Pemenne</td>
<td>2012-07-24</td>
</tr>
<tr>
<td>NBA</td>
<td>Game</td>
<td>ResultOfTeam1</td>
<td>GameId</td>
<td>Date</td>
<td>-1, 1</td>
<td>2014-04-02</td>
</tr>
<tr>
<td>NCAA</td>
<td>target</td>
<td>team_id_wins</td>
<td>id</td>
<td>season</td>
<td>0, 1</td>
<td>2012</td>
</tr>
<tr>
<td>PremierLeague</td>
<td>Matches</td>
<td>ResultOfTeamHome</td>
<td>MatchID</td>
<td>MatchDate</td>
<td>-1, 1</td>
<td>2014-01-01</td>
</tr>
<tr>
<td>Seznam</td>
<td>probehuto</td>
<td>kc_prolikano</td>
<td>client_id, slozba</td>
<td>datum</td>
<td>≤ 1000, &gt;1000</td>
<td>2014-08-01</td>
</tr>
<tr>
<td>Stats</td>
<td>users</td>
<td>Reputation</td>
<td>Id</td>
<td>LastAccessDate</td>
<td>≤ 10, &gt;10</td>
<td>2014-03-29</td>
</tr>
<tr>
<td>VOC</td>
<td>voyages</td>
<td>arrival_harbour</td>
<td>number, number_sup</td>
<td>arrival_date</td>
<td>Batavia, not Batavia</td>
<td>1723-07-20</td>
</tr>
<tr>
<td>Walmart</td>
<td>train</td>
<td>units</td>
<td>store_nbr, item_nbr</td>
<td>date</td>
<td>≤ 10, &gt;10</td>
<td>2013-04-15</td>
</tr>
<tr>
<td>Yelp</td>
<td>Reviews</td>
<td>stars</td>
<td>review_id</td>
<td>review_date</td>
<td>≤ 3, &gt;3</td>
<td>2011-04-25</td>
</tr>
</tbody>
</table>

Table 9.1: List of the used relational datasets from relational repository [A.12]. Regression and polynomial classification problems were converted to binary problems with the logic described in Classes column. Threshold column defines the split to training and testing set.

Each of the datasets was processed independently from the other datasets with the following data flow:

1. Split the dataset to training and testing set with the median of target timestamp (e.g.: median(loan.date) in Financial dataset). The used thresholds are in Table 9.1. The older set is the training set, while the newer set is the testing set. This schema allows us to model a common scenario, where a model is trained on all historical data and then used for an extended period of time without any retraining.

2. Perform target propagation, as described in Section 9.2.

3. Fork the flow into the challenger and the baseline group. In the challenger group, we perform temporal normalization. In the baseline group, we keep data as they are. Temporal normalization consists of:
   a) HGAM training on the training data.
   b) Global trend and seasonality removal from both, training and testing data.

To see, whether it is actually beneficial to perform both, detrending and deseasoning, we also evaluate flows, where we only perform detrending, respectively deseasoning.

4. Propositionalize numerical attributes with the following aggregate functions: min, max, avg, count, sum, and stddev as described in Section 9.2. We also test adding of trend $T_t,i$ from Equation (9.1) to the set of aggregates in separate flows.
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5. Train Random Forest[23] on the propositionalized training data. We could have chosen any other algorithm, but we chose Random Forest, because it delivers good results even without meta-parameter tuning[68].

6. Evaluate area under receiver operating characteristics curve (AUC-ROC) on the testing set. Once again, we could have chosen any other measure, but we chose AUC-ROC because it is generally more sensitive to the changes in the prediction than thresholding measures as AUC-ROC takes into account all possible thresholds while thresholding measures just one.

### 9.6 Results

Empirical results in Table 9.2 suggest that detrending, deseasoning, and inclusion of slope among the set of the utilized aggregates is better than the baseline, which works on raw data and does not use slope aggregate.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Baseline</th>
<th>Detrended</th>
<th>Deseasoned</th>
<th>D&amp;D</th>
<th>D&amp;D with slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidents</td>
<td>0.73</td>
<td>0.73</td>
<td><strong>0.74</strong></td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>Airline</td>
<td>0.80</td>
<td>0.81</td>
<td><strong>0.85</strong></td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>BasketballMen</td>
<td>0.65</td>
<td>0.64</td>
<td>0.65</td>
<td>0.65</td>
<td><strong>0.66</strong></td>
</tr>
<tr>
<td>BasketballWomen</td>
<td>0.63</td>
<td>0.63</td>
<td>0.63</td>
<td>0.63</td>
<td><strong>0.64</strong></td>
</tr>
<tr>
<td>CCS</td>
<td>0.69</td>
<td><strong>0.70</strong></td>
<td><strong>0.70</strong></td>
<td><strong>0.70</strong></td>
<td><strong>0.70</strong></td>
</tr>
<tr>
<td>Financial</td>
<td>0.87</td>
<td>0.89</td>
<td>0.89</td>
<td><strong>0.90</strong></td>
<td><strong>0.90</strong></td>
</tr>
<tr>
<td>FNHK</td>
<td>0.70</td>
<td>0.72</td>
<td><strong>0.74</strong></td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td>Geneea</td>
<td>0.77</td>
<td>0.77</td>
<td><strong>0.78</strong></td>
<td><strong>0.78</strong></td>
<td><strong>0.78</strong></td>
</tr>
<tr>
<td>Lahman</td>
<td><strong>0.58</strong></td>
<td><strong>0.58</strong></td>
<td><strong>0.58</strong></td>
<td><strong>0.58</strong></td>
<td><strong>0.58</strong></td>
</tr>
<tr>
<td>LegalActs</td>
<td>0.93</td>
<td>0.93</td>
<td><strong>0.94</strong></td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>NBA</td>
<td>0.60</td>
<td><strong>0.62</strong></td>
<td>0.60</td>
<td><strong>0.62</strong></td>
<td><strong>0.62</strong></td>
</tr>
<tr>
<td>NCAA</td>
<td><strong>0.70</strong></td>
<td><strong>0.70</strong></td>
<td>0.69</td>
<td><strong>0.70</strong></td>
<td><strong>0.70</strong></td>
</tr>
<tr>
<td>PremierLeague</td>
<td><strong>0.67</strong></td>
<td><strong>0.67</strong></td>
<td><strong>0.67</strong></td>
<td><strong>0.67</strong></td>
<td><strong>0.67</strong></td>
</tr>
<tr>
<td>Seznam</td>
<td>0.85</td>
<td><strong>0.87</strong></td>
<td><strong>0.87</strong></td>
<td><strong>0.87</strong></td>
<td><strong>0.87</strong></td>
</tr>
<tr>
<td>Stats</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td><strong>0.76</strong></td>
</tr>
<tr>
<td>VOC</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td><strong>0.94</strong></td>
</tr>
<tr>
<td>Walmart</td>
<td>0.56</td>
<td><strong>0.59</strong></td>
<td>0.57</td>
<td><strong>0.59</strong></td>
<td><strong>0.59</strong></td>
</tr>
<tr>
<td>Yelp</td>
<td>0.84</td>
<td><strong>0.85</strong></td>
<td>0.84</td>
<td><strong>0.85</strong></td>
<td><strong>0.85</strong></td>
</tr>
<tr>
<td>Average</td>
<td>0.74</td>
<td>0.74</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>Wins</td>
<td>3</td>
<td>8</td>
<td>9</td>
<td>12</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 9.2: The effect of temporal normalization and inclusion of slope as a feature on AUC-ROC. D&D stands for detrended and deseasoned. Bold font indicates the best result for a dataset.
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A one-tailed Wilcoxon signed-rank test indicated that AUC-ROC of propositionalization on detrended and deseasoned data with slope as an additional feature generative function was statistically significantly higher than AUC-ROC of baseline propositionalization with \( p < 0.00048 \).

9.7 Discussion

The empirical results suggest that all the tested enhancements: detrending, deseasoning, and slope feature generative function are overall improving the accuracy of the classification models. This improvement is statistically significant, although when averaged over all the tested datasets, the improvement is modest (1 percent point). In the following paragraphs, we explain the observation and list the limitations of the performed study and the implemented method.

When the method works A good candidate dataset for temporal normalization has the following properties:

1. The dataset is affected by a linear trend and the dataset contains data for long enough to observe the effect of the trend.
2. The training set captures at least 2 full seasonal cycles, from which the seasonal pattern could be estimated.
3. Each target id contains at least 10 observations, from which the slope could be estimated.

When the method fails While sport is affected by the seasons (e.g.: Winter sports are generally more popular during the cold seasons than during the hot seasons), the tasks associated with the sports datasets in the relational repository (BasketballMen, BasketballWomen, Lahman, NBA, NCAA, PremierLeague) is the prediction of which of the teams wins the match. And we did not observe strong seasonality associated with this task.

Limitations of the study We have only evaluated the impact of detrending and deseasoning on numerical attributes while ignoring categorical attributes. But in principle, a categorical attribute can always be converted to a set of numerical attributes with the existential quantifier or count aggregates[201].

Another limitation is that we do not model a mixture of seasonal patterns. E.g., we can identify two groups of clients in Financial dataset based on their income: clients that are getting the 13. and the 14. paycheck (they have almost twice as big incomes in June and December than in any other month) and clients that are not getting the 13. and the 14. paycheck (they have the same paycheck each month). We are currently treating these two groups as a single group. Hence, when we deseason the data, the transactions
of clients with the 13. and the 14. paycheck get currently undercorrected, while the transactions in the second group of the clients get overcorrected. In principle, the two groups can be identified with clustering based on dynamic time warping distance. And each cluster can then have its seasonal pattern. But fixing these deficiencies is future work.

9.8 Conclusions

We removed trend and seasonality from relational data with Hierarchical Generalized Additive Models and found that it improves the predictive accuracy of classifiers built on top of the data.
In this chapter, we define an approximate generalization of aggregate functions for relational data with temporal attributes. This generalization is parametrized, to allow simulation of a range of common aggregate functions and optionally take into account time. The parameters are not optimized but we rather rely on repeated stochastic sampling of the parameters. We then apply a common regularized linear model to train a model on this high-dimensional space. Experimental results on 11 datasets suggest that there are datasets, where incorporating time dimension into the model leads to an improvement in the predictive accuracy of the trained models.

10.1 Introduction

In this chapter, we approximate aggregate functions commonly used in propositionalization like min, max, avg, count, sum, and var with a weighted sum, where each sample instance in a set is assigned a weight.

What is propositionalization Propositionalization is a process of converting relational data, which consist of multiple tables, into a propositional (a single table) form, which can be analyzed with conventional machine learning algorithms. The key problem that propositionalization solves is how to deal with data that are in \( n : 1 \) relationship (e.g., for each customer we have a log of \( n \) their own past transactions). Propositionalization algorithms solve this \( n : 1 \) problem with aggregate functions, which take a vector and return a scalar (e.g., \( \min \) function returns the smallest value in the vector).

Why the generalization Because it allows us to put more weight on recent samples (e.g., weight with exponential weighting) or model temporal dependencies (e.g., model an event that happens with a two-week delay).
Why it might work  Instance weighting is the low-level mechanism of a whole class of supervised models: boosting algorithms (e.g., AdaBoost [79] or Extreme Gradient Boosting [36]) and bagging algorithms (e.g., sampling with replacement, as used in Random Forest [23], can be seen as a binarized form of instance weighting). If instance weighing works so well for propositional data, why it should not work well also for relational data?

What is the complication  A slight inconvenience to the idea of aggregation thru instance weighting is that we have to support aggregation of vectors of variable length. E.g., when we find a weight $w$ to work well on daily data from January, we would like to see weight $w$ work well even on daily data from February, even though February has fewer days than January. We solve the issue by using a parametric definition of the weights (i.e., the count of the parameters is independent of the vector’s length). In this chapter, we parametrize the weights with logistic sigmoids.

Why the sigmoid  It was shown that a neural network with a sigmoidal activation function is a universal approximator [43, 112]. Hence, if some aggregate function can be expressed with a vector of weights $w$, we can approximate the weight vector $w$ with a set of sigmoids to approximate the aggregate function.

How do we optimize it  The weights can be either optimized as in boosting algorithms or assigned randomly, as in bagging algorithms. In this chapter, we opt for random assignment of the weights.

The remainder of this chapter is organized as follows: In Section 10.2, we review related literature about relational learning, and particularly relational neural learning. In Section 10.3, we derive the generalized aggregate function. In Section 10.4, we describe the setup of the experiments we conduct to evaluate the generalized aggregate function. Section 10.5 presents the empirical results. In Section 10.6 and Section 10.7, we discuss extensions of our work and summarize the results.

10.2 Related Work

Representation  One of the key issues in relational learning is feature extraction from sets. In traditional Inductive Logic Programming (ILP), like in PROGOL [185], we use existential quantifier, while in traditional propositionalization algorithms, like in RELAGGS [144], we use aggregates like min, max, avg, count, sum, and var. Many other “set descriptors” were described in the literature (see e.g., [149, 257, 252, 201]). Of particular interest for us is [194], where Neville et al. applied a model directly on the instances in the sets, giving each instance in the set unit weight. Schulte and Routley [235] then extended this approach by giving each instance in the set weight $1/n$, where $n$ is the count of instances in the set. The idea was that samples at the target level should
by default have unit weight regardless of the set size. We take the idea of weighting the instances in a set a step further and allow each instance in the set to have its own weight.

**Optimization**  Another key issue in relational learning is how to optimize the parameters. In the traditional ILP, we would use A*-like search, while in the traditional propositionalization, we would use brutal-force enumeration. From related alternatives, we have to mention work from Gjorgjioski and Džeroski [89], where they used stochastic sampling to reduce the search space. From propositional algorithms, we have to mention Extreme Learning Machine (ELM) [112], which randomly and non-linearly transforms the features into a high-dimensional space to train a regularized linear model on top of the high-dimensional space, exploiting the “blessing of the dimensionality” [91]. Since ELM was reported to have good accuracy to runtime tradeoff [68], we take a similar approach by randomly generating non-linear combinations of instances in a set followed by a regularized linear model.

**Neural networks**  Since we use a sigmoid function, which is a traditional activation function in neural networks, we would expect sigmoidal aggregate functions, like our proposal, to be used in relational neural networks. However, the two dominant approaches how to adapt a neural network to relational data is to either first extract features in a propositional form, be it with a relational rule learner [242] or a relation random walk [127], or to use recurrent neural networks [19, 253, 231].

## 10.3 Method

We denote vectors with bold lower-case (e.g., $\mathbf{x}$), matrices with bold upper-case (e.g., $\mathbf{X}$), and scalars with italic lower-case (e.g., $k$) letters. We write dot product as $\mathbf{w} \cdot \mathbf{x}$, and length of vector $\mathbf{x}$ as $|\mathbf{x}|$. In the following text, $\mathbf{X}$ is the table with attributes to aggregate and $\mathbf{x}$ is a numerical attribute in $\mathbf{X}$.

We can approximate aggregate functions of attribute $\mathbf{x}$ with a weighted sum:

$$f(\mathbf{x}, \mathbf{w}) = \mathbf{w} \cdot \mathbf{x}, \tag{10.1}$$

where $\mathbf{w}$ is a vector of the weights, $w \in [0, 1], \forall x \in \mathbf{w}$. With this equation, we can express aggregate functions like $\min$, $\max$, or $\text{sum}$. However, to be able to approximate aggregate functions, like $\text{count}$, $\text{avg}$, or $\text{var}$, we introduce optional normalization with variable $n, n \in \{1, |\mathbf{x}|\}$, power $p, p \in \{0, 1, 2\}$ and power $q, q \in \{1, 2\}$:

$$f(\mathbf{x}, \mathbf{w}, n, p, q) = \left(\frac{1}{n} \mathbf{w} \cdot \mathbf{x}^p\right)^q. \tag{10.2}$$

To be able to use the same weight $\mathbf{w}$ regardless of $\mathbf{x}$ length, we parametrize the weight $\mathbf{w}$ with logistic sigmoid:

$$\text{sigmoid}(r, k, r_0) = \frac{1}{1 + e^{-k(r-r_0)}}, \tag{10.3}$$
where \( r \) is a rank (\texttt{rankdata} with \texttt{ordinal} argument in SciPy) of the ordering attribute \( o \) linearly normalized into the range \([0, 1]\), \( k \) defines the steepness of the curve and \( r_0 \) is the \( r \) value of the sigmoid’s midpoint. E.g.:

\[
o = (5, 12, 10, 10) \rightarrow r = (0, 1, 1/3, 2/3).
\] (10.4)

When we work with static datasets, the ordering attribute \( o \) is traditionally equivalent to the attribute \( x \), while in temporal datasets, the ordering attribute \( o \) is traditionally the time of the sample measurement \( t \). But in theory, \( o \) can be any attribute in data \( X \).

The final approximate aggregate function is a combination of the weighted sum Equation (10.2) the sigmoid Equation (10.3):

\[
f(x, o, k, r_0, n, p, q) = \left( \frac{1}{n} \text{sigmoid}(\text{rank}(o), k, r_0) \cdot x^p \right)^q. \] (10.5)

An example list of parameters to use to approximate common aggregate functions is in Table 10.1.

<table>
<thead>
<tr>
<th>Function</th>
<th>( k )</th>
<th>( r_0 )</th>
<th>( n )</th>
<th>( p )</th>
<th>( q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>sum</td>
<td>1</td>
<td>-100</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>count</td>
<td>1</td>
<td>-100</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>avg</td>
<td>1</td>
<td>-100</td>
<td>(</td>
<td>x</td>
<td>)</td>
</tr>
<tr>
<td>max</td>
<td>10000</td>
<td>0.9999</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>min complement</td>
<td>10000</td>
<td>0.0001</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>avg of squares</td>
<td>1</td>
<td>-100</td>
<td>(</td>
<td>x</td>
<td>)</td>
</tr>
<tr>
<td>square of avg</td>
<td>1</td>
<td>-100</td>
<td>(</td>
<td>x</td>
<td>)</td>
</tr>
</tbody>
</table>

Table 10.1: List of parameters to approximate common aggregate functions.

Vector \( w \) for \texttt{sum} should ideally be all-ones vector but we approximate it with a sigmoid, where the sigmoid’s midpoint \( r_0 \) is a negative number (e.g., -100). Since we use the sigmoid only in the interval \([0,1]\), we use only the upper part of the sigmoid, which is approximately flat (see Figure 10.1). We approximate \texttt{min} aggregate with \texttt{sum} − \texttt{min} complement aggregates. And we approximate \texttt{var} with \texttt{avg of squares} − square of \texttt{avg}, following the textbook \( \text{var}(x) = E[x^2] - E[x]^2 \).

### 10.4 Experiments

We performed experiments to answer the following questions:

1. Can we approximate common aggregate functions (\texttt{min}, \texttt{max}, \texttt{avg}, \texttt{count}, \texttt{sum}, and \texttt{var}) without loss of predictive accuracy?
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Figure 10.1: Example sigmoids, which can be used to approximate aggregates. Red: \textit{sum}. Green: \textit{max}. Blue: \textit{min complement}. The midpoints and slopes of \textit{max} and \textit{min complement} sigmoids are less extreme than in Table 10.1 to improve legibility of the graph. We assume $o = x$.

2. Does the random sampling of the parameters in the approximate aggregates deliver better features than the set of predefined parameters, which simulate the common aggregate functions?

3. Does the attribute ordering by time add something new that a downstream model can utilize to improve predictive accuracy?

To answer these questions, we empirically compared accuracies of models built on 11 real (non-artificial) temporal datasets from relational repository [A.12]. From each dataset, we selected two tables. One table with the target to predict. And another table, which is in n:1 relationship to the target table and which contains numerical attributes to aggregate to the level of targets in the target table (see Table 10.2 for the setup).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Target table</th>
<th>Target column</th>
<th>Target id</th>
<th>Target timestamp</th>
<th>Aggregate table</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidents</td>
<td>nesreca</td>
<td>klas_nesreca</td>
<td>id_nesreca</td>
<td>cas_nesreca</td>
<td>oseba</td>
<td>B, not B</td>
</tr>
<tr>
<td>BasketballMen</td>
<td>teams</td>
<td>rank</td>
<td>tmID_year</td>
<td>year</td>
<td>players_teams</td>
<td>$\leq 4, &gt; 4$</td>
</tr>
<tr>
<td>BasketballWomen</td>
<td>teams</td>
<td>playoff</td>
<td>tmID_year</td>
<td>year</td>
<td>players_teams</td>
<td>N, Y</td>
</tr>
<tr>
<td>Financial</td>
<td>loan</td>
<td>status</td>
<td>account_id</td>
<td>date</td>
<td>trans</td>
<td>A, B</td>
</tr>
<tr>
<td>FNHK</td>
<td>pripady</td>
<td>Dejka_hospitalizace</td>
<td>Identifikace_pripad</td>
<td>Datum_prijeti</td>
<td>vykony</td>
<td>$\leq 7, &gt; 7$</td>
</tr>
<tr>
<td>Genevea</td>
<td>hl_hlasovani</td>
<td>vysledek</td>
<td>id_hlasovani</td>
<td>datum</td>
<td>hl_poslanec</td>
<td>A, R</td>
</tr>
<tr>
<td>Lahman</td>
<td>salaries</td>
<td>salary</td>
<td>teamID, playerID, lID</td>
<td>yearID</td>
<td>fielding</td>
<td>$\leq 500000, &gt; 500000$</td>
</tr>
<tr>
<td>NBA</td>
<td>Game</td>
<td>ResultOfTeam1</td>
<td>GameId</td>
<td>Date</td>
<td>Actions</td>
<td>-1, 1</td>
</tr>
<tr>
<td>NCAA</td>
<td>target</td>
<td>team_id1_wins</td>
<td>id</td>
<td>season</td>
<td>results</td>
<td>0, 1</td>
</tr>
<tr>
<td>PremierLeague</td>
<td>Matches</td>
<td>ResultOfTeamHome</td>
<td>MatchID</td>
<td>MatchDate</td>
<td>Actions</td>
<td>-1, 1</td>
</tr>
<tr>
<td>Stats</td>
<td>users</td>
<td>Reputation</td>
<td>Id</td>
<td>LastAccessDate</td>
<td>posts</td>
<td>$\leq 10, &gt; 10$</td>
</tr>
</tbody>
</table>

Table 10.2: List of the used relational datasets from relational repository [A.12]. Regression and polynomial classification problems were converted to binary problems with the logic described in Classes column.

As a baseline, we aggregate the numerical attributes with the common set of aggregates. The first alternative uses approximate aggregates with a fixed set of parameters listed in Table 10.1. The purpose of this experiment is to validate the hypothesis that we can approximate the common aggregates good enough that it does not hurt the predictive accuracy of the downstream models.
The second alternative uses approximate aggregates with random parameters. We use uniform sampling for \( k, k \in [0, 10000] \), \( r, r_0 \in [-100, 1] \), \( n, n \in \{1, |x|\} \), power \( p, p \in \{0, 1, 2\} \), and power \( q, q \in \{1, 2\} \). Since we do not optimize the parameters, we substitute the quality with quantity and generate 100 aggregates per attribute rather than 6 like in the first alternative. The purpose of this experiment is to validate the hypothesis that stochastic sampling of the parameters is good enough that it does not hurt the predictive accuracy of the downstream models.

The third alternative is the same as the second alternative, but orders the attributes based on sampling time \( t \) (i.e., \( o = t \)), rather than the attribute \( x \) itself. The purpose of this experiment is to validate the hypothesis that ordering by time \( t \) generates useful features.

The final alternative combines 50 approximate aggregates ordered by \( x \) and 50 approximate aggregates ordered by \( t \). The purpose of this experiment is to validate the hypothesis features generated with \( o = x \) are different from features generated with \( o = t \).

We evaluate the quality of the generated features with 10-fold cross-validated regularized logistic regression [278] and AUC-ROC. We have chosen logistic regression because it is an additive model, which allows us to simulate \( \min \) aggregate with \( \text{sum} \) and \( \min \) complement aggregates without the need to explicitly calculate the \( \min \). We chose AUC-ROC because it is generally more sensitive to the changes in the prediction than thresholding measures, like classification accuracy, because AUC-ROC takes into account all possible thresholds while thresholding measures take into account only one threshold.

### 10.5 Results

Empirical results in Table 10.3 suggest that approximate functions can approximate the common set of aggregate functions. However, random parametrization of the weights is not a sufficient replacement for the baseline set of the aggregate functions. But once we combine \( o = x \) features with \( o = t \) features, we get better or equal results than the baseline on 7 datasets from 11 datasets. The remaining 4 datasets, where we did not observe an improvement (BasketballWomen, Lahman, NBA, PremiereLeague), share one common characteristic: they are all sport-related. And while we may expect temporal dependencies in sport (e.g., Autumn-born children are better at sport [230]), in all these datasets we are asked to estimate the winning team and not the performance of the players.

**Statistical test**  A one-tailed Wilcoxon signed-rank test indicated that the models built on generalized aggregates ordered by \( t \) and \( x \) had statistically significantly higher AUC-ROC than the models built on the common aggregates with \( P = 0.015625 \).
10.6 Discussion

In this section, we discuss how to deal with the deficiencies of our approach, namely handling of categorical attributes and missing values.

Categorical attributes can be aggregated with a sigmoid, as described by Kazemi et al. in [128].

Missing or invalid values can be replaced with safe valid values, and further indicated by additional dummy variables [280] before the aggregation.

10.7 Conclusions

In this chapter, we generalized aggregate functions commonly used in propositionalization (min, max, avg, count, sum, and var). While the generalization by itself did not turn out to improve AUC-ROC of the downstream models, it allowed us to incorporate temporal attributes in the generated features. Based on the performed experiments on 11 temporal relational datasets, the incorporation of these time-dependent features improved the average AUC-ROC. Since many relational databases include temporal attributes and many relational learners utilize the mentioned aggregate functions, the described generalization of the aggregate functions might provide the means to upgrade a time-unaware...
relational learner to a time-aware relational learner. In the future, we plan to take the idea of the generalized aggregate functions and directly optimize the parameters of the generalized aggregate functions.
Meta-learning

Many feature selection methods were developed in the past, but in the core, they all work the same way – you pass a set of features to the algorithm and get a reduced set of the features. But can we perform a non-trivial feature selection without first observing the features? This is an important question because if we were actually able to predict feature importance before observing the features, we would reduce computation requirements of all stages of machine learning process beginning with feature engineering. In this chapter, we argue that it is possible to predict feature importance before feature vector observation. The trick is that we use meta-features about the features to perform the feature selection. We evaluate the concept on 15 relational databases. On average, it was enough to generate the top decile of all features to get the same model accuracy as if we generated all features and passed them to the model.

11.1 Introduction

Data in relational databases are in the form of many tables, but common classification algorithms require input data in the form of a single table. Propositionalization solves this discrepancy by converting data from the form of many tables into a single table.

But there are two significant problems with the propositionalization [210]. It produces a lot of features. And many of them are redundant. These two issues result in high computational requirements during both, propositionalization and classification.

Contrary to the common approach (e.g., [145], [120], [129]), we deal with these two issues by performing feature selection before the propositionalization and not after the propositionalization. The key idea is that we collect meta-data about the attributes in the database (e.g., attribute data type), meta-data about the feature generative functions (e.g., id of the feature function), calculate landmarking features on a small subset of all features and pass their performance to a meta-learner, which predicts the optimal order, in which the remaining features should be calculated.
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11.2 Related Work

The presented work is at the border between feature engineering and feature selection. Hence, we review related work from both these disciplines.

11.2.0.1 Meta-learning for Feature Engineering

Meta-learning was originally concerned with algorithm selection[219]. Nevertheless, Nargesian [188] trained a neural network to predict, which feature transformations are going to improve the accuracy of a classifier based on the feature histograms.

We extend the idea of using the data-based meta-features (in Nargesian’s case a histogram) for feature engineering with landmarking.

11.2.0.2 Meta-learning for Feature Selection

Reif [216] applies meta-learning to accelerate forward selection. The key concept is that the performance of all candidate feature subsets in each forward step is first estimated with a meta-learner. And only the top \( x \) percent of the candidates get evaluated on the data to get the true subset performance. Based on the reported results, it is sufficient to evaluate only the top 10% of all candidate subsets on the data to get results comparable to classical forward selection.

The difference between our approach and Reif’s approach is that Reif calculates meta-features from the features, while we calculate meta-features directly from the attributes that are used to calculate the features (in Figure 11.1 we use only the left table, while Reif uses the right table). Consequently, in Reif’s case, we have to calculate the features first, to perform feature selection. While in our case, we can perform the feature selection before feature calculation.

Figure 11.1: An example of a feature generative function \( \text{min} \) applied on attribute \( \text{att1} \), which converts the multi-instance problem into a single-instance problem solvable with a common attribute value classifier. In this trivial example, the feature space contains only a single feature vector but it may generally contain thousands of feature vectors.
11.3 Method

A high-level schema of our approach is in Figure 11.2. The whole process is divided into two phases. During the offline phase, meta-features and feature performance are collected on many databases and passed to a meta-learner as training data. During the online phase, the trained meta-learner is used to rank candidate features in the descending order of their estimated utility. Following paragraphs define the feature utility.

Figure 11.2: Flowchart of meta-learning on features.

There are many properties that a feature should posses [175], but we focus on predicting properties measurable directly from the data: relevance to the task, redundancy to other features and runtime of the feature calculation.

Relevance Without loss of generality, we assume that we want to utilize the calculated features for classification. We use Chi² statistics [58, Section A.6.1] between the feature and the label as the measure of the relevance (if the feature is continuous, we first discretize the feature with equal-width binning). But in theory, any other measure can be used.

Runtime The runtime is defined as the time needed to calculate a particular feature vector. If two feature vectors are otherwise identical, we prefer the one that has a smaller runtime.

Redundancy In the analyzed databases (discussed further in chapter 11.4.0.1), 38% of all calculated features are redundant. We define that nominal feature $f_1$ is redundant to nominal feature $f_2$ iff a bijection exists between values in $f_1$ and $f_2$. A numerical feature
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$f_1$ is redundant to numerical feature $f_2$ if a linear transformation from $f_1$ to $f_2$ and back exists.

We use this (weaker) definition of redundancy instead of the identity of the features because it corresponds better with the notion of redundancy in many models (e.g., in logistic regression with one shot encoding of categorical features). To speed up the identification of redundant features, we use $Chi^2$ as a hash function to identify potential redundant features [204, Section 2.1].

11.3.0.1 Feature Utility

We calculate features\(^1\) in descending order of the estimated relevance/runtime ratio [1] since we prefer to calculate highly relevant and fast features first. Furthermore, we penalize the feature $i$ proportionally to the estimated probability that the feature is redundant $\hat{p}_i$. Because each dataset has a different proportion of redundant features (see Table 11.1) and the tested meta-learning models had difficulties to model these differences, we employ median thresholding instead of a fixed threshold:

$$utility_i = (\hat{p}_i > median(\hat{p}) \ ? 1 - \hat{p}_i : 1) \frac{relevance_i}{runtime_i},$$  \hspace{1cm} (11.1)

where redundancy is a vector of estimated redundancy probabilities for a database.

11.4 Experiment

11.4.0.1 Data

We used 15 databases listed in Table 11.1 from relational repository [A.12].

11.4.0.2 Features

For propositionalization, we used Relaggs [144], which was modified to work with 31 different feature (generative) functions, listed in Figure 11.2. The detail description of the employed feature functions is at http://predictorfactory.com.

11.4.0.3 Meta-features

We employ three sources of meta-features: landmarking features, database meta-data and feature function meta-data.

\(^1\)In the production, we would calculate only the top $n$ features that we would use to build a production classifier. But to demonstrate the meaningfulness of such approach, we calculate all features.
11.4. Experiment

Table 11.1: Used databases. The range of relevant features is estimated with forward & backward selection with a decision tree (the percentage of features when meta-learning feature selection reaches accuracy corresponding to accuracy obtained on all the features).

<table>
<thead>
<tr>
<th>Database</th>
<th>Domain</th>
<th>Attributes</th>
<th>Features</th>
<th>Redundant [%]</th>
<th>Relevant [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accidents</td>
<td>Government</td>
<td>43</td>
<td>305</td>
<td>39</td>
<td>2–12 (7)</td>
</tr>
<tr>
<td>AustralianFootball</td>
<td>Sport</td>
<td>77</td>
<td>794</td>
<td>45</td>
<td>1–6 (1)</td>
</tr>
<tr>
<td>BasketballMen</td>
<td>Sport</td>
<td>195</td>
<td>865</td>
<td>41</td>
<td>1–49 (1)</td>
</tr>
<tr>
<td>Biodegradability</td>
<td>Medicine</td>
<td>17</td>
<td>71</td>
<td>25</td>
<td>6–66 (4)</td>
</tr>
<tr>
<td>Chess</td>
<td>Sport</td>
<td>45</td>
<td>127</td>
<td>16</td>
<td>65–72 (91)</td>
</tr>
<tr>
<td>Financial</td>
<td>Financial</td>
<td>55</td>
<td>493</td>
<td>32</td>
<td>1–59 (7)</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>Medicine</td>
<td>26</td>
<td>152</td>
<td>42</td>
<td>4–42 (5)</td>
</tr>
<tr>
<td>Mondial</td>
<td>Geography</td>
<td>167</td>
<td>1524</td>
<td>45</td>
<td>1–9 (1)</td>
</tr>
<tr>
<td>Mutagenesis</td>
<td>Medicine</td>
<td>14</td>
<td>65</td>
<td>40</td>
<td>6–46 (6)</td>
</tr>
<tr>
<td>Nations</td>
<td>Geography</td>
<td>118</td>
<td>191</td>
<td>76</td>
<td>2–21 (3)</td>
</tr>
<tr>
<td>PremierLeague</td>
<td>Sport</td>
<td>217</td>
<td>667</td>
<td>23</td>
<td>2–27 (7)</td>
</tr>
<tr>
<td>PTE</td>
<td>Medicine</td>
<td>76</td>
<td>691</td>
<td>58</td>
<td>1–33 (1)</td>
</tr>
<tr>
<td>StudentLoan</td>
<td>Education</td>
<td>15</td>
<td>41</td>
<td>7</td>
<td>15–66 (21)</td>
</tr>
<tr>
<td>VisualGenome</td>
<td>Education</td>
<td>20</td>
<td>42</td>
<td>64</td>
<td>10–10 (14)</td>
</tr>
<tr>
<td>Walmart</td>
<td>Retail</td>
<td>27</td>
<td>545</td>
<td>19</td>
<td>1–22 (4)</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td>74</td>
<td>438</td>
<td>38</td>
<td>8–36 (11)</td>
</tr>
</tbody>
</table>

Landmarking features Just like the accuracy of a few classifiers can be used as meta-features for the recommendation of the best classifier on the data (e.g., [202]), we define a subset of feature functions as landmarking feature functions for the recommendation of the best features.

Without loss of generality, we used following set of landmarking features: Direct field (a simple copy of the value), Aggregate (e.g., \( \min, \max, \ldots \)), WOE (Weight of Evidence), Count (of tuples), Aggregate WOE, Time aggregate since. These feature functions were selected for their low runtime (see Table 11.3) and good coverage of different data types (numerical/character/temporal) and relationships between the label and the data (1:1/1:n). Note that we do not use multivariate feature functions for landmarking due to the potential combinatorial explosion.

Database meta-data Basic descriptive and statistical meta-features are frequently employed in meta-learning (e.g., [160]) and we do not differ in this respect. A noteworthy difference is that we do not calculate statistics of the attributes but rather reuse statistics maintained by the relational database for query plan optimization [A.8]. This slight deviation allows us to collect estimates of the statistics in time independent on the count of tuples (records) in the database.
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<table>
<thead>
<tr>
<th>Univariate</th>
<th>Multivariate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct field (any)</td>
<td>Time diff (t+t)</td>
</tr>
<tr>
<td>Text length (c)</td>
<td></td>
</tr>
<tr>
<td>Time day part (t)</td>
<td></td>
</tr>
<tr>
<td>Time is weekend (t)</td>
<td></td>
</tr>
<tr>
<td>Time part (t)</td>
<td></td>
</tr>
<tr>
<td>Time since (t)</td>
<td></td>
</tr>
<tr>
<td>WOE (c)</td>
<td></td>
</tr>
<tr>
<td>Aggregate (n)</td>
<td>Aggregate frame (n+t)</td>
</tr>
<tr>
<td>Aggregate distinct (n)</td>
<td>Aggregate range (n)</td>
</tr>
<tr>
<td>Aggregate range (n)</td>
<td>Aggregate text length (c)</td>
</tr>
<tr>
<td>Aggregate text length (c)</td>
<td>Time aggregate (t)</td>
</tr>
<tr>
<td>Coefficient of variation (n)</td>
<td>Time aggregate since (t)</td>
</tr>
<tr>
<td>Count (any)</td>
<td>Time aggregate since event (t)</td>
</tr>
<tr>
<td>Distinct count (any)</td>
<td>Time frequency (t)</td>
</tr>
<tr>
<td>Duplicate ratio (any)</td>
<td>Time range (t)</td>
</tr>
<tr>
<td></td>
<td>Time WOE (t)</td>
</tr>
</tbody>
</table>

Table 11.2: Taxonomy of feature functions (data type they work on: c-character, n-numeric, t-temporal). The horizontal axis differentiates between feature functions working on a single attribute and multiple attributes. The vertical axis differentiate between feature functions working on a single tuple and multiple tuples.

Feature function meta-data Feature function meta-data consists of feature function name (e.g., Aggregate) and feature function parameters (e.g., min).

11.4.0.4 Measures

Anytime algorithm We formulate feature engineering as anytime algorithm [277], which aims to deliver the best subset of calculated features in any time. The quality of anytime algorithm can be expressed with a performance profile, where we measure quality of the solution at the given time (see example in Figure 11.3). To assign a single number to the performance profile, we calculate the area between the archived curve $a(t)$ and the expected random curve $r(t)$ (which we obtain from averaging the curve from many random permutations), divided by the area between the perfect curve $p(t)$ and the expected random curve $r(t)$:

$$\text{POP} = \frac{\int a(t)dt - \int r(t)dt}{\int p(t)dt - \int r(t)dt} \quad (11.2)$$

where $t$ is time. The obtained ratio then represents the “percentage of perfect” solution [22]. In our case, $a(t)$, $r(t)$ and $p(t)$ are the $\text{Chi}^2$ of the feature calculated at time $t$. The only difference between these functions is then the order, in which the features are calculated. The perfect feature ordering is based on a complete knowledge of relevance, redundancy and runtime of all the features. While archived ordering is based only on
### Table 11.3: Expected standardized relevance (bigger is better), runtime (smaller is better) and redundancy (smaller is better) of feature functions (sorted by the feature utility).

<table>
<thead>
<tr>
<th>Feature function</th>
<th>Relevance</th>
<th>Runtime</th>
<th>Redundancy</th>
<th>Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregate frame</td>
<td>−2.11</td>
<td>−0.17</td>
<td>0.49</td>
<td>−2.19</td>
</tr>
<tr>
<td>Time aggregate diff</td>
<td>−1.53</td>
<td>0.05</td>
<td>0.54</td>
<td>−1.95</td>
</tr>
<tr>
<td>Time diff</td>
<td>−0.92</td>
<td>−0.01</td>
<td>0.48</td>
<td>−1.34</td>
</tr>
<tr>
<td>Time day part</td>
<td>−1.33</td>
<td>0.02</td>
<td>0.02</td>
<td>−1.31</td>
</tr>
<tr>
<td>Time since</td>
<td>−0.89</td>
<td>−0.04</td>
<td>0.45</td>
<td>−1.22</td>
</tr>
<tr>
<td>Null ratio</td>
<td>−0.99</td>
<td>−0.02</td>
<td>0.18</td>
<td>−1.06</td>
</tr>
<tr>
<td>Time frequency</td>
<td>−0.17</td>
<td>0.35</td>
<td>−0.10</td>
<td>−0.71</td>
</tr>
<tr>
<td>Existential count</td>
<td>−0.67</td>
<td>−0.06</td>
<td>0.06</td>
<td>−0.47</td>
</tr>
<tr>
<td>Slope</td>
<td>−0.49</td>
<td>0.03</td>
<td>0.03</td>
<td>−0.47</td>
</tr>
<tr>
<td>Time WOE</td>
<td>0.51</td>
<td>0.38</td>
<td>0.07</td>
<td>−0.42</td>
</tr>
<tr>
<td>Time is weekend</td>
<td>−1.03</td>
<td>−0.12</td>
<td>−0.21</td>
<td>−0.40</td>
</tr>
<tr>
<td>Time part</td>
<td>−0.45</td>
<td>0.00</td>
<td>0.05</td>
<td>−0.40</td>
</tr>
<tr>
<td>Text length</td>
<td>−0.76</td>
<td>−0.07</td>
<td>−0.09</td>
<td>−0.37</td>
</tr>
<tr>
<td>Intercept</td>
<td>1.42</td>
<td>0.36</td>
<td>0.37</td>
<td>−0.21</td>
</tr>
<tr>
<td>Correlation</td>
<td>1.32</td>
<td>0.26</td>
<td>0.37</td>
<td>−0.05</td>
</tr>
<tr>
<td>Time aggregate</td>
<td>0.57</td>
<td>0.05</td>
<td>0.21</td>
<td>0.19</td>
</tr>
<tr>
<td>Aggregate text length</td>
<td>−0.24</td>
<td>−0.05</td>
<td>−0.15</td>
<td>0.29</td>
</tr>
<tr>
<td>Aggregate range</td>
<td>0.34</td>
<td>−0.02</td>
<td>0.15</td>
<td>0.34</td>
</tr>
<tr>
<td>Duplicate ratio</td>
<td>0.32</td>
<td>0.17</td>
<td>−0.26</td>
<td>0.39</td>
</tr>
<tr>
<td>Aggregate distinct</td>
<td>0.56</td>
<td>0.03</td>
<td>0.11</td>
<td>0.44</td>
</tr>
<tr>
<td>Time range</td>
<td>0.06</td>
<td>0.06</td>
<td>−0.26</td>
<td>0.45</td>
</tr>
<tr>
<td>Coefficient of variation</td>
<td>0.36</td>
<td>0.01</td>
<td>−0.07</td>
<td>0.62</td>
</tr>
<tr>
<td>Time aggregate since event</td>
<td>0.19</td>
<td>0.01</td>
<td>−0.24</td>
<td>0.75</td>
</tr>
<tr>
<td>Direct field</td>
<td>0.26</td>
<td>−0.05</td>
<td>−0.09</td>
<td>0.79</td>
</tr>
<tr>
<td>Distinct count</td>
<td>0.21</td>
<td>−0.04</td>
<td>−0.16</td>
<td>0.82</td>
</tr>
<tr>
<td>Aggregate</td>
<td>0.49</td>
<td>0.04</td>
<td>−0.16</td>
<td>0.82</td>
</tr>
<tr>
<td>Log product</td>
<td>0.62</td>
<td>−0.02</td>
<td>0.02</td>
<td>0.87</td>
</tr>
<tr>
<td>Time aggregate since</td>
<td>1.25</td>
<td>0.27</td>
<td>−0.24</td>
<td>0.95</td>
</tr>
<tr>
<td>Count</td>
<td>0.30</td>
<td>−0.08</td>
<td>−0.18</td>
<td>1.13</td>
</tr>
<tr>
<td>WOE</td>
<td>1.27</td>
<td>−0.03</td>
<td>−0.01</td>
<td>1.69</td>
</tr>
<tr>
<td>Aggregate WOE</td>
<td>1.04</td>
<td>0.01</td>
<td>−0.39</td>
<td>2.05</td>
</tr>
</tbody>
</table>

The estimates of these feature properties (the only exception are landmarking features, which are calculated in a pseudorandom order).

**Individual models** To assess the ability of relevance and runtime prediction models to rank, we use Spearman correlation ($\rho$). The quality of redundancy estimation (a
classification task) is evaluated with area under receiver operating characteristic curve (AUROC).

11.4.0.5 Methodology

Algorithms were evaluated with leave-one-out validation, where all but the tested database was used for the training of the models. Obtained accuracies are reported for three different algorithms: generalized linear model (GLM), gradient boosting machine (GBM) and deep learning (DL), all from H2O.

Permutation testing To assess, whether the obtained performance profiles are significantly better than random, we generate 1000 random orderings of the features to estimate 95% prediction intervals.

11.5 Results

First, we report the accuracy of the individual models. Second, we comment on the meta-feature importance as reported by L1 & L2 regularized GLM. Third, we report the obtained POPs.

11.5.0.1 Accuracy

The obtained accuracies are depicted in Table 11.4. Since the difference between the models is not significant, we use GLM for all following experiments.
11.5. Results

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Relevance $[\rho]$</th>
<th>Runtime $[\rho]$</th>
<th>Redundancy [AUROC]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DL</td>
<td>$0.558 \pm 0.255$</td>
<td>$0.302 \pm 0.186$</td>
<td>$0.798 \pm 0.097$</td>
</tr>
<tr>
<td>GBT</td>
<td>$0.556 \pm 0.252$</td>
<td>$0.206 \pm 0.259$</td>
<td>$0.787 \pm 0.106$</td>
</tr>
<tr>
<td>GLM</td>
<td>$0.551 \pm 0.276$</td>
<td>$0.369 \pm 0.267$</td>
<td>$0.810 \pm 0.102$</td>
</tr>
</tbody>
</table>

Table 11.4: Leave-one-out accuracy of individual models.

11.5.0.2 Feature Importance

**Relevance**  The most important meta-features for feature relevance prediction is the average relevance of the landmarking features on individual attributes and the type of the employed feature function (see Table 11.5).

<table>
<thead>
<tr>
<th>Meta-feature</th>
<th>Comment</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>landmark_relevance</td>
<td>average on the attribute</td>
<td>9.81</td>
</tr>
<tr>
<td>feature_function</td>
<td>e.g., null_ratio is inferior to direct field</td>
<td>5.58</td>
</tr>
<tr>
<td>feature_parameters</td>
<td>e.g., aggregate=min is inferior to aggregate=avg</td>
<td>1.90</td>
</tr>
<tr>
<td>data_type</td>
<td>e.g., enums are superior to datetimes</td>
<td>0.34</td>
</tr>
<tr>
<td>avg_length</td>
<td>extremely long attributes like text are subpar</td>
<td>0.25</td>
</tr>
<tr>
<td>is_primary_key</td>
<td>surrogate primary keys make inferior features</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 11.5: Meta-features for relevance prediction.

**Redundancy**  There are two main sources of redundant features [145]: redundancy in the input data and redundancy introduced by the feature functions. The redundancy in the input data is covered by landmarking `landmark_is_redundant` and `data_type`. While the introduced redundancy is explained with `feature_function` and `feature_parameters` (see Table 11.6).

<table>
<thead>
<tr>
<th>Meta-feature</th>
<th>Comment</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>landmark_redundancy</td>
<td>average on the attribute</td>
<td>16.70</td>
</tr>
<tr>
<td>feature_parameters</td>
<td>e.g., aggregate=min is inferior to aggregate=avg</td>
<td>13.65</td>
</tr>
<tr>
<td>feature_function</td>
<td>e.g., null_ratio is inferior to count</td>
<td>2.61</td>
</tr>
<tr>
<td>data_type</td>
<td>e.g., integers are inferior to doubles</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Table 11.6: Meta-features for redundancy prediction.
11. Meta-Learning

### Runtime
The runtime of a feature function calculation is a function of two factors: the type of the feature function and data property. Nevertheless, these two factors are dominated by the landmarking landmark_runtime (see Table 11.7).

<table>
<thead>
<tr>
<th>Meta-feature</th>
<th>Comment</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>landmark_runtime</td>
<td>average on the attribute</td>
<td>5.00</td>
</tr>
<tr>
<td>feature_function</td>
<td>complicated features take more time</td>
<td>3.34</td>
</tr>
<tr>
<td>table_rows</td>
<td>more data means higher runtime</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 11.7: Meta-features for runtime prediction.

### 11.5.0.3 Percentage of Perfect
The quality of anytime learning for all 15 datasets is reported in Table 11.8 in the penultimate column.

<table>
<thead>
<tr>
<th>redundancy</th>
<th>0</th>
<th>1</th>
<th>0</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>relevance</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>runtime</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Accidents</th>
<th>0.11</th>
<th>0.45</th>
<th>0.61</th>
<th>–0.18</th>
<th><strong>0.68</strong></th>
<th>0.44</th>
<th>0.60</th>
<th>0.67</th>
<th>0.33</th>
</tr>
</thead>
<tbody>
<tr>
<td>AustralianFootball</td>
<td>0.03</td>
<td>0.33</td>
<td>0.35</td>
<td>–0.09</td>
<td>0.40</td>
<td>0.33</td>
<td>0.35</td>
<td><strong>0.40</strong></td>
<td>0.36</td>
</tr>
<tr>
<td>BasketballMen</td>
<td>0.08</td>
<td>0.53</td>
<td>–0.52</td>
<td>0.28</td>
<td>0.62</td>
<td>0.56</td>
<td>–0.37</td>
<td><strong>0.62</strong></td>
<td>0.11</td>
</tr>
<tr>
<td>Biodegradability</td>
<td>–0.18</td>
<td>0.31</td>
<td>–0.44</td>
<td>0.24</td>
<td><strong>0.34</strong></td>
<td>–0.21</td>
<td>–0.32</td>
<td>0.32</td>
<td>0.31</td>
</tr>
<tr>
<td>Chess</td>
<td>0.05</td>
<td>0.46</td>
<td>0.72</td>
<td>0.31</td>
<td>0.71</td>
<td>0.80</td>
<td><strong>0.90</strong></td>
<td>0.87</td>
<td>0.29</td>
</tr>
<tr>
<td>Financial</td>
<td>–0.01</td>
<td>0.24</td>
<td>–0.02</td>
<td>–0.01</td>
<td>0.30</td>
<td>0.29</td>
<td>0.02</td>
<td><strong>0.35</strong></td>
<td>0.32</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>0.07</td>
<td>0.37</td>
<td>–0.01</td>
<td>0.03</td>
<td>0.34</td>
<td><strong>0.48</strong></td>
<td>0.04</td>
<td>0.37</td>
<td>0.28</td>
</tr>
<tr>
<td>Mondial</td>
<td>–0.00</td>
<td>0.19</td>
<td>0.30</td>
<td>–0.09</td>
<td>0.32</td>
<td>0.27</td>
<td>0.26</td>
<td><strong>0.32</strong></td>
<td>0.11</td>
</tr>
<tr>
<td>Mutagenesis</td>
<td>0.05</td>
<td>0.14</td>
<td>0.09</td>
<td>0.20</td>
<td>0.24</td>
<td><strong>0.63</strong></td>
<td>0.62</td>
<td>0.59</td>
<td>0.22</td>
</tr>
<tr>
<td>Nations</td>
<td>0.16</td>
<td>0.59</td>
<td>0.87</td>
<td>0.18</td>
<td>0.75</td>
<td>0.79</td>
<td><strong>0.88</strong></td>
<td>0.76</td>
<td>0.34</td>
</tr>
<tr>
<td>PremierLeague</td>
<td>–0.07</td>
<td>0.12</td>
<td>0.27</td>
<td>0.08</td>
<td>0.17</td>
<td>0.35</td>
<td><strong>0.35</strong></td>
<td>0.34</td>
<td>0.17</td>
</tr>
<tr>
<td>PTE</td>
<td>0.01</td>
<td>0.39</td>
<td>0.32</td>
<td>–0.43</td>
<td>0.54</td>
<td>0.31</td>
<td>0.24</td>
<td><strong>0.53</strong></td>
<td>0.20</td>
</tr>
<tr>
<td>StudentLoan</td>
<td>0.25</td>
<td>0.17</td>
<td>0.62</td>
<td>0.14</td>
<td>0.61</td>
<td>0.53</td>
<td><strong>0.65</strong></td>
<td>0.61</td>
<td>0.39</td>
</tr>
<tr>
<td>VisualGenome</td>
<td>–0.11</td>
<td>0.44</td>
<td>0.95</td>
<td>–0.03</td>
<td>0.95</td>
<td>0.74</td>
<td><strong>0.96</strong></td>
<td>0.94</td>
<td>0.82</td>
</tr>
<tr>
<td>Walmart</td>
<td>–0.18</td>
<td>0.20</td>
<td>0.77</td>
<td>–0.06</td>
<td>0.49</td>
<td>0.17</td>
<td><strong>0.81</strong></td>
<td>0.52</td>
<td>0.42</td>
</tr>
</tbody>
</table>

| average           | 0.02| 0.33| 0.32 | 0.04| 0.50   | 0.43| 0.40| **0.55**| 0.31 |
| win count         | 0   | 0   | 0   | 2   | 2      | **6**| 5   | 0   |

Table 11.8: POPs for all databases based on the used individual models. PI column contains the upper 95% prediction interval of POPs for random ordering of the features. The best values are in bold.
11.6 Discussion

11.6.0.1 What is the contribution of the individual models to POP?

To evaluate the contribution of the individual models to POP, we performed an experiment with a 2-level full factorial design for presence/absence of runtime, relevance and redundancy models (8 combinations in total) on all databases. To deal with the variability across databases (some are easier than others), we treat the database name as a random factor.

**Conclusion:** The result of the factor analysis is in Table 11.9. As expected, the intercept is not significantly different from zero, since POP measure should on average be 0 when we randomly rank the features. The biggest contributions to the accuracy are from redundancy and relevance prediction. The interaction between redundancy and relevance has a negative estimate because we do not reward calculation of redundant features even if they are highly relevant. Hence, prediction of the relevance helps only on the subset of unique features from the set of all candidate features.

| Estimate | Std. Error | Pr(>|t|) |
|----------|------------|---------|
| (Intercept) | 0.020 | 0.0586 | 0.6877 |
| relevance | 0.292 | 0.0149 | 4.0527 × 10^{-5} *** |
| redundancy | 0.318 | 0.0149 | 2.9095 × 10^{-5} *** |
| runtime | 0.053 | 0.0122 | 0.0124 * |
| rel:red | −0.1723 | 0.0244 | 0.0021 ** |

Table 11.9: Contribution of models to POP. Adjusted $R^2$: 0.564.

11.6.0.2 What is the effect of meta-learning on model accuracy?

To evaluate the effectivity of the meta-learning, we iteratively train a classification model on increasing percentage of the top features, as estimated with meta-learning. As the classification model, we use a decision tree because it can model interactions between the features, it is undemanding on data preprocessing and it is reasonably fast. As the evaluation measure, we use misclassification error as all databases have reasonably balanced classes in the label.

An example of the obtained curve is depicted in Figure 11.4, where we can observe that the decision tree slightly overfits when we use all the features. Nevertheless, forward selection still outperforms meta-learning feature selection, as it can observe all the features (our approach does not) and it is a wrapper (our approach is a filter [101]).

**Conclusion:** The result of the factor analysis is in Table 11.10. Prediction of relevance significantly reduces misclassification error. Prediction of runtime insignificantly increases the misclassification error, because this evaluation does not reward fast features. Redundancy prediction does not significantly decrease the classification error. Based on
our inspection of the results, this is because this evaluation rewards early discovery of a few highly relevant features much higher (since the best possible decision tree may use just a few features) than it penalizes redundancy (a redundant feature only pushes all subsequent features one step later).

|              | Estimate | Std. Error | Pr(>|t|)    |
|--------------|----------|------------|------------|
| Intercept    | 0.294    | 0.020      | 1.3357 × 10^{-5} *** |
| relevance    | −0.053   | 0.016      | 0.0016 **   |
| redundancy   | −0.018   | 0.014      | 0.2402      |
| runtime      | 0.010    | 0.014      | 0.5167      |

Table 11.10: Contribution of models to reduction of the area under misclassification error curve. Adjusted $R^2$: 0.486.

11.6.0.3 Which meta-features are important?

To analyze the importance of the three categories of the meta-features (landmarking, database, feature-function), we design an experiment, in which we vary the set of the used meta-features.

**Conclusion:** Based on the results reported in Table 11.11, only landmarking meta-features help to significantly\(^2\) reduce the count of features that have to be engineered to reach model accuracy obtained on all features. Table 11.11 also tells us that if all meta-

\(^2\)The reported p-values do not incorporate correction for repeated evaluation of serially correlated observations
11.6. **Discussion**

| Estimate   | Std. Error | Pr(>|t|) |
|------------|------------|----------|
| (Intercept)| 43.328     | 11.569   | 0.0013 **|
| database   | −0.741     | 11.007   | 0.9472   |
| featureFunction | −3.755   | 11.007   | 0.7377   |
| landmarking| −30.586    | 11.007   | 0.0140 * |

Table 11.11: Contribution of meta-feature categories to the reduction of the count of engineered features needed to reach or surpass model accuracy obtained on a complete set of features. Adjusted $R^2$: 0.308.

features are used, it is in average sufficient to engineer only the top 8.25% of the features to match or surpass the classification accuracy of the model trained on all features.

11.6.0.4 **Do we need so many feature functions?**

We may wonder whether it is not enough to just engineer the 6 *landmarking features* and do not continue with the engineering of the remaining 25 (e.g., multivariate) features. We compared accuracies of the models trained only on the landmarking features with accuracies obtained on all features. Based on Wilcoxon signed-rank test, we have to reject the null hypothesis that the additional features do not improve accuracy ($p$-value = 0.00048). The median improvement is 1.2 percent point in classification accuracy (average improvement is 2.7 percent point).

*Conclusion:* The additional features improve the accuracy of the model over the accuracy of the model build only on the landmarking features by a small but significant amount.

11.6.0.5 **Feature Selection vs. Feature Meta-learning**

The described feature meta-learning bears similarity with filter-type feature selection methods like *Correlated Feature Selection (CFS)*[102] and *Minimum Redundancy Maximum Relevance (mRMR)*[199]. Both these methods attempt to quickly select relevant non-redundant features. And so does our method. But in comparison to these methods, we perform feature selection before the feature engineering.

**Difficulty** It can be argued that feature meta-learning is at least as difficult problem as feature selection since we can always convert feature selection problem to feature meta-learning by throwing away the computed features (and recalculating them on request).

11.6.0.6 **Limitations**

We performed experiments only on relational data and features from propositionalization. Propositionalization is known to produce a lot of duplicate features (38% on average on
the tested databases) and many of the features are irrelevant to the task (64% on average on the tested databases based on backward selection). These properties make it possible to obtain substantial gains from feature selection. However, the performed experiments do not tell us how the described approach is going to generalize on non-relational data.

Another limitation of the reported work is that it ignores interactions between the feature vectors in the downstream model. This can reduce the accuracy of the downstream model because a univariate oracle meta-learner would not recommend calculation of features that are useful only in the combination with other features (a trivial example where this may happen is XOR problem [179]).

11.6.0.7 Applications

Feature meta-learning is desirable in domains, where a single universal approach to feature extraction does not exist or is not known ahead. An exemplary domain are relational data, which may contain highly diverse content ranging from structured to unstructured data.

Additionally, feature selection before feature engineering is applicable to complex or large data, where it is not feasible or convenient to calculate and evaluate all possible features due to limited resources.

11.7 Conclusions

In this chapter, we evaluated an idea of performing feature selection before feature engineering. To guide the search, we exploited meta-learning. Nargesian [188] used meta-features calculated from the original data. But we found out that landmarking meta-features work better. When we evaluated the implementation on 15 databases, we concluded that it is on average enough to engineer only the top decile of features to get accuracy comparable to accuracy obtained on all features. This finding is similar to Reif’s [216] finding, who applied meta-learning to feature selection. However, Reif performs feature selection after feature engineering while we perform feature selection before feature engineering. The used code is published at https://github.com/janmotl/metalearning.
12 Learning on Stream of Features

12.1 Online Random Forest

We study an interesting and challenging problem, supervised learning on a stream of features, in which the size of the feature set is unknown, and not all features are available for learning while leaving the number of observations constant. In this problem, the features arrive one at a time, and the learner’s task is to train a model equivalent to a model trained from “scratch”. When a new feature is inserted into the training set, a new set of trees is trained and added into the current forest. However, it is desirable to correct the selection bias: older features have more opportunities to get selected into trees than the new features. We combat the selection bias by adjusting the feature selection distribution. However, while this correction improves accuracy of the random forest, it may require training of many new trees. In order to keep the count of the new trees small, we furthermore put more weight on more recent trees than on the old trees.

Problem formulation One of the common issues in machine learning is changing data and the need to keep the machine learning models up to date with the changing data. One of the successful simplifications is to assume that over time we are getting new samples. However, we concerned with the orthogonal problem – fast updates of models when new features arrive (see Figure 12.1).

Motivation Our original need for learning on a stream of features was due to our interest into propositionalization [142]. Propositionalization is a data preprocessing step, which converts relational data into a single data. And one of the persistent problems of propositionalization is that it generates a wast quantity of redundant and/or unpredictable features (e.g.: [142, 124]). Would not it be interesting to intelligently guide the propositionalization in order to avoid wasteful generation of these irrelevant features? Our previous research [A.7] answered this question positively – based on univariate feature selection on a stream of features, we obtained 10-fold acceleration of the propositionalization (while maintaining the accuracy of the downstream model comparable to accuracy
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Online learning on the stream of samples

\[
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  y & x_1 & x_2 & x_d \\
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\end{array}
\]
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Online learning on the stream of features

\[
\begin{array}{cccccc}
  y & x_1 & x_2 & x_d & x_{d+1} & x_{d+2} \\
  s_1 & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot \\
  s_2 & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
  s_n & \cdot & \cdot & \cdot & \cdots & \cdot & \cdot \\
\end{array}
\]

\[t \quad t+1 \quad t+2\]

Figure 12.1: The difference between learning from a stream of samples (top) and a stream of features (bottom). In both cases, we have \(n\) samples and \(d\) features at time \(t\). But at time \(t+1\), we either have one more sample (top) or one more feature (bottom).

obtained on exhaustive propositionalization). However, our former research had evident weakness: it neglected to take into account possible interactions between features. This chapter attempts to address this weakness.

Why not a feature selection filter? Features that are currently unpredictive may become predictive, as new features appear. For example, consider XOR problem, in which the binary label is determined by two binary features \(f_1\) and \(f_2\): \(y = \text{xor}(f_1, f_2)\). Features \(f_1\) and \(f_2\) are individually unpredictive. But together, they define the label. Univariate feature selection filters (e.g., based on information gain ratio) cannot correctly identify the change or the first feature relevance as the second feature is added in XOR problem. But models capable of modeling feature interactions (like random forests) can eventually identify these features as important.

Application Beside propositionalization, learning on a stream of features has another interesting use-case: Kaggle competitions. In these challenges, competitors are given a
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dataset and the team with the best model wins\(^1\). Based on the analysis of solutions of the past winners\(^2\), one of the common differentiating factors is extensive feature engineering. However, competitive feature engineering is generally not a one-time task but rather an iterative process:

1. formulate a hypothesis (e.g.: log transformation of features will improve the accuracy of the downstream model),
2. test the hypothesis (e.g.: evaluate the change of accuracy of the downstream model),

where the choice of the next round of hypotheses is influenced based on the success of the previously evaluated hypotheses. Traditionally, the evaluation of the hypothesis required retraining of the model from scratch. Our solution is to update the current model. The benefit is evident: the update of the current model takes less time than retraining the model from scratch. And consequently, that gives us the freedom to test more hypotheses.

**Random forest** We take random forest \([23]\) as a starting model to expand into an online implementation because it can deal with dirty data (e.g.: missing values, outliers, mix of numerical and nominal attributes,...) and given an implementation of a decision tree, it is easy to implement and reason about.

The key idea behind random forest classifier is that we make an ensemble of decision trees. In order to create diversity between the trees, it employs two strategies: bagging and random feature selection. Bagging is based on a random sampling of training instances with repetition. While random feature selection is without repetition. The count of features to select is one of the most tunable parameters of random forests \([206]\) and multiple heuristics for the optimal value were provided in the literature. For simplicity of the following analysis, we assume that the count of the selected features is a fixed ratio of the count of all the features. We call the ratio \(mtry\).

### 12.1.1 Implementation

**Bias** Whenever a new feature \(x_{new}\) arrives, we may train \(n\) new trees. And add the newly trained trees into the current random forest. Unfortunately, with this approach, the new features would be underrepresented in the forest in comparison to old features simply because the old features had multiple opportunities to get used in a tree while the new feature had only one opportunity to get used in a tree.

Consequently, earlier features would have a bigger impact (weight) in the forest than the newer features. This presents a bias, which is generally undesirable.

---

\(^1\)See a list of all possible challenges at [https://www.kaggle.com/competitions](https://www.kaggle.com/competitions).

Variable count of trees  The first intuitive improvement is to make sure that the new feature is actually always passed to the new trees (instead of leaving it on the chance). And instead of generating an arbitrary count of the trees, we can calculate the optimal count $n$ that minimizes the random feature selection bias.

First, we introduce the notation. Let $c$ be the count of how many times a feature $x$ was passed to decision trees. And let $\text{old}$ subscript describe some old feature and $\text{new}$ subscript to describe the new feature. If we want to avoid the random feature selection bias, following should hold:

$$c_{\text{new}} = c_{\text{old}}. \quad (12.1)$$

Since

$$c_{\text{new}} = n \quad (12.2)$$

because the new feature is always selected and

$$c_{\text{old}} = m_{\text{try}} \cdot d_{\text{old}} + m_{\text{try}} \cdot n, \quad (12.3)$$

where $d_{\text{old}}$ is the count of the old features, we get:

$$n = m_{\text{try}} \cdot d_{\text{old}} + m_{\text{try}} \cdot n. \quad (12.4)$$

Hence, we get the optimal $n$ with:

$$n = \frac{m_{\text{try}} \cdot d_{\text{old}}}{1 - m_{\text{try}}}. \quad (12.5)$$

The issue with this approach is that if we keep adding $d$ features one-by-one, the total count of the trees in the ensemble grows quadratically.

Tree weighting  If we want to avoid the quadratic growth of the random forest, we may weight the late trees more than the former trees. While we could have calculated the tree weight analytically, we provide an algorithmic solution in Algorithm 1. In praxis, the advantage of the algorithmic solution is that it is self-correcting – if some of the assumptions are not fully fulfilled (e.g.: When we have 11 features and the feature selection ratio is 0.5, we can either select 5 or 6 features but not 5.5.), the error is not ignored (as it would be in a closed-form analytical solution) but is encoded in $\text{weightedFeatureUseCount}$. And each call of Algorithm 1 directly minimizes the error.

When scoring new samples, we evaluate trees in the ensemble and calculate the weighted average of the predictions (each generation of trees share the same $\text{treeWeight}$).
Algorithm 1: Random forest update, when a new feature arrives. Function featureCnt() returns count of features to sample.

Input: X: training data, y: training label, col: index of the new feature,
        treeCnt: cnt of trees to train, weightedFeatureUseCnt: bookkeeping
        vector initialized to zeros, ensemble: collection of trees.

Output: ensemble, treeWeight, weightedFeatureUseCnt.

1. featureUseCnt = zeros(col);
2. for i=1:treeCnt do
   3. oldFeatures = choice(1:col-1, featureCnt(col-1), replacement=False);
   4. features = [oldFeatures, col];
   5. samples = choice(nrow(X), nrow(X), replacement=True);
   6. tree = fitTree(X[samples, features], y[samples]);
   7. ensemble = [ensemble, tree];
   8. featureUseCnt[features]++;
3. treeWeight = avg(weightedFeatureUseCnt[1:col-1]) / (featureUseCnt[col] -
   avg(weightedFeatureUseCnt[1:col-1]));
4. weightedFeatureUseCnt = weightedFeatureUseCnt +
   treeWeight * featureUseCnt;

12.1.2 Experiments

We compare two online random forest implementations: baseline and challenger. In baseline, features are selected with uniform probability (like in ordinary random forest). In the challenger model, the new feature is always selected while the old features are selected with uniform probability. Furthermore, we train an offline random forest with the same meta-parameters as the online random forest in order to depict the value of the online learning.

Protocol For each data set, we performed the following procedure 10 times: We randomly split the data set into training/testing subsets with stratified sampling with 2:1 ratio. Then we randomly permute the feature order in the data set (because our proposal should work regardless of the feature ordering). Finally, on online random forests we perform incremental learning feature-by-feature (i.e.: first we train the random forest on the first feature, then we add the second feature into the forest ... and continue until the last feature is added into the forest). After adding the last feature, the final model is evaluated on the testing set with AUC (Area Under the Receiver Operating Characteristics). In the case of the offline random forest, we train the random forest just once on all the features.

3This probability is smaller in the challenger model than in the baseline model in order to keep the final count of features in challengers’ trees identical to the count of features in baselines’ trees.
Meta-parameters At each generation (addition of a new feature), we train 30 new trees. This value is recommended by Breiman [23] and we decided to go with it. For feature selection ratio, we used $\frac{2}{3}$.

Data sets We used all 232 data sets (see Table 12.1) from OpenML [254] that have a binary label (because we evaluate the models with AUC), less than 200000 samples (because of runtime) and less than 15 features (again, because of the runtime).

<table>
<thead>
<tr>
<th>2dplanes</th>
<th>biomed</th>
<th>echoMonths</th>
<th>house_8L</th>
<th>rabe_166</th>
</tr>
</thead>
<tbody>
<tr>
<td>abalone</td>
<td>blogger</td>
<td>ecology</td>
<td>houses</td>
<td>rabe_176</td>
</tr>
<tr>
<td>acute-inflammations</td>
<td>blood-transfusion</td>
<td>electricity</td>
<td>humanlevel</td>
<td>rabe_265</td>
</tr>
<tr>
<td>aids</td>
<td>Amazon_employee_access</td>
<td>BNG(breast-w)</td>
<td>hungarian</td>
<td>rabe_266</td>
</tr>
<tr>
<td>anacataldata_anapae1</td>
<td>BNG(tic-tac-toe)</td>
<td>fertility</td>
<td>hntso99_logis</td>
<td>rabe_97</td>
</tr>
<tr>
<td>anacataldata_anapae2</td>
<td>bolts</td>
<td>fishcatch</td>
<td>ilpd</td>
<td>rmftsa_cioarrivals</td>
</tr>
<tr>
<td>anacataldata_anapae3</td>
<td>boston</td>
<td>fri_c0_100_10</td>
<td>irish</td>
<td>rmftsa_ladata</td>
</tr>
<tr>
<td>anacataldata_asbestos</td>
<td>brazilitourism</td>
<td>fri_c0_100_5</td>
<td>irish</td>
<td>rmftsa_sleeppdata</td>
</tr>
<tr>
<td>anacataldata_bankruptcy</td>
<td>breast-cancer</td>
<td>fri_c0_1000_10</td>
<td>Edit_4.0_4.2</td>
<td>Run_or_walk_information</td>
</tr>
<tr>
<td>anacataldata_birthday</td>
<td>breast-cancer-dropped</td>
<td>fri_c0_1000_5</td>
<td>Edit_4.2_4.3</td>
<td>sa-heart</td>
</tr>
<tr>
<td>anacataldata_bondrate</td>
<td>breast-w</td>
<td>fri_c0_250_10</td>
<td>kld_el_nino-small</td>
<td>schivote</td>
</tr>
<tr>
<td>anacataldata_boxing1</td>
<td>breastTumor</td>
<td>fri_c0_250_5</td>
<td>kidney</td>
<td>sensory</td>
</tr>
<tr>
<td>anacataldata_boxing2</td>
<td>bridges</td>
<td>fri_c0_500_10</td>
<td>kin8nm</td>
<td>servo</td>
</tr>
<tr>
<td>anacataldata_broadway</td>
<td>cars</td>
<td>fri_c0_500_5</td>
<td>lowbwt</td>
<td>sleep</td>
</tr>
<tr>
<td>anacataldata_broadwaymult</td>
<td>chatfield_4</td>
<td>fri_c1_100_5</td>
<td>lupus</td>
<td>sleuth_case1102</td>
</tr>
<tr>
<td>anacataldata_challenger</td>
<td>cholesterol</td>
<td>fri_c1_100_10</td>
<td>machine_cpu</td>
<td>sleuth_case1201</td>
</tr>
<tr>
<td>anacataldata_chlamydia</td>
<td>chscase_adopt</td>
<td>fri_c1_1000_5</td>
<td>MagicTelescope</td>
<td>sleuth_case1202</td>
</tr>
<tr>
<td>anacataldata_creditcard</td>
<td>chscase_census2</td>
<td>fri_c1_1000_10</td>
<td>mambagrade</td>
<td>sleuth_case2002</td>
</tr>
<tr>
<td>anacataldata_cyong9092</td>
<td>chscase_census3</td>
<td>fri_c1_250_10</td>
<td>mfeat-morphological</td>
<td>sleuth_cx1221</td>
</tr>
<tr>
<td>anacataldata_cyong9092</td>
<td>chscase_census4</td>
<td>fri_c1_500_10</td>
<td>mfeat-structural</td>
<td>sleuth_cx1605</td>
</tr>
<tr>
<td>anacataldata_dip1</td>
<td>chscase_census5</td>
<td>fri_c1_500_5</td>
<td>monks-problems-1</td>
<td>sleuth_cx1714</td>
</tr>
<tr>
<td>anacataldata_dip2</td>
<td>chscase_census6</td>
<td>fri_c2_100_10</td>
<td>monks-problems-2</td>
<td>sleuth_cx2015</td>
</tr>
<tr>
<td>anacataldata_draft</td>
<td>chscase_funds</td>
<td>fri_c2_100_5</td>
<td>monks-problems-3</td>
<td>sleuth_cx2015</td>
</tr>
<tr>
<td>anacataldata_germans</td>
<td>chscase_geyser1</td>
<td>fri_c2_1000_10</td>
<td>monkbobus</td>
<td>socmob</td>
</tr>
<tr>
<td>anacataldata_gsessexurvey</td>
<td>chscase_health</td>
<td>fri_c2_1000_5</td>
<td>mozilla4</td>
<td>solar-flare</td>
</tr>
<tr>
<td>anacataldata_gvsidence</td>
<td>chscase_vine1</td>
<td>fri_c2_250_10</td>
<td>mur6</td>
<td>spacega</td>
</tr>
<tr>
<td>anacataldata_japansolvent</td>
<td>chscase_vine2</td>
<td>fri_c2_250_5</td>
<td>mv</td>
<td>stock</td>
</tr>
<tr>
<td>anacataldata_lawsuit</td>
<td>chscase_whale</td>
<td>fri_c2_500_10</td>
<td>newton_hema</td>
<td>strikes</td>
</tr>
<tr>
<td>anacataldata_michigannahc</td>
<td>cleve</td>
<td>fri_c2_500_5</td>
<td>no2</td>
<td>tae</td>
</tr>
<tr>
<td>anacataldata_michiganv</td>
<td>cleveland</td>
<td>fri_c3_100_10</td>
<td>nursery</td>
<td>threeof9</td>
</tr>
<tr>
<td>anacataldata_negotiation</td>
<td>Click_prediction_small</td>
<td>fri_c3_100_5</td>
<td>page-blocks</td>
<td>tic-tac-toe</td>
</tr>
<tr>
<td>anacataldata_news</td>
<td>cloud</td>
<td>fri_c3_1000_10</td>
<td>parity5</td>
<td>Titanic</td>
</tr>
<tr>
<td>anacataldata_news</td>
<td>cm1req</td>
<td>fri_c3_1000_5</td>
<td>parity5_plus5</td>
<td>vertebra-column</td>
</tr>
<tr>
<td>anacataldata_ranchoes</td>
<td>cnc</td>
<td>fri_c3_250_10</td>
<td>pcl_req</td>
<td>veteran</td>
</tr>
<tr>
<td>arsenic-female-bladder</td>
<td>datatrieve</td>
<td>fri_c4_250_10</td>
<td>pollen</td>
<td>visualizing_hamster</td>
</tr>
<tr>
<td>arsenic-female-lung</td>
<td>delta_aldiroms</td>
<td>fri_c4_250_10</td>
<td>postoperative-patient-data</td>
<td>visualizing_livestock</td>
</tr>
<tr>
<td>arsenic-male-bladder</td>
<td>delta_elevators</td>
<td>fri_c4_500_10</td>
<td>prnn_crabs</td>
<td>visualizing_slope</td>
</tr>
<tr>
<td>arsenic-male-lung</td>
<td>diabetes</td>
<td>fri_c4_500_10</td>
<td>prnn_glass</td>
<td>visualizing_soil</td>
</tr>
<tr>
<td>autoMpg</td>
<td>diabetes_numeric</td>
<td>fri_c4_500_10</td>
<td>prnn_synth</td>
<td>vowel</td>
</tr>
<tr>
<td>badges2</td>
<td>diggle_table_a1</td>
<td>grub-damage</td>
<td>profb</td>
<td>wholesale-customers</td>
</tr>
<tr>
<td>balance-scale</td>
<td>diggle_table_a2</td>
<td>haberman</td>
<td>puma8NH</td>
<td>wilt</td>
</tr>
<tr>
<td>balloon</td>
<td>disclosure_x_bias</td>
<td>hayes-roth</td>
<td>pwlinear</td>
<td>wine</td>
</tr>
<tr>
<td>banana</td>
<td>disclosure_x_noise</td>
<td>heart-c</td>
<td>quake</td>
<td>witmer_census_1980</td>
</tr>
<tr>
<td>bankf8FM</td>
<td>disclosure_x</td>
<td>heart-h</td>
<td>qualitative-bankruptcy</td>
<td></td>
</tr>
<tr>
<td>banknote-authentication</td>
<td>discsel_x</td>
<td>heart-statlog</td>
<td>rabe_131</td>
<td></td>
</tr>
<tr>
<td>baskall</td>
<td>dresses-sales</td>
<td>hip</td>
<td>rabe_148</td>
<td></td>
</tr>
</tbody>
</table>

Table 12.1: List of used data sets.
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Results  In 87% (201/232), the challenger model had higher average testing AUC than the baseline. Sign test on this statistic gives one-tail P-value < \(10^{-29}\). The average difference of the testing AUC across all the data sets was 2.10 percent point. Furthermore, in 71% (164/232), the challenger model had higher average testing AUC than the offline model (P-value < \(10^{-8}\)). The table with the results and the code that generated the table is available from https://github.com/janmotl/rf.

12.1.3 Discussion

Overhead  Challenger model, in comparison to baseline model, uses 3 more variables: featureUseCount, weightedFeatureUseCount and treeWeight. Each of these variables is (or fill in) a vector of length \(d\), the count of features. Ignoring the differences in the data types, the total memory overhead is equivalent to 3 more training data samples. The computational complexity of updating these 3 variables, when a new feature is added, is \(O(d)\) since treeCount is a constant.

Limitation  Our experiment suffers from one limitation: while we make sure that the feature selection rate is uniform, we ignore interactions between the features. This could be a topic of further research.

Extension  One of possible extensions of our work, which we did not pursue further, is pruning of the oldest trees from the ensemble. The idea is simple: the older generations of the trees have so small weight, that they hardly influence the final prediction.

12.1.4 Conclusions

We have extended random forest to work on a stream of features. The idea was simple: when a new feature arrives, extend the forest with a new set of trees. However, with this strategy, older features end up used more frequently than the new features. When we fix this feature selection bias, it improves the testing AUC on average by 2 percent points. The proposed algorithm for feature selection bias correction is fast, easy to implement and robust. The code was open-sourced at https://github.com/janmotl/rf.

12.2 Online Discriminant Analysis

Online learning is a well-established problem in machine learning. But while online learning is commonly concerned with learning on a stream of samples, this chapter is concerned with learning on a stream on features. We propose to modify quadratic discriminant analysis (QDA) to work on a stream of features because it is fast, capable of modeling feature interactions, and we can obtain an analytical solution. The proposed updatable QDA was compared to scikit-learn QDA on standard benchmarking datasets, and it showed a 1000-fold increase in speed than the scikit-learn QDA. When a new
feature is inserted into a training set, our implementation of QDA has a lower computational complexity by a factor of $d$, the number of features, compared with retraining QDA from scratch. Experimental results also show that an update with the online version is three times faster than a complete recalculation of QDA from scratch. Fast learning on a stream of features provides a data scientist with timely feedback about the importance of new features during the feature engineering phase. In the production phase, it reduces the cost of updating a model when a new source of potentially useful features appears.

12.2.1 Introduction

A common issue in machine learning is the need to update machine learning models based on changing data. This issue can be simplified by assuming that new samples will be available over time. However, we are concerned with the orthogonal problem – the fast updating of models with the arrival of new features (see Figure 12.2).

![Figure 12.2: Difference between learning from a stream of samples (left) and a stream of features (right). In both cases, we have $n$ samples and $d$ features at time $t$. However, at time $t+1$, we either have one more sample (left) or one more feature (right).](image_url)

Interestingly, we did not find any publicly available implementation of a classifier,
which would satisfy following requirements:

1. it is faster to update the model with a new feature than to train the model from scratch,
2. is more accurate than naive Bayes, which can be straightforwardly updated to learning on a stream of features,
3. and is faster than logistic regression, random forest, and gradient boosted trees.

The proposed update of the quadratic discriminant analysis (QDA) to learning on a stream of features satisfies all these requirements.

12.2.1.1 Application

When we have an important model in production, we obtain new features that could improve the accuracy of the model. While we can always train a new model from scratch, this can take a considerable amount of time. If we could retrain the current model in a fraction of the time that it takes to build a model from scratch, it would allow us to:

1. test more hypotheses within the same time budget,
2. deploy the improved model quicker.

12.2.1.2 Quadratic Discriminant Analysis

We extend QDA because it is a simple (but nontrivial) model that can be solved analytically. Furthermore, QDA is capable of modeling interactions between features without explicitly defining them in the data preprocessing step. This property differentiates QDA from linear discriminant analysis (LDA). Nevertheless, it is easy to reduce QDA into LDA by using the same covariance matrix estimate for each class. LDA is known to have a good tradeoff between accuracy and runtime [249], is more efficient than logistic regression [62], and can be used for semi-supervised learning (e.g., by shrinking the class conditional covariance matrix estimates toward the shared covariance matrix).

This chapter is structured as follows. First, we discuss related literature in Section 12.2.2. Then we describe the proposed online QDA in Section 12.2.3. Empirical comparisons of the obtained accuracy and speed up are in Section 12.2.4. The paper closes with a discussion of the alternatives to the taken implementation of QDA in Section 12.2.5 and the conclusions in Section 12.2.6.

12.2.2 Related work

Feature stream processing was introduced by [274], where it was used for feature selection. The current state-of-the-art algorithm in this field is online streaming feature selection (OSFS) [262]. OSFS works as a feature-selection filter, which evaluates incoming features. Only when a new feature is evaluated by OSFS to be relevant and non-redundant, the feature is passed to a conventional downstream model, which is retrained from scratch.
While OSFS dramatically decreases the number of features, the downstream model retrains them; the time to retrain the downstream model remains an unsolved bottleneck.

Examples of other feature selection methods that work on a stream of features are a scalable and accurate online approach for feature selection (SAOLA) [269], online stream feature selection method based on mutual information (OSFSMI) [213], online stream feature selection method with self-adaptive sliding window (OSFSASW) [267], geometric online adaption (GOA) [237], and streaming feature selection considering feature interaction (SFS-FI) [275].

Our approach is a departure from the feature selection mindset; it focuses on updating an offline classifier into an online classifier.

This update approach was already successfully applied on a one-layer artificial neural network by [20], where they solve the problem analytically, and by [163], where they use dynamic programming on discretized features.

12.2.2.1 Unrelated work

Our implementation of QDA can be described as an incremental algorithm. However, this term can have several meanings, and we feel the need to explicitly state what our implementation is not, to avoid confusion.

A considerable amount of literature is associated with updating LDA when new samples arrive (see references in [51, Table 1]). However, we deal with an orthogonal problem when new features arrive. In addition, we do not calculate an approximate solution of QDA (e.g., by iteratively approximating the first few eigenvectors [44]) but calculate an exact solution.

12.2.3 QDA Algorithm

We denote by capital letters matrices, e.g., $Z \in \mathbb{R}^{n \times d}$, vectors by boldface characters, e.g., $z \in \mathbb{R}^d$, and scalars by lowercase characters, e.g., $z \in \mathbb{R}$. $n$ denotes the count of rows and $d$ denotes the count of columns. Unless stated otherwise, we assume vectors to be column-vectors, i.e., we assume that $z^\top z$ is a scalar. We index vectors and matrices with square brackets, e.g., $Z[i, j]$ for $i^{th}$ row and $j^{th}$ column, to be able to use the same notion in mathematical equations and pseudocode. And we permit array broadcasting along the vertical, e.g., $Z - z = Z - 1_n z^\top$, where $1_n$ is a vector of ones.

A single data instance $s$ can be scored with QDA using the following equation:

$$Z_k(s) = -\frac{1}{2}(s - \mu_k)^\top \Sigma_k^{-1}(s - \mu_k) - \frac{1}{2} \ln |\Sigma_k| + \ln p_k.$$  \hfill (12.6)

where $\mu_k$ is the estimated mean value of instances in class $k$, $\Sigma_k^{-1}$ is the inverse of the covariance matrix for the class $k$, $|\Sigma_k|$ is the determinant of the covariance matrix $\Sigma_k$, and $p_k$ is the prior probability of the class $k$. Instance $s$ is then classified into the class with the highest $Z$ value.
12.2. Online Discriminant Analysis

12.2.3.1 Covariance

The class-conditional sample covariance matrix $\Sigma_{t,k}$ at time $t$ is estimated from the class-conditional data matrix $X_{t,k}$ with

$$\Sigma_{t,k} = \frac{1}{n_k - 1} (X_{t,k} - \mu_{t,k})(X_{t,k} - \mu_{t,k})^\top,$$  \hspace{1cm} (12.7)

where $\mu_{t,k}$ is a class-conditional vector of the feature means, and $n_k$ is the class-conditional sample count. When a new feature $x_{t+1}$ is appended into the data matrix, $X_t$ becomes $X_{t+1}$. We then update the readily available $\Sigma_{t,k}$ to $\Sigma_{t+1,k}$ with:

$$x^*_t = x_{t+1,k} - \bar{x}_{t+1,k},$$

$$X^*_{t+1,k} = [X^*_t, x^*_k],$$

$$\Sigma_{t+1,k} = \left[ \Sigma_{t,k}, \frac{1}{n_k - 1} (X^*_{t+1,k} \cdot x^*_{t+1,k}) \right],$$  \hspace{1cm} (12.8)

where we store the covariance matrices in a packed (triangular) format because covariance matrices are always symmetric. For convenience, we use the * superscript to mark the centered matrices through the text. $\bar{x}_{t+1,k}$ is the estimated mean value (a scalar) of vector $x_{t+1,k}$.

12.2.3.2 Inverse

Whenever we see an inverse of a matrix (as in Equation (12.6)), we should generally never explicitly calculate the inverse because faster and more numerically stable methods exist [46]. Suppose that we want to solve $x = A^{-1}y$, where $x$ is the unknown vector. Whenever matrix $A$ is symmetric and positive definite, we can efficiently obtain $x$ via the Cholesky decomposition $\text{chol}$ [90, Section 4.2.3] followed by backward substitution $\text{backward}$ [90, Section 3.1.6]:

$$R = \text{chol}(A),$$

$$x = \text{backward}(R, y).$$  \hspace{1cm} (12.9)

The Cholesky factorization decomposes matrix $A$ into an upper triangular matrix $R$ such that the product of $R$ and its transpose $R^\top$ yields $A$:

$$A = RR^\top.$$  \hspace{1cm} (12.10)

Backward substitution then solves the problem from bottom to top (hence, the name):

$$x[d] = y[d]/R[d,d],$$

$$x[i] = \left( y[i] - \sum_{j=i+1}^d R[i,j]x[j] \right) / R[i,i], \quad i \in [1, d-1].$$  \hspace{1cm} (12.11)
Herein, an important factor is that both the Cholesky decomposition and backward substitution can be efficiently updated when a new column is added to matrix $A$. The Cholesky decomposition can be updated with $\text{cholinsert}$, which is a built-in function in Octave or Julia (a reference implementation is given in Algorithm 4 in the appendix). The update of backward substitution is visually represented in Figure 12.3. Since the sample covariance matrices are always symmetric and positive definite when the features are linearly independent, we can use the Cholesky decomposition in QDA. Further discussions regarding the steps to be taken if this assumption is violated are detailed in Section 12.2.3.6.

**Figure 12.3: Updating the system of equations by appending a single column into triangular matrix $R$.**

12.2.3.3 Determinant

We can obtain the determinant of matrix $A$ as the product of the squared diagonal elements of $\text{chol}(A)$:

$$|A| = \prod_{i=1}^{d} R[i, i]^2, \quad (12.12)$$

where $d$ is the size of $R$.

Whenever we need the logarithm of the determinant, as in Equation (12.6), we can avoid unnecessary overflows by summing the logarithms of the diagonal elements of $\text{chol}(A)$:

$$\ln |A| = \ln \prod_{i=1}^{d} R[i, i]^2 = 2 \cdot \sum_{i=1}^{d} \ln(R[i, i]). \quad (12.13)$$

Because $\text{cholinsert}$ does not change the values of the old Cholesky decomposition $R_t$ (it simply appends a new column), we can update the logarithm of the determinant in real time:

$$\ln |A_{t+1}| = \ln |A_t| + 2 \cdot \ln(R_{t+1}[t+1, t+1]), \quad (12.14)$$
where $R_{t+1}[t+1, t+1]$ is the bottom right number in triangular matrix $R_{t+1}$.

### 12.2.3.4 Vectorization

When scoring new samples, we may wish to score all the samples at once. However, Equation (12.6) is given only for a single sample. To remedy this, first note that:

$$b\top A^{-1}b = b\top (RR\top)^{-1}b = b\top (R^{-1})\top R^{-1}b = (R^{-1}b)\top (R^{-1}b),$$

where $R$ is the Cholesky decomposition of $A$. From this, we obtain a scoring function for matrix $X$:

$$Z_k(x) = -\frac{1}{2} \sum_d (R_k^{-1}(X - \mu_k)) \circ (R_k^{-1}(X - \mu_k)) - \frac{1}{2} \ln |\Sigma_k| + \ln p_k. \quad (12.15)$$

where $\circ$ is element-wise multiplication, $\mu_k$ is the class-conditional mean of the training data, $R_k$ is the Cholesky decomposition of the $\Sigma_k$ covariance matrix, and $R_k^{-1}X$ is solved with backward substitution.

### 12.2.3.5 Online version

The QDA update process is described in Algorithm 2, where `cholinsert` is a built-in function as implemented in Octave or Julia. In addition, `solveinsert` updates the solution of the triangular system of equations with multiple right-hand sides using the algorithm described in Algorithm 3 (backward substitution, but scaled to work with a matrix $X$ instead of vector $x$).

### 12.2.3.6 Regularization

One of the key problems of QDA is how to reliably estimate the covariance matrices. In Equation (12.7), we presented an empirical estimate of the sample covariance matrices. However, these sample covariance matrices suffer from a high variance of the parameter estimates as the count of the parameters to estimate grows quadratically with the number of features $d$ and linearly with the number of the classes $k$.

When the count of the samples is small relative to $d$ and $k$, it is frequently beneficial to assume that the covariance matrices are identical and use a single shared covariance matrix $\Sigma_t$ everywhere we would use $\Sigma_{t,k}$:

$$\Sigma_t = \frac{(n_1 - 1)\Sigma_{t,1} + (n_2 - 1)\Sigma_{t,2} + \ldots + (n_k - 1)\Sigma_{t,k}}{(n_1 - 1) + (n_2 - 1) + \ldots + (n_k - 1)}, \quad (12.16)$$

where $n$ with the index is the number of samples in the class. This variant of QDA is known as linear discriminant analysis (LDA).
Algorithm 2: Updating QDA when a new feature is inserted.

Input: new feature, $x_{t+1}$; label conditional sample count, $m$; label conditional logarithm of prior probability, $lp$; label conditional feature means, $\mu_t$; label conditional centered features, $X^*_t$; label conditional Cholesky decomposition, $R_t$; and label conditional logarithm of determinant, $ld_t$; $t$ is the count of features, $k$ is the class

Output: $\mu_{t+1}, X^*_{t+1}, R_{t+1}, ld_{t+1}, Z_{t+1}$

1 foreach $k \in K$ do
2 \quad $\mu_{t+1,k} = [\mu_{t+1,k}, \bar{x}_{t+1,k}]$ /* Mean vector */
3 \quad $X^*_{t+1,k} = [X^*_{t,k}, \bar{x}^*_{t+1,k} - \bar{x}_{t+1}]$ /* Centered matrix */
4 \quad $\sigma_k = \frac{1}{m_{k-1}} \cdot \bar{x}^*_{t+1,k} \cdot X^*_{t,k}$ /* Covariance vector */
5 \quad $R_{t+1,k} = \text{cholinsert}(R_{t,k}, \sigma_k)$ /* Cholesky decomposition */
6 \quad $ld_{t+1,k} = ld_{t,k} + 2 \cdot \ln(R_{t+1,k}[t+1,t+1])$ /* Log determinant */
7 \quad $A_{t+1,k} = \text{solveinsert}(A_{t,k}, R_{t+1,k}, X^*_{t+1,k})$ /* Solve equations */
8 \quad $Z_{t+1,k} = lp_k - \frac{1}{2} \sum (A_{t+1,k} \odot A_{t+1,k}) + ld_{t+1,k}$ /* Discrimination score */
9 end

Algorithm 3: Function solveinsert updates the solution of a triangular system of equations with multiple right-hand side for $A \cdot R = X$.

Input: $A_t, R_{t+1}, X_{t+1}$, where $t$ is the count of features

Output: $A_{t+1}$

1 $A_{t+1} = [A_t, (X_{t+1}[; t+1] - A_t[; 1 : t] \cdot R_{t+1}[1 : t, t+1])/R_{t+1}[t+1, t+1]]$

Another common issue with QDA is the invertibility of the sample covariance matrices [117]. This can be remedied with covariance shrinking toward the identity matrix [158]:

$$\Sigma_{t,k} = (1 - \lambda)\Sigma_{t,k} + \lambda I, \quad (12.17)$$

where $I$ is the identity matrix of the size $\Sigma_{t,k}$ and $\lambda$ is a shrinkage coefficient, $\lambda \in (0, 1)$.

In regularized discriminant analysis (RDA) by [80], the covariance matrix is a linear combination of the empirical shared covariance matrix, the empirical class conditional covariance matrix, and the identity matrix:

$$\Sigma_{t,k} = (1 - \alpha - \lambda)\Sigma_t + \alpha \Sigma_{t,k} + \lambda I, \quad (12.18)$$

where $\alpha$ is a tunable weight, $\alpha \in (0, 1 - \alpha)$.

12.2.4 Experiments

12.2.4.1 Datasets

We evaluated the proposed implementation of QDA on the OpenML-CC18 benchmarking suite by [15]. This suite includes 72 datasets, from which we excluded datasets
that include nominal features or missing values, as the implementation does not directly support them.

We compared two algorithms: QDA learning from scratch with scikit-learn 0.24.0 QDA as the reference versus the proposed QDA update by feature insert. For each of these two scenarios, we recorded the training and scoring time in seconds on each of the datasets. We also compared Brier scores (a calibration measure for classification) between the implementations for each of the datasets to validate that the quality of the predictions is equivalent. Since the Brier scores were indeed identical between the implementations, we do not report them.

Because some datasets have collinear features, as indicated by the high correlation coefficients in the last column in Table 12.2, we used regularized covariance matrices: $(1 - \lambda) \sum_k + \lambda I$, where $\lambda = 0.02$. A constant regularization was used, as the aim of the experiment was not to find the best possible regularization coefficients but to compare runtimes.

Median runtimes from 15 iterations are provided in Table 12.2.
<table>
<thead>
<tr>
<th>dataset</th>
<th>scikit-learn</th>
<th>proposed</th>
<th>speed up</th>
<th>samples</th>
<th>features</th>
<th>classes</th>
<th>corr</th>
</tr>
</thead>
<tbody>
<tr>
<td>mfeat-morphological</td>
<td>0.015</td>
<td>0.014</td>
<td>1.10</td>
<td>2000</td>
<td>6</td>
<td>10</td>
<td>0.97</td>
</tr>
<tr>
<td>balance-scale</td>
<td>0.004</td>
<td>0.004</td>
<td>1.15</td>
<td>625</td>
<td>4</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>wilt</td>
<td>0.006</td>
<td>0.004</td>
<td>1.38</td>
<td>4839</td>
<td>5</td>
<td>2</td>
<td>0.96</td>
</tr>
<tr>
<td>diabetes</td>
<td>0.005</td>
<td>0.003</td>
<td>1.71</td>
<td>768</td>
<td>8</td>
<td>2</td>
<td>0.54</td>
</tr>
<tr>
<td>vehicle</td>
<td>0.010</td>
<td>0.005</td>
<td>1.77</td>
<td>846</td>
<td>18</td>
<td>4</td>
<td>1.00</td>
</tr>
<tr>
<td>blood-transfusion</td>
<td>0.005</td>
<td>0.003</td>
<td>1.79</td>
<td>748</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>segment</td>
<td>0.022</td>
<td>0.010</td>
<td>2.21</td>
<td>2310</td>
<td>19</td>
<td>7</td>
<td>1.00</td>
</tr>
<tr>
<td>banknote-authentication</td>
<td>0.007</td>
<td>0.003</td>
<td>2.44</td>
<td>1372</td>
<td>4</td>
<td>2</td>
<td>0.79</td>
</tr>
<tr>
<td>climate-model</td>
<td>0.006</td>
<td>0.003</td>
<td>2.45</td>
<td>540</td>
<td>20</td>
<td>2</td>
<td>0.11</td>
</tr>
<tr>
<td>phoneme</td>
<td>0.010</td>
<td>0.004</td>
<td>2.45</td>
<td>5404</td>
<td>5</td>
<td>2</td>
<td>0.32</td>
</tr>
<tr>
<td>kc2</td>
<td>0.008</td>
<td>0.003</td>
<td>2.94</td>
<td>522</td>
<td>21</td>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>wdbc</td>
<td>0.009</td>
<td>0.003</td>
<td>3.50</td>
<td>569</td>
<td>30</td>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>steel-plates-fault</td>
<td>0.042</td>
<td>0.012</td>
<td>3.61</td>
<td>1941</td>
<td>27</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>letter</td>
<td>0.334</td>
<td>0.090</td>
<td>3.71</td>
<td>20000</td>
<td>16</td>
<td>26</td>
<td>0.85</td>
</tr>
<tr>
<td>jungle_chess_2pcs</td>
<td>0.081</td>
<td>0.021</td>
<td>3.92</td>
<td>44819</td>
<td>6</td>
<td>3</td>
<td>0.02</td>
</tr>
<tr>
<td>pendigits</td>
<td>0.097</td>
<td>0.023</td>
<td>4.18</td>
<td>10992</td>
<td>16</td>
<td>10</td>
<td>0.86</td>
</tr>
<tr>
<td>pc1</td>
<td>0.013</td>
<td>0.003</td>
<td>5.00</td>
<td>1109</td>
<td>21</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>kcl</td>
<td>0.019</td>
<td>0.003</td>
<td>6.30</td>
<td>2109</td>
<td>21</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>qsar-biodeg</td>
<td>0.019</td>
<td>0.003</td>
<td>7.06</td>
<td>1055</td>
<td>41</td>
<td>2</td>
<td>0.92</td>
</tr>
<tr>
<td>mfeat-bernike</td>
<td>0.090</td>
<td>0.013</td>
<td>7.08</td>
<td>2000</td>
<td>47</td>
<td>10</td>
<td>1.00</td>
</tr>
<tr>
<td>wall-robot-navigation</td>
<td>0.049</td>
<td>0.007</td>
<td>7.31</td>
<td>5456</td>
<td>24</td>
<td>4</td>
<td>0.63</td>
</tr>
<tr>
<td>pc3</td>
<td>0.025</td>
<td>0.003</td>
<td>8.02</td>
<td>1563</td>
<td>37</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>texture</td>
<td>0.153</td>
<td>0.019</td>
<td>8.07</td>
<td>5500</td>
<td>40</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>satimage</td>
<td>0.105</td>
<td>0.011</td>
<td>9.40</td>
<td>6430</td>
<td>36</td>
<td>6</td>
<td>0.96</td>
</tr>
<tr>
<td>pc4</td>
<td>0.026</td>
<td>0.003</td>
<td>9.64</td>
<td>1458</td>
<td>37</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>mfeat-krhunen</td>
<td>0.127</td>
<td>0.013</td>
<td>9.82</td>
<td>2000</td>
<td>64</td>
<td>10</td>
<td>0.57</td>
</tr>
<tr>
<td>analacdata_authorship</td>
<td>0.052</td>
<td>0.005</td>
<td>10.38</td>
<td>841</td>
<td>70</td>
<td>4</td>
<td>0.71</td>
</tr>
<tr>
<td>GesturePhaseSegmentation</td>
<td>0.136</td>
<td>0.012</td>
<td>11.17</td>
<td>9873</td>
<td>32</td>
<td>5</td>
<td>0.94</td>
</tr>
<tr>
<td>mfeat-fourier</td>
<td>0.172</td>
<td>0.013</td>
<td>13.17</td>
<td>2000</td>
<td>76</td>
<td>10</td>
<td>0.68</td>
</tr>
<tr>
<td>optdigits</td>
<td>0.243</td>
<td>0.017</td>
<td>14.42</td>
<td>5620</td>
<td>64</td>
<td>10</td>
<td>0.93</td>
</tr>
<tr>
<td>first-order-theorem-proving</td>
<td>0.184</td>
<td>0.011</td>
<td>17.11</td>
<td>6118</td>
<td>51</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>numera28.6</td>
<td>0.765</td>
<td>0.033</td>
<td>23.32</td>
<td>96320</td>
<td>21</td>
<td>2</td>
<td>0.86</td>
</tr>
<tr>
<td>spambase</td>
<td>0.091</td>
<td>0.004</td>
<td>23.62</td>
<td>4601</td>
<td>57</td>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>ozone-level-8hr</td>
<td>0.085</td>
<td>0.003</td>
<td>29.33</td>
<td>2534</td>
<td>72</td>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>semeion</td>
<td>0.624</td>
<td>0.012</td>
<td>50.07</td>
<td>1593</td>
<td>256</td>
<td>10</td>
<td>0.81</td>
</tr>
<tr>
<td>mfeat-factors</td>
<td>0.686</td>
<td>0.014</td>
<td>50.67</td>
<td>2000</td>
<td>216</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>mfeat-pixel</td>
<td>0.796</td>
<td>0.010</td>
<td>83.44</td>
<td>2000</td>
<td>240</td>
<td>10</td>
<td>0.94</td>
</tr>
<tr>
<td>cnae-9</td>
<td>0.986</td>
<td>0.011</td>
<td>88.31</td>
<td>1080</td>
<td>856</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>isolet</td>
<td>11.465</td>
<td>0.051</td>
<td>224.41</td>
<td>7797</td>
<td>617</td>
<td>26</td>
<td>1.00</td>
</tr>
<tr>
<td>madelon</td>
<td>1.893</td>
<td>0.004</td>
<td>515.26</td>
<td>2600</td>
<td>500</td>
<td>2</td>
<td>0.99</td>
</tr>
<tr>
<td>har</td>
<td>9.689</td>
<td>0.014</td>
<td>670.19</td>
<td>10299</td>
<td>561</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Fashion-MNIST</td>
<td>101.438</td>
<td>0.086</td>
<td>1177.68</td>
<td>70000</td>
<td>784</td>
<td>10</td>
<td>0.96</td>
</tr>
<tr>
<td>Devnagari-Script</td>
<td>731.853</td>
<td>0.484</td>
<td>1511.97</td>
<td>92000</td>
<td>1024</td>
<td>46</td>
<td>0.97</td>
</tr>
<tr>
<td>mnist_784</td>
<td>145.914</td>
<td>0.091</td>
<td>1600.96</td>
<td>70000</td>
<td>784</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Bioreponse</td>
<td>40.582</td>
<td>0.004</td>
<td>9068.45</td>
<td>3751</td>
<td>1776</td>
<td>2</td>
<td>0.98</td>
</tr>
<tr>
<td>CIFAR_10</td>
<td>2130.479</td>
<td>0.084</td>
<td>25385.96</td>
<td>60000</td>
<td>3072</td>
<td>10</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 12.2: Training and scoring times in seconds for scikit-learn QDA and the proposed updateable QDA, when we insert the last feature. Dataset metadata: count of samples, features, classes, and the maximal absolute Pearson’s correlation coefficient between two different features in the dataset. Predictions from scikit-learn and the proposed QDA are identical. The datasets are ordered by the obtained speed up.
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12.2.4.2 Accuracy

Because we are generally not only interested in the runtime but also in the accuracy of the classifiers, we compare the accuracy of QDA to a few selected classifiers. Due to the lack of classifier implementations that work on a stream of features, we use offline classifiers and evaluate them in offline use case.

Classifier selection  Because of the focus on learning on a stream of features, we have to include naive Bayes (NB) and k-nearest neighbors (kNN) as potential competitors. As an approximation\(^4\) of the online one-layer neural network as described in [20] we use logistic regression with L1 and L2 regularization (LR) [278]. Furthermore, we include random forest (RF) by [23], and gradient boosted trees (GBT) by [81] as examples of common offline classifiers. For all these algorithms, we use implementations from scikit-learn 0.24.0. As variants of QDA, we also include LDA, which uses a shared covariance matrix, and regularized discriminant analysis (RDA) by [80], which uses a linear combination of the shared covariance matrix and the class conditional covariance matrix. For an exhaustive comparison of QDA to other classifiers, we refer the keen reader to Delgado’s empirical comparison of QDA to other 178 classifiers on 121 datasets by [68].

Methodology  We use the same dataset as in Section 12.2.4.1 and estimate the testing ROC-AUC with 10-fold cross-validation. Because kNN (with Euclidean distance) requires normalized features, we normalize the features with z-score normalization for all the classifiers. The classifier hyperparameters were initialized to the recommended settings by [195] and greedily optimized based on the average testing ROC-AUC over all datasets. The used hyperparameters are listed in Table 12.3.

Table 12.3: The used classifier hyperparameters. The classifiers are described in Section 12.2.4.2.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBT</td>
<td>n_estimators=500, learning_rate=0.1, max_features='log2'</td>
</tr>
<tr>
<td>kNN</td>
<td>n_neighbors=29</td>
</tr>
<tr>
<td>LDA</td>
<td>shrinkage=0.0001</td>
</tr>
<tr>
<td>LR</td>
<td>C=1.5, penalty='elasticnet', l1_ratio=0.5</td>
</tr>
<tr>
<td>NB</td>
<td>var_smoothing=10e-12</td>
</tr>
<tr>
<td>QDA</td>
<td>shrinkage=0.02</td>
</tr>
<tr>
<td>RDA</td>
<td>shrinkage=0.0001, alpha=0.2</td>
</tr>
<tr>
<td>RF</td>
<td>n_estimators=300, max_features=0.25, criterion='entropy'</td>
</tr>
</tbody>
</table>

\(^4\)We contacted the authors but we were told that the implementation is not public.
Results  The results are in Table 12.4. However, the Devnagari-Script, Fashion-MNIST, mnist_784, and numeral28.6 are absent in the comparison because too many algorithms didn’t finish on these datasets in 3 hours. QDA underperforms on har, madelon, pc4, phoneme, and wall-robot-navigation datasets as QDA is incapable of modeling XOR-like problems because each class is represented by only a single prototype. To illustrate the character of these datasets, we cite a part of wall-robot-navigation dataset description: “The wall-following task and data gathering were designed to test the hypothesis that this apparently simple navigation task is indeed a non-linearly separable classification task.” We just note that the problem is neither separable with a quadratic decision border. On the other end, decision tree based algorithms (RF, GBT) are capable of representing XOR-like problems and perform well on these datasets. A possible remedy of this QDA deficiency is to use multiple prototypes per class as in mixture discriminant analysis by [105] or map the data into a high-dimensional space as in generalized discriminant analysis by [8]. However, evaluation of these alternatives is out of the scope of this chapter.

On the other end, QDA performs well on mfeat-zernike and vehicle datasets, which are both separable with quadratic decision boundaries.

Statistical significance  Statistically significant differences between the classifiers are depicted in Figure 12.4 following the procedure by [48]. NB is significantly worse than any other evaluated classifier. RF is the best. QDA, kNN, LDA, RDA, LR, and GBT are comparable.

![Figure 12.4: Comparison of the classifiers based on ROC-AUC. Groups of classifiers that are not significantly different (at p=0.01) are connected.](https://www.openml.org/d/1497)

Pareto optimality  The comparison of the average classifier ROC-AUC over datasets in Table 12.4 versus the average classifier total runtime on the cross-validation (training and scoring time) is depicted in Figure 12.5. LDA and RDA are not only Pareto optimal, but are also on the knee-point of the Pareto frontier.

---
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Figure 12.5: Classifier ROC-AUC and cross-validation runtime tradeoff. Regularized discriminant analysis (RDA) and linear discriminant analysis (LDA) are on the knee-point. The runtime is for the offline use case (all features are available at once). If we evaluated the classifiers on a stream of features, the average runtime of some of the offline classifiers would be in days.
Table 12.4: Testing ROC-AUC from cross-validation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NB</th>
<th>kNN</th>
<th>LR</th>
<th>LDA</th>
<th>RDA</th>
<th>QDA</th>
<th>RF</th>
<th>GBT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bioreponse</td>
<td>0.575</td>
<td>0.805</td>
<td>0.845</td>
<td>0.749</td>
<td>0.749</td>
<td>0.639</td>
<td>0.880</td>
<td>0.867</td>
</tr>
<tr>
<td>GesturePhaseSegmentation</td>
<td>0.670</td>
<td>0.706</td>
<td>0.743</td>
<td>0.735</td>
<td>0.684</td>
<td>0.674</td>
<td>0.763</td>
<td>0.747</td>
</tr>
<tr>
<td>analcatdata_authorship</td>
<td>0.994</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.997</td>
<td>0.999</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>balance-scale</td>
<td>0.889</td>
<td>0.916</td>
<td>0.964</td>
<td>0.951</td>
<td>0.955</td>
<td>0.971</td>
<td>0.714</td>
<td>0.872</td>
</tr>
<tr>
<td>banknote-authentication</td>
<td>0.938</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>blood-transfusion</td>
<td>0.801</td>
<td>0.733</td>
<td>0.947</td>
<td>0.932</td>
<td>0.927</td>
<td>0.877</td>
<td>0.548</td>
<td>0.610</td>
</tr>
<tr>
<td>climate-model</td>
<td>0.952</td>
<td>0.919</td>
<td>0.956</td>
<td>0.948</td>
<td>0.944</td>
<td>0.858</td>
<td>0.949</td>
<td>0.926</td>
</tr>
<tr>
<td>cnae-9</td>
<td>0.926</td>
<td>0.985</td>
<td>0.996</td>
<td>0.968</td>
<td>0.968</td>
<td>0.968</td>
<td>0.989</td>
<td>0.997</td>
</tr>
<tr>
<td>diabetes</td>
<td>0.816</td>
<td>0.813</td>
<td>0.830</td>
<td>0.830</td>
<td>0.831</td>
<td>0.812</td>
<td>0.833</td>
<td>0.809</td>
</tr>
<tr>
<td>first-order-theorem-proving</td>
<td>0.608</td>
<td>0.753</td>
<td>0.680</td>
<td>0.678</td>
<td>0.698</td>
<td>0.679</td>
<td>0.810</td>
<td>0.805</td>
</tr>
<tr>
<td>har</td>
<td>0.959</td>
<td>0.993</td>
<td>0.997</td>
<td>0.998</td>
<td>0.998</td>
<td>0.993</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>isolet</td>
<td>0.988</td>
<td>0.997</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.997</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>jungle_chess_2pcs</td>
<td>0.800</td>
<td>0.860</td>
<td>0.790</td>
<td>0.791</td>
<td>0.799</td>
<td>0.815</td>
<td>0.785</td>
<td>0.813</td>
</tr>
<tr>
<td>kc1</td>
<td>0.788</td>
<td>0.769</td>
<td>0.794</td>
<td>0.790</td>
<td>0.797</td>
<td>0.794</td>
<td>0.757</td>
<td>0.745</td>
</tr>
<tr>
<td>kc2</td>
<td>0.827</td>
<td>0.812</td>
<td>0.825</td>
<td>0.818</td>
<td>0.825</td>
<td>0.816</td>
<td>0.780</td>
<td>0.707</td>
</tr>
<tr>
<td>letter</td>
<td>0.957</td>
<td>0.998</td>
<td>0.980</td>
<td>0.967</td>
<td>0.982</td>
<td>0.996</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>madelon</td>
<td>0.644</td>
<td>0.622</td>
<td>0.585</td>
<td>0.587</td>
<td>0.587</td>
<td>0.527</td>
<td>0.913</td>
<td>0.703</td>
</tr>
<tr>
<td>mfeat-factors</td>
<td>0.993</td>
<td>0.998</td>
<td>0.998</td>
<td>0.999</td>
<td>0.999</td>
<td>0.997</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>mfeat-fourier</td>
<td>0.966</td>
<td>0.970</td>
<td>0.978</td>
<td>0.976</td>
<td>0.980</td>
<td>0.979</td>
<td>0.984</td>
<td>0.980</td>
</tr>
<tr>
<td>mfeat-karhunen</td>
<td>0.996</td>
<td>0.996</td>
<td>0.996</td>
<td>0.997</td>
<td>0.999</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
</tr>
<tr>
<td>mfeat-morphological</td>
<td>0.946</td>
<td>0.959</td>
<td>0.966</td>
<td>0.965</td>
<td>0.964</td>
<td>0.963</td>
<td>0.956</td>
<td>0.958</td>
</tr>
<tr>
<td>mfeat-pixel</td>
<td>0.985</td>
<td>0.998</td>
<td>0.997</td>
<td>0.996</td>
<td>0.998</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>mfeat-zenrike</td>
<td>0.960</td>
<td>0.978</td>
<td>0.982</td>
<td>0.979</td>
<td>0.981</td>
<td>0.980</td>
<td>0.969</td>
<td>0.968</td>
</tr>
<tr>
<td>optdigits</td>
<td>0.972</td>
<td>0.999</td>
<td>0.999</td>
<td>0.998</td>
<td>0.996</td>
<td>0.994</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ozone-level-8hr</td>
<td>0.817</td>
<td>0.864</td>
<td>0.896</td>
<td>0.869</td>
<td>0.877</td>
<td>0.846</td>
<td>0.872</td>
<td>0.868</td>
</tr>
<tr>
<td>pc1</td>
<td>0.720</td>
<td>0.804</td>
<td>0.853</td>
<td>0.832</td>
<td>0.819</td>
<td>0.793</td>
<td>0.819</td>
<td>0.793</td>
</tr>
<tr>
<td>pc3</td>
<td>0.772</td>
<td>0.804</td>
<td>0.801</td>
<td>0.830</td>
<td>0.824</td>
<td>0.795</td>
<td>0.856</td>
<td>0.819</td>
</tr>
<tr>
<td>pc4</td>
<td>0.843</td>
<td>0.872</td>
<td>0.907</td>
<td>0.894</td>
<td>0.890</td>
<td>0.894</td>
<td>0.946</td>
<td>0.945</td>
</tr>
<tr>
<td>pendigits</td>
<td>0.979</td>
<td>0.999</td>
<td>0.997</td>
<td>0.990</td>
<td>0.997</td>
<td>0.999</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>phoneme</td>
<td>0.818</td>
<td>0.921</td>
<td>0.812</td>
<td>0.814</td>
<td>0.825</td>
<td>0.842</td>
<td>0.965</td>
<td>0.940</td>
</tr>
<tr>
<td>qsar-biodeg</td>
<td>0.822</td>
<td>0.905</td>
<td>0.919</td>
<td>0.904</td>
<td>0.912</td>
<td>0.908</td>
<td>0.917</td>
<td>0.920</td>
</tr>
<tr>
<td>satimage</td>
<td>0.956</td>
<td>0.986</td>
<td>0.977</td>
<td>0.972</td>
<td>0.976</td>
<td>0.975</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>segment</td>
<td>0.957</td>
<td>0.984</td>
<td>0.978</td>
<td>0.973</td>
<td>0.976</td>
<td>0.978</td>
<td>0.996</td>
<td>0.995</td>
</tr>
<tr>
<td>semeion</td>
<td>0.956</td>
<td>0.993</td>
<td>0.995</td>
<td>0.991</td>
<td>0.992</td>
<td>0.992</td>
<td>0.996</td>
<td>0.998</td>
</tr>
<tr>
<td>spambase</td>
<td>0.922</td>
<td>0.949</td>
<td>0.961</td>
<td>0.943</td>
<td>0.936</td>
<td>0.938</td>
<td>0.978</td>
<td>0.983</td>
</tr>
<tr>
<td>steel-plates-fault</td>
<td>0.884</td>
<td>0.884</td>
<td>0.893</td>
<td>0.895</td>
<td>0.899</td>
<td>0.894</td>
<td>0.907</td>
<td>0.902</td>
</tr>
<tr>
<td>texture</td>
<td>0.968</td>
<td>0.999</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>vehicle</td>
<td>0.776</td>
<td>0.903</td>
<td>0.945</td>
<td>0.943</td>
<td>0.944</td>
<td>0.956</td>
<td>0.934</td>
<td>0.938</td>
</tr>
<tr>
<td>wall-robot-navigation</td>
<td>0.820</td>
<td>0.918</td>
<td>0.890</td>
<td>0.847</td>
<td>0.868</td>
<td>0.870</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>wdbc</td>
<td>0.985</td>
<td>0.991</td>
<td>0.996</td>
<td>0.993</td>
<td>0.995</td>
<td>0.990</td>
<td>0.991</td>
<td>0.995</td>
</tr>
<tr>
<td>wilt</td>
<td>0.841</td>
<td>0.933</td>
<td>0.956</td>
<td>0.966</td>
<td>0.960</td>
<td>0.958</td>
<td>0.985</td>
<td>0.988</td>
</tr>
</tbody>
</table>

Avg (larger is better) 0.873 0.909 0.918 0.910 0.911 0.901 0.921 0.916
Rank (smaller is better) 7.110 4.951 3.707 4.671 4.049 5.085 3.110 3.317
12.2.5 Discussion

12.2.5.1 Computational complexity

Inserting a new feature leads to computational complexity $O(nd + d^2)$, while the calculation of QDA from scratch leads to computational complexity $O(nd^2 + d^3)$. A detailed analysis of the computational complexity is given in Appendix A.3. The empirical results for randomly generated dense matrices are shown in Figure 12.6. The measurements were taken in Octave 4.4. The empirical results for 46 standard benchmarking datasets, where the proposed updatable QDA is compared to scikit-learn QDA\footnote{Scikit-learn is a free software learning library for Python.}, are provided in Section 12.2.4.1. In this comparison, the updatable QDA was always faster than scikit-learn QDA. Notably, there was a 1000-fold increase in speed in five cases. When we examined the scikit-learn implementation, we identified SVD decomposition as the bottleneck. For the description of how to use SVD for discriminant analysis, see for example [117]. The code for the resulting replication is available at github.com/janmotl/qda.

![Figure 12.6](image)

Figure 12.6: Inserting a new feature into QDA is faster and scales better than the calculation of QDA from scratch.

12.2.5.2 Feature selection

The ability to quickly insert new features can be used, for example, to speed up forward variable selection with LDA, as implemented in `greedy.wilks()` [223].

12.2.5.3 Model size

The size of the trained incremental QDA does not differ from the textbook QDA Equation (12.6).

However, whenever we want to insert a new feature into the model, we need more variables. All necessary variables can be calculated from the features directly. However, the calculation of $R_k^{-1}X_k^*$ from scratch takes the $O(nd^2)$ with the TRSM subroutine from LAPAC. Hence, if we did not store $R_k^{-1}X_k^*$, it would increase the overall computational complexity of the online QDA update from $O(nd + d^2)$ to $O(nd^2 + d^2)$. Nevertheless, based on the empirical experiments on 1000 samples and 3000 features, even if we do not...
store any variable beyond the first three in Table 12.5, an update with the online version is still $\sim 3 \times$ faster than a complete recalculation of QDA from scratch.

Table 12.5: Model size per class for scoring (the top 3 lines) and model update (the bottom 3 lines). The offline implementation is in Equation (12.6), and the online version is in Equation (12.15).

<table>
<thead>
<tr>
<th>Offline</th>
<th>Online</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>Size</td>
</tr>
<tr>
<td>$\Sigma_k^{-1}$</td>
<td>$d \times d$</td>
</tr>
<tr>
<td>$\ln p_k - \frac{1}{2} \ln</td>
<td>\Sigma_k</td>
</tr>
<tr>
<td>$\mu_k$</td>
<td>$d$</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

12.2.5.4 Limitations

The online version of QDA inherits all the disadvantages of offline QDA, namely high sensitivity to outliers and difficulties with the accurate estimation of the covariance matrix/matrices, which can be addressed by the use of robust statistical estimates [116] and covariance shrinking [158], respectively. Missing values in the estimate of the covariance matrix can be handled as described by [168]. And a mixture of numerical and nominal features can be handled with one of the methods described by [113].

12.2.5.5 Feature tracking

To update the model with new features, we must remember all the past features to be able to update the covariance matrix. This issue is shared with the offline version QDA and even with streaming feature selection methods [274], such as OSFS, because an irrelevant feature may become relevant once a new feature is inserted. A canonical example of this is an XOR problem: $y = \text{XOR}(x_1, x_2)$, where $x_1$ and $x_2$ are features.

If it is inconvenient to remember all observed features (e.g., because of their sheer number and size), we can either recommend “upgrading” models that assume (conditional) independence of the features, such as naive Bayes, or using distance-based models. The advantage of naive Bayes is that for each feature, we have to only remember sufficient statistics [72], for example, the mean and variance of each continuous feature. The disadvantage of naive Bayes, in comparison to QDA, is that it does not model interactions between the features.

A significant advantage of a distance-based approach is that the size of the Gram/similarity/distance matrix does not grow with the number of features. This property is exploited, for example, in a support vector machine with an RBF kernel. The disadvantage
of the distance-based method is that the memory requirements grow quadratically with the number of instances. There are notable exceptions, such as low-rank kernel approximations [71] that were designed specifically to tackle this issue. QDA training, however, can be implemented to have memory requirements oblivious to the number of samples.

12.2.6 Conclusions

The key to learning on a stream of features with QDA is to use the Cholesky decomposition and \texttt{cholinsert} function in place of the matrix inverse. This method, together with an efficient update of the covariance matrices, reduced the computational complexity of the QDA update when a new feature was added, from $O(nd^2 + d^3)$ to $O(nd + d^2)$. This is equivalent to the reduction by $d$ (the number of features). The proposed QDA returns identical predictions to scikit-learn QDA while being 1000 times faster. In the accuracy comparison, we identified the need to regularize the estimated covariance matrices. The proposed regularized discriminant analysis on a stream of features is statistically significantly more accurate than naive Bayes (at $p=0.01$) and comparable to regularized logistic regression, k-nearest neighbors, and gradient boosted trees while in runtime it is much closer to naive Bayes.
In this chapter, we describe the experience from deployment of Predictor Factory at multiple clients.

One of the questions that a consultant working with data must decide is whether the analysis will be performed on the client’s infrastructure or on own hardware. With Predictor Factory, both approaches are feasible. Following paragraphs describe advantages and disadvantages of each approach.

Possibly the biggest advantage of working on a client’s infrastructure is that the client does not give the data away. Hence, the client does not have to worry, whether the data contains sensitive informative that must not leave a company. Nor the client has to worry about data leaks.

Consequently, it is commonly easier to persuade a client to give you access to their data, if the analysis is performed at the client’s infrastructure. Also, it commonly takes less time to get access to the data, if the analysis is performed on the client’s infrastructure than if the analysis is performed out of the company, since “only” a terminal and appropriate privileges must be set up and no lawyer has to check that the data may actually leave the company. Consequently, if you work on the client’s infrastructure, you may get your hands on a much wider range of data than you would get if you asked the company for data export. Finally, a non-negligible advantage is that you do not have to own a secure supercomputer for the analysis – all heavy lifting is done by the company’s server.

However, the work at the client’s infrastructure has its own disadvantages. The first complication is, that each client has a different infrastructure and it takes time to adapt to the new environment. The second disadvantage is that the client may not be overly happy if you consume too much computation resources.

Conclusion Overall, the biggest advantage of Predictor Factory is that it fits well into the infrastructure and processes of companies that store their data in relational databases and analyze their data with analytical tools like SAS. Predictor Factory changes a bare minimum of processes in a data mining process – just feature extraction. And Predictor
factory utilizes present infrastructure for the feature creation. No application have to be installed. Hence, while Predictor Factory can be utilized on both, client’s and consultant’s side, Predictor Factory shines particularly on the client’s side. The user manual for Predictor Factory is in Appendix A.4. The website is http://predictorfactory.com and the source code is at https://github.com/janmotl/PredictorFactory.

\footnote{Predictor Factory, nor Java Runtime Machine, have to be installed – they can be just copied.}
Conclusions

In Chapter 1, relational learning was introduced. And while relational learning is known from 1976, it was pointed out that the time dimension is not commonly correctly treated in relational learning.

**Background and State-of-the-Art** Propositionalization algorithms were decomposed into 7 building blocks and empirically compared in Chapter 2. The identified state-of-the-art algorithms in relational supervised learning were: Wordification [201], Link-Based propositionalization [55], Simple decision Forest [14], MVC with weighted voting [180], Path Independent Classifier (PIC) [233], and Ensemble of Probabilistic Relational Neighbours (EPRN) [205].

**Predictor Factory** Description of Predictor Factory, an implementation of a propositionalization algorithm, was given in Chapter 3. Predictor Factory was designed to do just one thing (propositionalization) and do it right. Hence, many technical details were discussed and addressed, like the naming convention or which data to process.

**Implementation** The architecture of Predictor Factory and the choice of the used technologies were described and justified in Chapter 4. During the user testing, 7 subjects out of 9 delivered a predictive model with Predictor Factory in less than an hour.

**Relational repository** With the help of Oliver Schulte, Václav Ostrožlík, and other contributors, a public repository of relational datasets, described in Chapter 5, was created to promote relational learning. The repository is used by scientists (there is over 70 citations at Google Scholar\(^1\)), students (there is over 1000 code results at GitHub\(^2\)) as well as corporates including IBM\(^3\) and Oracle.

\(^1\)See: https://scholar.google.cz/scholar?q=relational.fit.cvut.cz.
Back in time, repositories like UCI Machine Learning Repository did not include relational datasets and the commonly used relational datasets in ILP community, like Train or Mutagenesis datasets, were not suitable for temporal relational learning as they did not contain any attribute that would be changing in time. The existence of the repository attracted contributors and there is now 22 non-synthetic (real) temporal relational datasets, which makes it possible to produce statistically significant results.

**Empirical Evaluation** The empirical comparison of Predictor Factory to other propositionalization tools in Chapter 6 chapter shows that Predictor Factory has classification accuracy comparable to other implementations. Nevertheless, there is one aspect in which Predictor Factory appears to be superior to the examined implementations – the ability to process diverse datasets.

**Foreign key constraint discovery** In relational learning, it is common to predict a target stored in one table based on the content of other tables. However, to use the content of these tables, you have to know their relationship to the target. In nicely designed relational datasets, it suffices to follow the foreign key constraints defined in the database. In reality, foreign key constraints are frequently absent, be it because of the limitations of the storage medium (e.g., CSV files) or simply because the constraints were never defined.

Algorithms for the estimation of the foreign key constraints already existed. However, they had \( O(n^2) \) computational complexity with regard to the number of attributes in a database. And that means that they did not scale well. What helps is to collect attribute statistics in one pass over the database and then run the \( O(n^2) \) algorithm just on these statistics, instead of the actual and potentially large data. Can we do better? Another step could be to collect sampled statistics instead of the exact statistics, reducing the one pass over the database to a fraction of a single pass. However, the empirical results in Chapter 7 suggest that we do not have to see even a single datum from the data to make sound estimates. How is that possible? Modern databases already collect attribute statistics for execution plan optimization. Hence, all that was necessary to do was to check whether these statistics could be reused for foreign key constraint discovery. The empirical results suggest that these statistics work equally well as statistics explicitly developed for foreign key constraint discovery. Hence, we now have a fast open source implementation for the detection of the relationships in the database.

**Multi target stratified sampling** Some of the features, which Predictor Factory generates, are supervised – we need the target to calculate them. However, while these supervised features can be highly predictive of the target, they are unlikely to be predictive of a different target. To make Predictor Factory practical in scenarios when we need to predict multiple targets (e.g., propensities to buy different products), Predictor Factory supports multiple targets in a single run. Unfortunately, the standard stratified sampling, which is used to evaluate features’ relevancy, does not work with more than
one target. An exact solution to stratified sampling based on multiple targets is provided in Chapter 8.

**Detrending and deseasoning** Detrending and deseasoning are common techniques in time series analysis. However, the common techniques from time series analysis are generally not directly applicable to relational data. A method how to detrend and deseason relational data is described in Chapter 9.

**Generalized aggregate** While one of the biggest advantages of propositionalization is that it is trivial to add new feature functions, it leads to the explosion of the number of feature functions. A family of aggregates, which generalizes common aggregates like sum, min or max was defined in Chapter 10.

**Meta learning** Achilles heel of propositionalization is that it produces a vast quantity of irrelevant and redundant features. However, since the features are generated sequentially and not all at once, we can build a meta model to predict the features’ univariate relevancy, redundancy and runtime. Based on the empirical results Chapter 11, meta learning reduces propositionalization runtime to one-tenth of the original runtime without loss of accuracy of the downstream model.

**Learning on stream of features** The disadvantage of the implemented meta learning is that it is unaware of the used downstream model. To remedy that, we modified two classifiers, random forest Section 12.1 and discriminant analysis Section 12.2, to work efficiently on a stream of features, making it practical to train and use a meta model, which predicts improvement of the accuracy of the chosen downstream model, when we calculate another feature.

**Discussion** The author’s experience with the application of Predictor Factory on clients’ data is provided in Chapter 13. One of the biggest practical advantages of Predictor Factory is that all the heavy computation is happening directly in the client’s (testing) database. And once Predictor Factory finishes, a SQL script which replicates the run is produced. Hence, no new hardware or software has to be obtained for production.

### 14.1 Contributions

The main contributions of the dissertation thesis are as follows:

1. Relational dataset repository for benchmarking relational algorithms (83 datasets).
2. Algorithm for discovering relationships between tables in a database (scales independently of the row count in the tables).
3. Optimal algorithm for stratified partitioning based on multiple columns for cross-validation (with exact solution).

4. Predictor Factory for automatic feature extraction from relational data for classification and regression.

5. Approach for removing trend and seasonal variation from relational data (improves accuracy, $P=.0005$).

6. Generalization of common aggregate functions to temporal data (improves accuracy, $P=.016$).

7. Meta-learning for faster feature extraction (reduces runtime by 90%).

8. Classifiers for learning on a stream of features (up to 10000 times faster than scikit-learn).

### 14.2 Future Work

The author of the dissertation thesis suggests designing a neural network, which exploits the idea of generalized aggregates to temporal data. Traditionally, attributes in n:1 relationship to the target were handled with recurrent neural networks (RNN). However, while RNNs are powerful, they also require a large training set. Generalized aggregates use fewer parameters than RNNs, but are still at least as powerful as commonly used aggregates in statistics and time-series analysis. Hence, they should outperform RNNs in data-scarce situations. Research questions to answer: Are generalized aggregates suitable for transfer learning like convolutional neural networks (CNN)? CNNs were found to produce patterns similar to Gabor filter. Can we find a similar relationship between the pre-trained generalized aggregates and the commonly used aggregates?
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### A.1 Feature Functions

<table>
<thead>
<tr>
<th>Feature function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>accented</td>
<td>Does the string contain an accented character?</td>
</tr>
<tr>
<td>affinity</td>
<td>Similar to Weight of Evidence (WoE), but without normalization and transformation with logarithm. For decision trees it should be as informative as WoE, but the calculation should be faster. For interpretability or logistic regression, WoE is still preferred.</td>
</tr>
<tr>
<td>aggregate</td>
<td>Apply aggregate functions on a numerical attribute. Following aggregate functions were selected for being supported in many databases: ( \text{avg, min, max and stddevsamp} ).</td>
</tr>
<tr>
<td>aggregate distinct</td>
<td>Apply aggregate functions on distinct values.</td>
</tr>
<tr>
<td>aggregate frame</td>
<td>Apply aggregate functions on a numerical attribute. In comparison to aggregate pattern, this pattern limits the history to the specific amount of days.</td>
</tr>
<tr>
<td>aggregate range</td>
<td>As many databases do not support range aggregate, calculate it with ( \text{min and max} ). The value is given with: ( f(x) = \max(x) - \min(x) ), where ( x ) is an attribute.</td>
</tr>
<tr>
<td>aggregate robust</td>
<td>Returns the n-th lowest/biggest value instead of the lowest-biggest value. This pattern is also known as “ranked aggregate”.</td>
</tr>
<tr>
<td>aggregate subgroup</td>
<td>Apply aggregate functions on a subgroup of numerical attributes. The subgroup is defined by a value of a nominal attribute.</td>
</tr>
<tr>
<td>aggregate text length</td>
<td>An aggregate of string lengths.</td>
</tr>
<tr>
<td>aggregate woe</td>
<td>An aggregate of weight of evidence.</td>
</tr>
<tr>
<td>change count</td>
<td>Count number of changes in time.</td>
</tr>
</tbody>
</table>

203
<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>change ratio</td>
<td>Ratio of count of increases to count of decreases in time.</td>
</tr>
<tr>
<td>coefficient of variation</td>
<td>This is a special scenario of ratio of aggregates. It is defined as the ratio of the standard deviation to the mean.</td>
</tr>
<tr>
<td>concentration</td>
<td>Any statistic (e.g. percentage of the most frequent value) calculated from the distribution of the nominal child field with child filter F.</td>
</tr>
<tr>
<td>correlation</td>
<td>Calculate Pearson correlation of an attribute with time.</td>
</tr>
<tr>
<td>count</td>
<td>Number of records (including nulls).</td>
</tr>
<tr>
<td>decimals</td>
<td>Number of decimal digits.</td>
</tr>
<tr>
<td>direct field</td>
<td>Returns the attribute unchanged.</td>
</tr>
<tr>
<td>direct field as nominal</td>
<td>Converts a numeric attribute to nominal attribute.</td>
</tr>
<tr>
<td>distinct count</td>
<td>Number of distinct values (all nulls are counted as one value).</td>
</tr>
<tr>
<td>duplication ratio</td>
<td>Proportion of records with a duplicate value.</td>
</tr>
<tr>
<td>email domain</td>
<td>Extracts suffix after @ from a string.</td>
</tr>
<tr>
<td>entropy</td>
<td>Shannon entropy for discrete distributions.</td>
</tr>
<tr>
<td>entropy continuous</td>
<td>Entropy estimate for numerical attributes.</td>
</tr>
<tr>
<td>existential count</td>
<td>Count of occurrences of a specific value.</td>
</tr>
<tr>
<td>frequency</td>
<td>Relative frequency of the given nominal value in the population.</td>
</tr>
<tr>
<td>geometric mean</td>
<td>One of the three classical Pythagorean means.</td>
</tr>
<tr>
<td>harmonic mean</td>
<td>One of the three classical Pythagorean means.</td>
</tr>
<tr>
<td>integral</td>
<td>The integral (area under curve) computed with the trapezoidal rule.</td>
</tr>
<tr>
<td>intercept</td>
<td>Time, when the attribute crosses zero, as estimated with a regression line.</td>
</tr>
<tr>
<td>ip local</td>
<td>Is it a local IP address?</td>
</tr>
<tr>
<td>is null</td>
<td>Is the value null?</td>
</tr>
<tr>
<td>leave one out</td>
<td>A regularized version of WoE.</td>
</tr>
<tr>
<td>log product</td>
<td>Log product of numbers.</td>
</tr>
<tr>
<td>mean absolute difference</td>
<td>Measures dispersion (MAD).</td>
</tr>
<tr>
<td>mode</td>
<td>The most frequent value.</td>
</tr>
<tr>
<td>moments</td>
<td>Skewness and kurtosis.</td>
</tr>
<tr>
<td>nominal change</td>
<td>Count of changes of a nominal attribute in time.</td>
</tr>
<tr>
<td>null ratio</td>
<td>Real-world data commonly contain missing values. And sometimes they are not missing at random. Thus we mine them.</td>
</tr>
<tr>
<td>odds ratio</td>
<td>The pattern is from: Feature selection for unbalanced class distribution and Naive Bayes, Mladenic &amp; Grobelnik.</td>
</tr>
<tr>
<td>percentile</td>
<td>Percentiles.</td>
</tr>
<tr>
<td>prefix</td>
<td>Extracts prefix of a constant length from a string.</td>
</tr>
<tr>
<td>product</td>
<td>Calculate product of numbers.</td>
</tr>
<tr>
<td>ratio</td>
<td>Ratio of the two attributes X and Y.</td>
</tr>
<tr>
<td>Feature Function</td>
<td>Description</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>segment comparison</td>
<td>Value of a numerical attribute divided by an aggregate (\texttt{avg, min, ...}) of the nominal field.</td>
</tr>
<tr>
<td>slope</td>
<td>Slope of an attribute in time as estimated with a linear regression.</td>
</tr>
<tr>
<td>suffix</td>
<td>Extracts suffix of a constant length from a string.</td>
</tr>
<tr>
<td>text woe</td>
<td>Converts a text attribute to bags-of-words, which get further converted to WoE.</td>
</tr>
<tr>
<td>text dirty woe</td>
<td>Converts a dirty text attribute to bags-of-character-trigrams, which get further converted to WoE.</td>
</tr>
<tr>
<td>text length</td>
<td>Returns number of characters.</td>
</tr>
<tr>
<td>time aggregate</td>
<td>Just like aggregate pattern, but on time attributes. In comparison to “Time since pattern”, this pattern is not relative to the target date.</td>
</tr>
<tr>
<td>time aggregate since</td>
<td>Time since some date in the past till the time when the prediction is required.</td>
</tr>
<tr>
<td>time aggregate since event</td>
<td>Time since event $E$ till the time when the prediction is required.</td>
</tr>
<tr>
<td>time date diff</td>
<td>Difference between two dates in days.</td>
</tr>
<tr>
<td>time date part</td>
<td>The day/day-of-week/month of the event.</td>
</tr>
<tr>
<td>time date since</td>
<td>Days since some date in the past till the moment when the prediction is required.</td>
</tr>
<tr>
<td>time day part</td>
<td>Identify, whether it’s working hour, morning, evening or night.</td>
</tr>
<tr>
<td>time diff</td>
<td>Difference between two times.</td>
</tr>
<tr>
<td>time frequency</td>
<td>Count of records divided by duration.</td>
</tr>
<tr>
<td>time from peak</td>
<td>Time from the peak.</td>
</tr>
<tr>
<td>time is weekend</td>
<td>Divide the date into workday/weekend.</td>
</tr>
<tr>
<td>time month part</td>
<td>Identify, whether it’s the beginning, middle or end of the month.</td>
</tr>
<tr>
<td>time of peak</td>
<td>Time when the signal peaks.</td>
</tr>
<tr>
<td>time part</td>
<td>The hour/minute of the event.</td>
</tr>
<tr>
<td>time range</td>
<td>Max time - min time.</td>
</tr>
<tr>
<td>time since</td>
<td>Time since some date in the past till the time when the prediction is required. The selection of the date is driven with aggregate functions like min, max and avg.</td>
</tr>
<tr>
<td>time woe</td>
<td>Weight of evidence for time.</td>
</tr>
<tr>
<td>title case</td>
<td>Is the string in “Title Case” format? In other words, are all initial letters in upper case and everything else in lower case?</td>
</tr>
<tr>
<td>woe</td>
<td>Weight of evidence.</td>
</tr>
<tr>
<td>woe limit</td>
<td>Weight of evidence. Considers only cases with at least 10 samples.</td>
</tr>
<tr>
<td>zero crossing</td>
<td>Count of how many times zero was crossed.</td>
</tr>
<tr>
<td>zeros</td>
<td>Returns the count of trailing zeros. If the value is zero, we return zero.</td>
</tr>
</tbody>
</table>
A. Appendix

Table A.1: List of implemented feature functions.

A.2 Leaking Features

Leakage is the introduction of information about the label to the model, which should not be legitimately available [125]. Some of the most common sources of leaks in relational databases are discussed in the following paragraphs.

**Target column** Features that use target column naturally leak information about the target into the feature. If these features are not evaluated on records with the blinded target column but on the training data, they have overly optimistic predictive power.

**Absent temporal constraint** If the target table contains a target timestamp, but non-target tables are not constrained with temporal constraints, data from the future (relative to target timestamp) may leak into features.

**Attributes from the target table** In praxis, it is not uncommon that a target table contains “forgotten” attributes that were used as intermediate steps during the construction of the target column. These auxiliary attributes should not be used in features as they are not going to be available in the deployment.

A.3 Computational Complexity

The following text lists the computational complexity of a feature insert per class when the current QDA model contains n instances and d features. We assume that the scoring (testing) data have the same size as the training data and that they do not change from one iteration to another. The computation complexity of Algorithm 2 line-by-line:

2. $O(n+d)$ to estimate the mean of the new feature of length $n$ and extend the vector of the means from $d$ to $d + 1$ by the estimated mean. If we have to allocate a new vector and copy all the data into the new vector, the computational complexity is $O(n + d)$. However, if the vector is pre-allocated to a size of at least $d + 1$, we have to only write down a scalar, bringing the computational complexity to $O(n)$.

3. $O(nd)$ to center the new feature and extend the matrix of the centered features from $n \times d$ to $n \times (d + 1)$. If we have to allocate a new matrix and copy all the data into the new matrix, the computational complexity is $O(nd)$. However, if the matrix is pre-allocated to a size of at least $n \times (d + 1)$, we only need to write down the vector of length $n$, which is $O(n)$.

4. $O(nd)$ to perform vector-matrix multiplication of vector length $n$ and matrix $n \times (d + 1)$. The complexity can be derived from the basic matrix multiplication of one
m × n matrix and one n × d matrix with a computational complexity of O(mnd). The matrix is then multiplied by a scalar with O(nd).

5. O(d^2) for Cholesky insert. The Cholesky insert of column x into the triangular matrix Rt can be computed with block Cholesky factorization, as described in [90, Algorithm 4.2.3]:

```
Algorithm 4: cholinsert of feature x into triangular Rt. The used functions are standard Octave functions.

Input: Rt, x, where t is the count of features
Output: Rt_{t+1}
1 R21 = mrdivide(x[1:t]' ∪ Rt)
2 R22 = sqrt(x[t+1] - R21 ∗ R21')
3 R_{t+1} = [R_t, R21'; zeros(1, size(R_t, 2)), R22]
```

The first line is a forward substitution of the d × d triangular matrix and a vector d. This is O(d^2) (see [90, Section 3.1]). The second line consists of a dot product of a vector of length d, one scalar subtraction, and one scalar square root. In total, this is O(d). The assembly of all the pieces together is O(d^2). The total computational complexity of cholinsert is O(d^2).

6. O(1) to calculate one scalar logarithm, one scalar multiplication, and one scalar addition.

7. O(nd) to perform scalar subtraction from a matrix n × (d + 1), which is O(nd), and backward substitution update, which consists of a vector-matrix multiplication of a vector length d and a matrix n × d, division of a vector of length d with a scalar, and subtraction of a vector length n with another vector of length n, which in total is also O(nd).

8. O(nd) to update the scores. The update consists of element-wise squaring of a matrix of size n × (d + 1), column-wise summation of the n × (d + 1) matrix, and two additions between a scalar and a vector of length n. In total, this is O(nd). However, only the right-most column of matrix A changes. This can be exploited to reduce the computational complexity of this code line to O(n).

The biggest terms in this breakdown are O(nd) and O(d^2). Because we do not enforce that n ≥ d, it is appropriate to write the overall computational complexity as O(nd + d^2).

The computational complexity of QDA from scratch, as considered in the text, consists of the same steps, with the computational complexity multiplied by d, giving O(nd^2 + d^3). This result is comparable to O(ndt + t^3), where t = min(n, d), as reported by [28], where SVD decomposition is used instead of Cholesky factorization.
A.4 User Manual

In theory, there is no difference between theory and practice. But, in practice, there is. 

Jan van de Snepscheut

The following paragraphs describe a common process of application Predictor Factory from the point of view of a consultant that is asked to extract a table of features. The process begins with data stored in a relational database and has the following steps (with time estimate in parenthesis):

- Get access to the data (1 day – 3 months)
- Data quality review and remedy (1 day – 2 weeks)
- Identify/build a target table (2 days)
- Run Predictor Factory (1 day)
- Check results (1 day)
- Model (1 day)
- Interpret the model (1 day)
- Test the model in the real world (2 months and more)

A.4.0.1 Data access

Obtaining access to the data is generally a difficult task because a consultant must pass multiple password prompts and configuration quests. Even if you are assured that everything is set up and tested, you had better reserve a day just to access the data.

A.4.0.2 Data quality

Once you pass the initial level and get access to the data, you have to identify a schema that contains your data. If the tables are spread over multiple schemas, bear yourself for a fight. Predictor Factory requires all the input tables to be in a single schema. Furthermore, forget about a quick win if the tables are not linked together with foreign key constraints. If the foreign key constraints are not set, you may either define them in the database or in a supplementary XML file called foreignConstraint.xml in the config directory. If you can write into the database or make a copy of the database and change the database schema, it is highly advisable to set the constraints in the database rather than in the XML. The reason is that a database may warn you about a mismatch of data types in the foreign constraint and violating records.

1This requirement originated in the fact that foreign key constraints can be by default set only across tables in a single schema.
Experienced users may argue that 2 days is a gross underestimation of the time necessary to fix the data. However, these 2 days are to write off the unsalvageable data, not to fix them.

### A.4.0.3 Target Table

Once we have all the data in a single schema and with foreign constraints set up, we have to identify the target table. In most cases, however, the target table is not readily available and must be manually created. The target table should contain **target id** – an identifier of the subject, for which we wish to make a prediction (typically `customer_id`), the **target timestamp** – a timestamp of the time when we wish to have the prediction (for example, for each first day in a month), and the **target** (the historically known outcomes that we wish to predict). While it may look overly generous to reserve 2 days for the definition of the target table, if the target table is wrong, everything, including features, model, and predictions, will be wrong. Hence, 1 day is reserved for the creation of the target table and another day for meditation, whether the target is well defined. As a rudimentary sanity check, check that a combination of the target id and the target are unique in the target table (for example, with a single unique constraint on both attributes together). Also check, that neither the target timestamp or the target id contain null values (for example, with not null constraints).

If you want to score new data, append (row-wise) the scoring data to the target table with null values in place of the target.

### A.4.0.4 Run Predictor Factory

Start Predictor Factory by opening predictorFactory.jar. If java is not installed, call the following command from a command line to use the attached Java Runtime Environment (JRE)\(^2\):

```
jre\bin\java.exe -Xmx30G -d64 -jar PredictorFactory.jar
```

The flag `Xmx` specifies the maximum memory that Predictor Factory can allocate. The flag `d64` says to run it in a 64-bit environment to be able to utilize more than 4GB of memory.

After starting Predictor Factory, log in to the database. If you have problems with the connection, check the following:

- Validate that the same connection parameters work in another tool.
- It is not a firewall problem.
- The version of the JDBC driver in the `lib` directory of Predictor Factory is up to date.

\(^{2}\)The attached JRE is for 64 bit Windows. If you use a different operating system, you have to install/copy JRE for your system.
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After connecting to the database, set configuration in the tabs one after another from left to right. On the last tab, start the execution by clicking on “Run” button.

A.4.0.5 Check Results

It is advisable to follow the following checklist:

- Was mainSample, the table with calculated features, produced in the output schema?
- Does it have the same count or rows as the target table?
- Does it have some features?
- Were temporal constraints correctly identified? To check it, open journal_table in the output schema and look for temporal_constraint attribute.
- Were all the tables, which were selected for processing, correctly propagated? To check it, see is_ok attribute in journal_table.